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Abstract

:

The evolution of mean sea-level atmospheric pressure since 1850 is analyzed using iterative singular spectrum analysis. Maps of the main components (the trends) reveal striking symmetries of order 3 and 4. The Northern Hemisphere (NH) displays a set of three positive features, forming an almost perfect equilateral triangle. The Southern Hemisphere (SH) displays a set of three positive features arranged as an isosceles triangle, with a possible fourth (weaker) feature. This geometry can be modeled as the Taylor–Couette flow of mode 3 (NH) or 4 (SH). The remarkable regularity and three-order symmetry of the NH triskeles occurs despite the lack of cylindrical symmetry of the northern continents. The stronger intensity and larger size of features in the SH is linked to the presence of the annular Antarctic Oscillation (AAO), which monitors the periodic reinforcement and weakening of the circumpolar vortex; it is a stationary mode. These components represent 70% of the variance in total pressure since 1850 and are stable in both time and space. In the remaining 30% of the variance, we have extracted quasi-periodical components with periods larger than 1 year (2% of the variance) and a harmonic sequence of the 1-year period (20% of the variance).
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1. Introduction


Understanding the mean circulation of air masses is one of the most ancient problems in meteorology (cf. [1,2]). Solar insolation drives the first-order structure and motions of atmospheric masses. Early views thought them to be organized in planetary-scale circulation cells, arranged roughly symmetrically with respect to the Equator. In the troposphere, warm winds blow from the Equator, forming the top of the Hadley cells (cf. [3]); air cools, becomes denser and sinks near 30° (N and S), generating two belts of high pressures. The circuit is closed by return winds blowing towards the (low-pressure) Equator. Cold winds in the lower atmosphere blow from the poles to warmer regions; their density decreases as they approach 60° (N and S) latitude, where they rise. The circuit is closed by return winds in the troposphere, back to the polar high pressures, forming the polar cells. The Ferrel cells (cf. [4]) located between the polar and Hadley cells extend between 30° and 60° (N and S).



Lindzen and Hou [2] summarize the situation at the end of the first half of the 20th century: “By the early part of this century [5], the idea was being put forth that the zonally averaged circulation might, in large measure, be forced by eddies” …“[6] was going so far as to suggest that the symmetric circulation was inconsequential”. Schneider et al. [7,8] were probably the first to propose an explicit calculation of the symmetric circulation; they showed that purely symmetric circulations could maintain strong subtropical jets and contribute to the maintenance of surface winds. The symmetry of the mean heat received by the Earth was sufficient to force the symmetry of the cell structure, the symmetry of the subtropical currents and the general wind pattern.



Based on a decade of observations (1963–1973), [2] found that as soon as the peak heating is a few degrees in latitude off the Equator, profound asymmetries in the Hadley circulation occur, with the summer cell becoming negligible. The annually averaged Hadley circulation is much larger than that forced by the annually averaged heating.



We know that the heat coming from the Sun’s activity varies with time (e.g., [9,10,11,12,13,14,15,16,17,18]) and so does the inclination of our planet’s rotation axis (e.g., [19,20,21,22,23,24,25,26,27,28]). Consequences of these two variabilities are expected to affect the atmosphere, and in particular the climate (e.g., [10,13,14,19,22,29,30,31,32,33,34,35,36,37,38,39,40]). To these already complex interactions, one must add those due to the ocean, the largest heat exchanger that warms and cools on its own (longer) time scales. Lindzen [41] was the first to show how (to the first order) atmospheric circulation was forced by the physics of the ocean surface.



Interest in recent climate warming has led to the question of how the convection cells, and in particular the Hadley cells, being the main ones, react to a temperature increase (e.g., [42,43,44,45,46,47,48,49,50,51]). Additionally, how do these variations affect extreme meteorological events (e.g., [52,53,54,55,56])? Most authors who have studied the space-time evolution of convection cells call upon the analysis in terms of components of sea-level pressure (SLP). SLP is directly related to climate indices (e.g., [35,57]). Decomposition methods often use “Empirical Orthogonal Functions” (EOF). In this paper, we select an alternate method: the time decomposition of SLP using “Singular Spectrum Analysis” (SSA, e.g., [58], a method that we have used extensively with success in some recent works (e.g., [16,17,18,23,25,27,28].



The SSA method is presented in Section 2, the SLP data we use are described in Section 3, their analysis using SSA and the results are discussed in Section 4, a model is introduced in Section 5, and the conclusion formed is presented in Section 6.




2. The Singular Spectrum Analysis Method


SSA was popularized in the geophysical community by the paleoclimatology community in the early 1990s [59,60,61]. These authors developed it with the aim of making up for the limitations of Fourier transform (FT), detecting quasi-periodic components as opposed to perfectly periodic ones in FT, analysis of signals with irregular sampling or mending gaps in the data. Their work was mainly focused on climatic and paleoclimatic series. The method is curiously under-used in our view. We direct the reader interested in knowing all the details of the method to [58], a book with the full, robust mathematical treatment of SSA.



SSA can be summarized in four steps. Let us consider a discrete (nonzero) time series (  X N  ) of length N (N > 2):


   X N  =  (  x 1  , … ,  x N  )  .  



(1)







2.1. Step 1 (Embedding Step)


  X N   is divided into K segments of length L in order to build a matrix X with the dimensions   K × N   where   K = N − L + 1   will condition our decomposition. This is the first “tuning knob”. Integrating X yields a Hankel matrix:


  X =      x 1     x 2      x 3  ⋯     x K       x 2     x 3      x 4  ⋯     x  K + 1        x 3     x 4      x 5  ⋯     x  K + 2       ⋮   ⋮    ⋮ ⋱    ⋮      x L     x  L + 1       x  L + 2   ⋯     x N       



(2)







Embedding, the first step in an SSA, consists in projecting the one-dimensional time series in a multidimensional space of series   X N   such that vectors    X i  =   (  x i  , … ,  x  i + L − 1   )  t    belong to   R L  , where   K = N − L + 1  . This definition was introduced by Mañé [62] and Takens [63], with the aim of building a space in which strange attractors could be described correctly, often a Banach space. A strange attractor is an object whose dynamical properties may change and evolve into chaos (that is by nature nonlinear). The parameter that controls the embedding is L, the size of the analyzing window, an integer between 2 and   N − 1  . The Hankel matrix has a number of symmetry properties: its transpose    X  t  , called the trajectory matrix, has the dimension K. Embedding is a compulsory step in the analysis of nonlinear series. It consists formally in the empirical evaluation of all pairs of distances between two offset vectors, delayed (lagged) in order to calculate the correlation dimension of the series. This dimension is rather close to the fractal dimension of strange attractors that could generate that type of series. In this case, it is advised to select for the size of window L very small values (and thus a very large K). On the contrary, for SSA, L must be sufficiently large, so that each vector contains an important part of the information contained in the initial time series. From a mathematical point of view, one must work in the frame of Structural Total Least Squares for a Hankel matrix [64]. This is quite different from the fractal dimension mentioned above. Another benefit of considering a very large L is the possibility of considering sub-vectors   X i   as independent sub-series with distinct dynamics, and thus to be able to identify common characteristics in collections of these sub-series.




2.2. Step 2 (Decomposition in Singular Values—SVD)


SVD [65] of nonzero trajectory matrix X (dimensions   L × K   ) takes the shape:


  X =  ∑  i = 1  d    λ i    U i   V i t   



(3)




where the eigenvalues    λ i   ( i = 1 , … , L )    of matrix   S =   XX  T    are arranged in order of decreasing amplitudes. Eigenvectors   U i   and   V i   are given by:


   V i  =   X  T   U i  /   λ i    



(4)







The   V i   form an orthonormal basis and are arranged in the same order as the   λ i  . Let   X i   be a part of matrix X such that:


   X i  =   λ i    U i   V i t  .  



(5)







Embedding matrix X can then be represented as a simple linear sum of elementary matrices   X i  . If all eigenvalues are equal to 1, then decomposition of X into a sum of unitary matrices is:


  X =  X 1  +  X 2  + … +  X d   



(6)




where d is the rank of X (  d = rank  X = m a x { i |  λ i  > 0 }  ). SVD allows one to write X as a sum of d unitary matrices, defined in a univocal way.



Let us now discuss the nature and the characteristics of the embedding matrix. Its rows and columns are sub-series of the original time series (or signal). The eigenvectors   U i   and   V i   have a time structure, and they can be considered as a representation of temporal data. Let X be a suite of L lagged parts of ( X  and    X 1  , … ,  X K   ) the linear basis of its eigenvectors. If we let:


   Z i  =  ∑  i = 1  d    λ i    V i   



(7)




with   i = 1 , … , d  , then the relation (5) can be written:


  X =  ∑  i = 1  d   U i   Z i t   



(8)




that is, for the jth elementary matrix:


   X j  =  ∑  i = 1  d   z  j i    U i   



(9)




where   z  j i    is a component of vector   Z i  . This means that vector   Z i   is composed of the ith components of vector   X j  . In the same way, if we let:


   Y i  =  ∑  i = 1  d    λ i    U i   



(10)




we obtain for the transposed trajectory matrix:


   X j t  =  ∑  i = 1  d   U i   Y i t   



(11)




which corresponds to a representation of the K lagged vectors in the orthogonal basis (  V 1  , …,   V d  ). One sees why SVD is a very good choice for the analysis of the embedding matrix, since it provides two different geometrical descriptions.



Remark 1.

There are very strong common features between performing an SVD of the trajectory matrix, as is done in SSA, and multivariate analyses in principal components (PCA) or Karhunen–Loève (KL) decompositions, which are commonly found in time series analysis. SSA differs in the nature of its trajectory matrix, a Hankel matrix with a particular structure: its rows and columns are sub-parts of the signal to be analyzed. They both have a meaning, obviously a temporal physical meaning. Such is not the case for PCA or KL.





Remark 2.

In general, the orthonormal basis (  U i  ) associated with the trajectory matrix and obtained through SVD can be replaced by any orthonormal basis (  P i  ). In that case, Equation (6) becomes    X i  =  P i   Q i t    with    Q i  =  X t   P i   , for those who want to perform a Fourier analysis with an orthonormal basis made of sine functions. A classical example of an alternate basis is that of the eigenvectors of a self-covariant matrix (Toeplitz SSA).






2.3. Step 3 (Reconstruction)


As we have seen,   X i   matrices are unit matrices, and (as in the classical approach) one can “re-group” these matrices into a physically homogeneous quantity (or energetically homogeneous, etc…). This is the second “tuning knob” of SSA. In order to regroup the unit matrices, one divides the set of indices   i { 1 , … , d }   into m disjoint subsets of indices   {  I 1  , … ,  I m  }  .



Let I be the grouping of p indices of   I = {  i 1  ,  i 2  , … ,  i p  }  ; because (6) is linear, the resulting matrix   X I   that regroups indices I can be written:


   X I  =  X  I 1   +  X  I 2   + … +  X  I m    



(12)







This step is called regrouping the eigen triplets ( λ , U and V). In the limit case   m = d  , (12) becomes exactly (6), and we find again the unit matrices.



Next, how can one associate pairs of eigen triplets? This means separating the additive components of a time series. One must first consider the concept of separability.



Let  X  be the sum of two time series   X  ( 1 )    and   X  ( 2 )   , such that    x i  =  x i  ( 1 )   +  x i  ( 2 )     for any   i ∈ [ 1 , N ]  . Let L be the analyzing window (with fixed length), and X,   X  ( 1 )    and   X  ( 2 )    the embedding matrices of series   X ,  X  ( 1 )     and   X  ( 2 )   . These two sub-series are separable (even weakly) in Equation (6) if there is a collection of indices   I ⊂ { 1 , … , d }   such that     X   ( 1 )   =  ∑  i ∈ I    X i   , respectively, if there is a collection of indices such that     X   ( 1 )   =  ∑  i ∉ I    X i   .



In the case when separability does exist, the contribution of    X   ( 1 )    for instance corresponds to the ratio of associated eigenvalues (   ∑  i ∈ I    λ i   ) to total eigenvalues (   ∑  i = 1  d   λ i   ).



Still, in the case of relation (6), let   I =  I 1    be the set of indices corresponding to the first time series, with corresponding matrix   X  I 1   . If both this matrix and that corresponding to the second time series (   X  I 2   = X −  X  I 1    ) are close or identical to a Hankel matrix, then the time series are approximately or perfectly separable. So, regrouping SVD components can be summarized by the decomposition into several elementary matrices, whose structure must be as close as possible to a Hankel matrix of the initial trajectory matrix (this is true on paper only; in reality things are much more difficult).




2.4. Step 4 (the Diagonal Mean, or Hankelization Step)


The next, final step consists in going back to data space, that is, to calculate time series with length N associated with sub-matrices   X I  . Let Y be a matrix with the dimensions   L ∗ K   and for each element   y  i , j    we have   1 ⩽ i ⩽ L   and   1 ⩽ j ⩽ K  . Let   L *   be the minimum and   K *   be the maximum. One always has   N = L + K − 1  . Finally, let    y  i j  *  =  y  i j    if  L < K  and   y  i j  *  =  y  j i     otherwise. The diagonal average applied to the kth index of time series y associated with matrix Y gives:


   y k  =      1 k       ∑  m = 1  k    y  m , k − m + 1  *       1 ⩽ k ⩽  L *        1  L *        ∑  m = 1   L *     y  m , k − m + 1  *        L *  ⩽ k ⩽  K *        1  N − K + 1        ∑  m = k − K ∗ + 1   N − K ∗ + 1     y  m , k − m + 1  *        K *  ⩽ k ⩽  N *        



(13)







The relation (13) corresponds to the mean of the element on the antidiagonal   i + j = k + 1   of the matrix. For   k = 1  ,    y 1  =  y  1 , 1    . For   k = 2  ,    y 2  =  (  y  1 , 2   +  y  2 , 1   )  / 2  , etc …



Thus, one reconstructs the time series with length N from the matrices of step 3. If one applies the diagonal mean to unit matrices, then the series one obtains are called elementary series. Note that one can naturally extend the SSA of real signals to complex signals. One only has to replace all transposed marks with complex conjugates.



As mentioned above, step 3 is the most difficult part. We have chosen one approach among many others: iterative SSA (iSSA). Since the relation (6) is linear, we can iterate the decomposition. We start with a small value of L (we are looking for the longest period) that we increase until obtaining a quasi-Hankel matrix (step 1 and 2). We then extract the corresponding lowest frequency component that it subtracted from the original signal. We increase again the value of L to find the next component (shortest period). The algorithm stops when no pseudo-cycle can be detected or extracted. In this way, we scan the series from low to high frequencies.





3. The SLP Data


The SLP data are maintained by the Met Office Hadley Centre https://www.metoffice.gov.uk/hadobs/hadslp2/data/download.html (accessed on 24 October 2020). They are available in map form for global pressure every month since 1850 to the present, with a spatial sampling of   5 ° × 5 °  . As indicated by the Met Office, the series is not homogeneous in time (two intervals from 1850 to 2004 and 2005 to 2020 in which the means are homogeneous but the variances differ). Allan et al. [66] discuss the locations and number of ground observations they used to build the series. We show the map of mean pressures from 1850 to 2020 in Figure 1.



The map in Figure 1 is very similar to that obtained from simply averaging monthly SLP maps, demonstrating the very stable geometry of the global atmospheric structure. Well-known patterns are clearly rendered by the map: in the Southern Hemisphere, the structure is dominated by three large positive features in the southern parts of the main oceans (Pacific, Atlantic and Indian), separated by the southern ends of the three southern continents (South America, South Africa and Australia). This approximate three-fold symmetry actually seems to “leak” into a four-fold symmetry: the positive feature extending from Australia to western South America can be described as exhibiting two weaker features, the one over Australia and east of it being the weakest.



The pattern in the Northern Hemisphere is similar to that in the Southern Hemisphere, with two features extending over the northern Pacific and Atlantic oceans, similar to the southern structure, but with the third positive anomaly lying over the Asian continents (Central Asia and Tibet). This overall structure of global positive pressure features could be roughly described as the intersection of a series of three strong cylinders and one weaker cylinder, parallel to the Earth’s axis of rotation, with the Earth’s surface. South of 40°S latitude, the features turn negative and form the quasi-circular Antarctic oscillation (AAO), also known as the Southern Annular Mode (SAM), a belt of low pressures surrounding the frozen continent (e.g., [67,68]). A zonal average of Figure 1 is not really consistent with the classical latitudinal description of the Hadley, Ferrel and polar cells, with relatively moderate low pressures over the equatorial belt, high pressures around 30°N and lower values at higher latitudes, particularly over AntarcticaThe overall averaged zonal structure is not symmetrical with respect to the Equator [2].



Winds are proportional to the space derivative of pressure (Figure 2, which is the map most people are familiar with), and thus in space-phase quadrature with pressure features. The space derivative is a high-pass operator which exacerbates discontinuities and promotes oscillations one order higher than the causative features. Figure 2 shows how winds (the gradients of pressure) are slowed or suppressed by continental masses; additionally, the red and blue “anomalies” are often paired, which reminds one of Laplace’s statement that the vector sum of winds must be close to zero at any instant.




4. The SSA of SLP Data


Rather than building a map of spatial likelihood of pressure structures at a given time, we build the time series of pressure for each couple of (longitude, latitude) coordinates. These are analyzed using the method of iterative singular spectrum analysis (iSSA, e.g., [58]); each time series is decomposed into a sum of a trend and periodic or quasiperiodic components.



Note: the trend is the first component “extracted” by SSA. It is a sort of mean with respect to time, a nonoscillating function of time; it should not be confused with the spatial mean of maps in time (see, for example, Figure 2).



The trend (∼1008 hP), that is, the first and largest SSA component, represents more than 70% of the total variance (sv) of the original series. The sequence of the next quasi-periodic components is, in decreasing order of periods, ∼130 years (∼0.7 hP, ∼0.06% of the sv; [69]), ∼90 yr (∼21 hP, ∼1.9% of the sv; [70,71]), ∼50 yr (∼0.2 hP, ∼0.02% of the sv), ∼22 yr (∼0.50 hP, ∼0.04% of the sv; Hale cycle, [72]), ∼15 yr ( ∼0.2 hP, ∼0.02% of the sv, upper bound of the Schwabe cycle; [73], ∼4 yr (∼0.3 hP, ∼0.03% of the sv), ∼1.8 yr (∼0.3 hP, ∼0.03% of the sv), then 1 yr ( ∼93 hP, ∼8.3% of the sv), 0.5 yr (∼65 hP, ∼5.8% of the sv), 0.33 yr (∼44 hP, ∼3.9% of the sv) and 0.25 yr (∼21 hP, ∼ 1.9% of the sv) [74].



These are readily recognized as the Jose, Gleissberg, Hale and Schwabe cycles, the quasi-biennial oscillation and the annual cycle followed by its first three harmonics. Figure 3 represents the mean (from 1850 to 2020) of the SSA trends of SLP in Hammer–Aitoff and north and south stereographic polar projections. This mean is representative, since the observed (decreasing) overall variation in pressure is only 0.1% in the 170 years of the study. We illustrate the stability of the SLP trend both in space and time with Figure 4, which shows the variation in the trend of SLP since 1850 as a function of latitude. Indeed, the latitudinal structure of mean pressure (SSA trend) is remarkably stable over 170 years (a rather rare feature in geophysics and geodynamics, both internal and external to the solid Earth), with its typical asymmetry between the two hemispheres.



The stereographic projections of Figure 3 give a clear image of the large-scale atmospheric circulation. They are close to the original mean of Figure 1, and the same large-scale features appear, with sharper contours. The polar projections are particularly revealing. There is a strong negative feature south of Greenland. In the Northern Hemisphere, three sharp positive features lie on a circle at 40°N latitude and are located at the three apices of an equilateral triangle. The center of this three-fold symmetry (that we will call a “triskeles”, a three-fold symmetry often encountered in Celtic symbols, as well as in the symbol for Sicily) is located near 77°N, 90°W (13° away from the North Pole). In the Southern Hemisphere, the pattern is closer to four-fold symmetry, with one of the four features being much weaker than the other three.




5. A Model


The physics most appropriate for analyzing the motions of fluid masses in the atmosphere and ocean (and mantle) is stationary turbulent flow (e.g., [75,76]). The large Hadley, Ferrel and polar cells are generally interpreted in terms of Taylor–Couette flow. Analytical solutions are available in the case of a cylindrical geometry (e.g., [77]), but raise problems in the spherical case (e.g., [78,79,80,81,82,83,84]).



Forbes et al. [85] show that a simple solution for Taylor–Couette flow of a viscous fluid between two concentric cylinders with radii a and b rotating in opposite directions and submitted to an azimuthal perturbation with angle  θ  can be written as:


  r  ( ξ )  =  r n  + ε a cos  ( q ξ )   



(14a)






  θ  ( ξ , t )  = ξ −  (  b 2  +  a 2  )  ∗ ω ∗ t ∗  [ 1 −    r n 2    r 2   ( ξ )     ]  /  (  b 2  −  a 2  )   



(14b)




in which   r n   is the neutral radius and q is an integer corresponding to the flow mode. One can obtain:


   r n  =     2  a 2  ∗  b 2     a 2  +  b 2       



(15)







The solutions of systems (14a) and (14b) are displayed in Figure 5 for stationary flows with integers q = 1 to 4, with a = 0.5, b = 1,   ω ∗ t   = 1 and  ε  = 0.1. Modes corresponding to parameter q evolve, and q is fixed by the nature and symmetry of the flow.



Figure 6a shows the superimposition of a pattern of Taylor–Couette flow with mode q = 3 and the SLP trend map of Figure 3 (lower left) for the Northern Hemisphere. We invert Equations (14a) and (14b) by simulated annealing [86] for   ω ∗ t   = 1 (flow stationary and constant in time). The amplitude of the flow perturbation  ε  is on the order of 0.100 ± 0.002, and the triskeles pattern is centered on 91.3 ± 0.1°W, −77.1 ± 0.2°N. The fit is excellent and compatible with the shearing due to the direction of winds (east to west) at mid latitudes, opposite to the direction of Earth’s rotation from west to east.



Figure 6b shows the superimposition of a pattern of Taylor–Couette flow with mode q = 4 and the SLP trend map of Figure 3 (lower right) for the Southern Hemisphere. The amplitude of the flow perturbation  ε  is reduced to 0.05 ± 0.01, and the symmetry 4 is centered on 88.1 ± 0.2°W, −7.5 ± 0.1°N.



The Hadley, Ferrell or polar type cells change with the season. This is why the zonal structure of the atmosphere is shown in seasonal (monthly, bi-monthly) maps that can be averaged over several years. These oscillations cannot be analyzed through spatial decomposition methods such as EOF or spherical harmonics. On the other hand, iSSA is a scalar time analysis and can extract from the data temporal features. We have shown that atmospheric surface pressures display simple geometric/geographic features that are stable both in space and time. The oscillatory components belong to the harmonic families of the Schwabe (33, 22, 11, 5.5, 3.3 and 1.6 yr) and annual (1, 1/2, 1/3, 1/4 and 1/5 yr) cycles, plus the dominant 90 yr Gleissberg cycle.



Finally, one can only be struck by the kinship between the axial cylinders that form the main components of the sea-level pressure structure (with the quasi-symmetry of the outline of these cylinders, despite the failure of perfect symmetry, with three cylinders in the Northern Hemisphere and closer to four in the Southern Hemisphere). These are geometrically reminiscent of the axial cylinders found by Gubbins et al. [87] and Gubbins et al. [88] in their analyses of flow in the Earth’s molten outer core that generates the geomagnetic field. The physics in both cases appears quite distinct, but the analogy may indicate a path to finding the mechanism that generates these features.




6. Conclusions


On this note, we have analyzed the time evolution of mean sea-level pressure SLP since 1850, using the iSSA method of spectral analysis. The method decomposes the original time series into a set of time-dependent components and a trend. The quasi-periodic components are in the decreasing order of periods, cycles of approximately 130, 90, 50, 22, 15, 4, 1.8, 1, 0.5, 0.33 and 0.25 years (see [74] for the harmonic series of 1 year). These are recognized as the Jose, Gleissberg, Hale and Schwabe “long” (decadal and multidecadal) cycles (with some harmonics of the well-known Schwabe “solar” cycle (the Schwabe quasi-cycle is traditionally thought to be 11 yr long but actually spans the 9 to 14 yr range) and the “short” annual cycle and its first three harmonics. These periods are encountered in many solar and terrestrial phenomena and are now attributed to commensurable periods of the Jovian planets [28,29].



As far as the general trends of sea-level pressure extracted with iSSA are concerned, they have fluctuated by less than 0.1% in 170 years (or 6 × 10−3 hP/yr) studied. The mid latitudes of each hemisphere of the Earth’s surface harbor a set of positive features (on the order of 20 hP), except for one (over Central Asia and Tibet) lying over the main ocean basins (Figure 3, top). This is in full agreement with Schneider et al. [8], who see the oceans as the main engine driving the general circulation of the atmosphere. In stereographic polar projection, the Northern Hemisphere displays a set of three positive features, forming an almost perfect equilateral triangle or triskeles (Figure 3, lower left). The Southern Hemisphere also features a set of three main positive features, but these are arranged as an isosceles triangle, with a possible fourth (but much fainter) feature (Figure 3, lower right). A preliminary analysis suggests that the atmosphere in the two hemispheres could be the site of Taylor–Couette (sheared) differential flow of mode 3 (N hemisphere) or mode 4 (S hemisphere). The mode is imposed by the geometry of the oceanic vs. continental nature of the Earth’s surface. The remarkable regularity and three-order symmetryof the Northern Hemisphere triskeles occur despite the lack of cylindrical symmetry of the northern continents. The stronger intensity and larger size of features in the Southern Hemisphere are due to the presence of the annular flow of cold air over the Southern Ocean and the obstacles due to the southern parts or tips of South America, Southern Africa and Australia.



Singular spectrum analysis is a scalar analysis as a function of time, which is useful in detecting time-varying patterns and features. Spatial components that SSA extracts are not artifacts, contrary to what could happen when using spherical harmonics or EOF. A component is present only if there is spatial coherency in the observational data. In the case of sea-level pressure, we find stable (nonoscillatory) components/structures/features (as we have called them). The stability of pressure trends over the 170 years of the analysis implies that the idea of eddies maintaining the cells and forcing their oscillations is no more warranted. Taylor–Couette flow between rotating cylinders provides a good fit to the observations. The geometrical analogy with the cylinders generating the geodynamo may be a promising path to solving the dynamics of the large-scale circulation in the Earth’s atmosphere.
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Figure 1. Mean pressure at sea level from 1850 to 2020 (SLP) (Hammer–Aitoff projection). 
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Figure 2. Time average of the spatial pressure gradients from 1850 to 2020 (i.e., winds up to a constant) at sea level (Hammer–Aitoff projection). 
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Figure 3. Mean of trends of pressure at sea level from 1850 to 2020 (SLP), determined using singular spectrum analysis (SSA) (top: Hammer–Aitoff projection; lower left: stereographic projection of the NH; lower right: stereographic projection of the SH). 
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Figure 4. Evolution of the SSA trend of SLP as a function of time (170 yr since 1850) and latitude, illustrating the stability of the zonal pressure structure in time. 
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Figure 5. Solutions of system of Equations (14a) and (14b), for integer mode values q = 1 to 4 (see text). 
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Figure 6. Superimposition of the Taylor–Couette patterns for both North and South Hemispheres. (a) Superimposition of the triskeles’ Taylor–Couette pattern of flow for mode q = 3 and observed mean pattern of sea-level pressure in the North Hemisphere from 1850 to 2020. (b) Superimposition of the Taylor–Couette pattern of flow for mode q = 4 and observed mean pattern of sea-level pressure in the South Hemisphere from 1850 to 2020. 
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