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Abstract

:

In this paper, we explore the computational capabilities of advanced modeling tools to reveal the factors that shape the observed benzene levels and behavior under different environmental conditions. The research was based on two-year hourly data concentrations of inorganic gaseous pollutants, particulate matter, benzene, toluene, m, p-xylenes, total nonmethane hydrocarbons, and meteorological parameters obtained from the Global Data Assimilation System. In order to determine the model that will be capable of achieving a superior level of performance, eight metaheuristics algorithms were tested for eXtreme Gradient Boosting optimization, while the relative SHapley Additive exPlanations values were used to estimate the relative importance of each pollutant level and meteorological parameter for the prediction of benzene concentrations. According to the results, benzene levels are mostly shaped by toluene and the finest aerosol fraction concentrations, in the environment governed by temperature, volumetric soil moisture content, and momentum flux direction, as well as by levels of total nonmethane hydrocarbons and total nitrogen oxide. The types of conditions which provided the environment for the impact of toluene, the finest aerosol, and temperature on benzene dynamics are distinguished and described.
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1. Introduction


The existing scientific evidence clearly shows that there are no air pollutant concentration limits below which the adverse health effects are excluded [1]. The current estimations warn that exposure to air pollution causes 7 million premature deaths each year globally and contributes to the early onset and exacerbations of noncommunicable diseases, including asthma and other respiratory disorders, coronary and neurodegenerative diseases, and diabetes [2]. The relevant authorities including United Nations (UN) and World Health Organization (WHO) consider air quality control and research imperative to public health and environmental sustainability. As a result, air quality is monitored in more than 6000 cities in 117 countries worldwide compared to 1100 cities in 91 countries a decade ago [3].



In addition to commonly monitored suspended particulate matter (PM) and inorganic gaseous pollutants, a group of volatile organic compounds (VOCs), represented by BTEX (benzene, toluene, ethylbenzene, and xylene) has been the focus of scientific and public interest, due to a large body of literature addressing the benzene carcinogenicity, as well as relationships of its homolog compounds with the respiratory, hematologic, reproductive, and nervous system disorders (e.g., [4,5] and references therein). Seasonal variations in BTEX concentrations have been reported worldwide, with the highest levels registered during the cold season due to the lower atmospheric boundary layer and intensified fossil fuel combustion for heating purposes. On a daily basis, both natural and anthropogenic factors result in pronounced diurnal BTEX concentration dynamics, with peaks occurring in the morning and evening, and the lower values being registered in the meantime [6].



In addition to their detrimental effects on human health, benzene and its homologs are highly reactive compounds and the key precursors for the generation of secondary organic aerosol (SOA) and tropospheric ozone in the atmosphere. Photochemical reactions in which BTEX are involved depend on the sunlight, and the presence of oxidative species such as nitrogen oxides and many short-lived radicals, e.g., OH, alkyl peroxide, and hydrogen peroxide radicals [7,8]. In photochemical reactions, VOCs act as fuel, while NO   x   has a role of a catalyst. At low VOC/NO   x   ratios, which is often recognized as a VOC-limited regime and observed in urban polluted areas, maximum ozone concentrations that result from initial pollutant mixtures are defined by VOC levels, whereas, at high VOC/NO   x   ratios, the O   3   production rate is limited by the supply of NO   x   [9]. In the presence of suspended particles (PM), the photochemical oxidation and subsequent condensation of VOCs lead to the production of SOA. Among volatile organics, alkenes and aromatics including BTEX appeared to possess the highest O   3   formation potential of 59.6%, and 65.3%, respectively, while aromatics also largely contribute to the SOA formation (95%), as reported by Li et al. [10]. Similarly, Zhan et al. [11] concluded that out of 51 VOCs, benzene homologs, toluene and xylenes, were the main species responsible for SOA formation, as well as that alkenes and aromatics dominantly facilitated the production of ground-level O   3   (56.8% and 30.3%, respectively).



The nonlinear nature of BTEX behavior and the seasonal dynamics of their particle–gas partitioning require a multidisciplinary scientific approach and advanced computational capabilities of modeling tools and methods [12] which enable us to research relationships in the environment, enhance our current knowledge and provide the basis for future sustainability. Galán-Madruga and García-Cambero [13] performed multiple linear regression analysis to predict benzene concentration based on the independent atmospheric pollutants and meteorological factors, while Jephcote and Mah [14] used Bayesian multilevel models to provide analysis of benzene exposures from the petrochemical industry, connecting industrial emissions to pollution episodes and disparities in regional mortality rates. Generally, the researchers have combined a variety of methods such as eXtreme Gradient Boosting (XGBoost), Generalized AutoRegressive Conditional Heteroskedasticity (GARCH), neural networks, or light gradient boosting machine (LightGBM) algorithm to predict VOCs, PM, and PAHs concentrations, or haze hazards (e.g., [15,16,17,18,19,20]).



Machine learning methods, capable of interrelating pollutant evolution with the environmental conditions in which it occurs, require adaptations for each individual problem (dataset), which is considered to be a nondeterministic polynomial-hard (NP-hard) challenge by nature. It is extremely time-consuming if this task is done manually. Additionally, NP-hard challenges are not possible to be solved by applying traditional deterministic approaches, as it would require an impractical amount of time and resources. On the other hand, stochastic algorithms, where swarm intelligence metaheuristics algorithms belong, can be used to determine satisfactory solutions within a reasonable time. Thus, some papers have addressed the application of metaheuristic methods for the optimization and training of artificial intelligence techniques or statistical regression models, with the aim to improve their performance and reveal novel information on air quality and its impact on human health [21,22,23].



This paper proposes an XGBoost model tuned by the metaheuristics algorithms for this particular problem, as the survey of the available literature shows that it hasn’t been done before. Eight well-known metaheuristics algorithms were employed to tune the XGBoost hyperparameters with the goal to determine the model that will be capable of achieving a superior level of performance on the observed dataset. Moreover, building on our previous experience in modeling environmental phenomena and machine learning method hyperparameter optimization [15,16,17,24,25,26,27,28], this study aimed to explore the potential of coupling the advanced methodologies to capture and characterize defining factors and processes that shape benzene’s fate in an urban environment. By conducting simulations for the purpose of this research, some of the most promising metaheuristics for tackling combined integer and continuous NP-hard challenges, such as XGBoost tuning, were employed in contextualizing the air pollutant concentrations and meteorological data, and the results of the best-generated model were interpreted using SHapley Additive exPlanations (SHAP). Taking into account that there is a research gap in AI applications for environmental sciences, the proposed research represents a significant contribution to this scientific domain, especially because two families of AI methods, machine learning and metaheuristics, were coupled together to generate a model that can be used to reveal causal relationships between air pollutants and factors governing their behavior, as well as to emphasize what novel conclusions on the environmental phenomena can be drawn by a multidisciplinary approach.




2. Background and Preliminaries


2.1. The XGBoost Algorithm


The XGBoost model utilizes the adaptive training technique to tune the objective function. Accordingly, every step of the tuning procedure is depending on the previous step with respect to the result. The objective function of the XGBoost approach can be mathematically articulated as follows:


      F o   i  =  ∑  k = 1  n  l   y k  ,     y ^  k    i − 1   +  f i    x k    + R  (  f i  )  + C ,   



(1)




where the loss of the tth round is denoted as l, constant term C, and the regularization parameter R of XGBoost, that can be obtained by:


   R  (  f i  )  = γ  T i  +  λ 2   ∑  j = 1  T   w j 2    



(2)







In general, the complexity of the XGBoost tree structure is correlated to the values of  γ  and  λ  tuning parameters. The increase of the parameters will result in a more simple tree structure of the model. The first and the second derivatives of the XGBoost, named g and h, are calculated in the following way:


    g j  =  ∂    y ^   k  i − 1    l   y j  ,    y ^   k  i − 1      



(3)






    h j  =  ∂     y ^   k  i − 1    2  l   y j  ,    y ^   k  i − 1      



(4)







Finally, the solution is determined by applying the following two equations:


    w j ∗  = −   ∑  g t    ∑   h t  + λ      



(5)






     F o   ∗  = −  1 2   ∑  j = 1  T     ∑ g  2   ∑  h + λ    + γ T ,  



(6)




where the loss function value is denoted by     F o   ∗  , while the solution’s weight values are represented by   w j ∗  .




2.2. Metaheuristic Optimization


Metaheuristics belong to the group of stochastic algorithms, that are commonly used to address NP-hard challenges. These problems are not possible to be solved with traditional deterministic methods, due to their complexity and an impractical amount of required resources. Metaheuristics algorithms are grouped into several distinctive families, still, many authors use different classifications. The mostly adopted taxonomy classifies the metaheuristics based on the natural phenomenon that inspired the search procedure of the given algorithm [29,30,31]. According to this taxonomy, metaheuristics algorithms are classified into nature-inspired algorithms (with two distinctive subgroups, swarm intelligence and genetic algorithms), approaches inspirited by physical phenomena (for example, gravitational or electromagnetic force, waves, etc.), approaches based on human behavior (brainstorming, social networks, teaching, etc.) and mathematics-based approaches (derived from the properties of the sine, cosine, and arithmetical operators).



The swarm intelligence family is based on the animal behavior, typically exhibited by the large groups of individual beings (swarms) that tend to show very coordinated and complex actions while hunting, foraging, migrating and mating [32,33]. The methods belonging to this particular family have established themselves as very efficient optimizers that have been employed recently in a wide spectrum of practical NP-hard challenges. The most notable swarm intelligence algorithms are ant colony optimization (ACO) [34], (PSO) [35], artificial bee colony (ABC) [36], bat algorithm (BA) [37,38], and firefly algorithm (FA) [39], among many others.



The algorithms inspired by fundamental mathematical functions have recently gained popularity. The most important exemplars include the sine–cosine algorithm (SCA) [40] and the arithmetic optimization algorithm (AOA) [41]. The former mimics the mathematical fluctuation of the sine and cosine functions, and the latter relies on basic mathematical operations. Another recent metaheuristic that belongs to this family is the golden sine algorithm (Gold-SA) [42].



The biggest challenge in the application of population-based metaheuristics is summed in the no free lunch (NFL) theorem [43], stating that the universal algorithm that is capable to obtain the best results for all optimization tasks is not existing. In other words, one algorithm can be superior for one particular optimization problem, but completely fail when applied to other problems. Therefore, there is a large diversity in the metaheuristics and their implementations, and the appropriate algorithm must be tailored for every use case.



Some of the most successful contemporary applications of the population-based methods include COVID-19 case number prediction [44,45], cloud computing [46,47,48], cloud-edge computing [49], wireless sensor network tuning [50,51,52,53], feature selection task [54,55], classification of MRI scans and medical applications in general [56,57], global optimization problems [58], credit card frauds [59,60], pollution estimation [61], network security [62,63], as well as general tuning of the machine learning models [64,65,66,67].



The XGBoost model employed in this research has also been subjected to tuning by metaheuristics approaches. The paper [68] tests the classification capabilities of several metaheuristics methods alongside XGBoost, [69] utilizes PSO to address the network intrusion problem, and [70] employs the XGBoost and genetic algorithm (GA) for stock prices forecasting. Moreover, the XGBoost model optimized by metaheuristics has been extensively used as a part of intrusion detection and network security solutions [71,72,73,74].




2.3. Shapley Additive Explanations


The explainability of machine learning model behavior is crucial for understanding the process being modeled. The inability to explain the predictions derived from accurate but complex models posed a severe limitation in understanding the governing factors that shape predictions until recently.



To explain the obtained best-performing model, we applied the advanced explainable artificial intelligence method SHAP. SHAP avoids the trade-off between accuracy and interpretability and provides a straightforward and meaningful interpretation of the machine learning model-derived decisions. The method is based on Shapley values, calculated as a feature importance measure by a game theory approach that provides an impact of features on individual predictions [75]. In brief, Shapley values represent fairly distributed payouts among the cooperating players (features) depending on their contribution to the joint payout (prediction). They apportion the difference between the prediction and the average prediction among the features [76]. Thus, SHAP assigns each feature importance as a measure of its contribution to a particular prediction and interprets the impact compared to a model’s prediction if that feature took some baseline value. This way, the method provides valuable insights into a model’s behavior and (1) overcomes the main drawback of inconsistency, (2) minimizes the possibility of underestimating the importance of a feature with a specific attribution value, and (3) captures feature interaction effects based on a generalization of Shapley values and interpreting the model’s global behavior while retaining local faithfulness [24,77].



We use the relative SHAP values introduced by Stojic et al. [17] to gain insight into relative relationships among feature attributions for each prediction. Relative SHAP values show the relative influence of a feature on the prediction. They are defined as a share of absolute SHAP in total attributed importance of all features for the particular prediction.



This study used Python SHAP implementation (SHAP Python package) and TreeExplainer [77] to obtain SHAP values that we used to produce SHAP dependency plots representing the change of feature importance over its value range.





3. Materials and Methods


3.1. Data


For this study, the concentrations of inorganic gaseous pollutants (NO, NO   2  , NO   x  , O   3  ), particulate matter (PM   1  , PM    2.5   , and PM   10  ), and benzene, toluene, m, p-xylene, and total nonmethane hydrocarbons (TNMHC) were obtained from the station of regulatory air quality monitoring Vatrogasni Dom in Pančevo (Serbia). A two-year database (2019–2020) of air pollutants (11,368 hourly concentrations) was complemented by meteorological parameters obtained from the Global Data Assimilation System (GDAS1).



Hourly concentrations of organic (benzene, toluene, and m, p-xylene) and inorganic gaseous pollutants (NO, NO   2  , NO   x  , and O   3  ) were obtained using referent sampling devices, according to the European standards EN 14662-3, EN 14211, and EN 14625. GRIMM EDM 180 was used to determine hourly concentrations of particulate matter conferring the standards EN 12341 and EN 14907. Gas chromatograph Syntech Spectras GC955, which separates methane from other hydrocarbons and measures the concentration of methane and other total nonmethane hydrocarbons in the air, was used for measuring concentrations of TNMHC.




3.2. Study Area


Pančevo is a city of over 100,000 inhabitants located on the left bank of the Danube, 20 km east and northeast of Belgrade, the largest Serbian metropolitan area. The sampling site (44°51′31″ N, 20°38′56″ E), characterized as an urban background station, is situated about 500 m south of the city center, surrounded by the residential areas from E and NE sides, and small-scale industry referring scrap metal sorting and storage center, and factory for the flour production in the nearest vicinity. The E70 European corridor, with public transport and intensive vehicle flow, passes by approximately 200 m in the S-SW direction from the sampling site. The confluence of two navigable rivers, Tamiš and Danube, is located at a distance of approximately 500 m in the SW direction. Two kilometers SE stands one of the largest industrial complexes in this part of Serbia. It includes three main factories for producing artificial fertilizers (HTP Azotara), manufacturing chemical products (HTP Petrohemija), and the largest center for oil processing in Serbia (Pančevo Oil Refinery), and a few smaller chemical industrial plants.




3.3. Metaheuristics


This section describes the eight metaheuristics algorithms that were utilized to tune the XGBoost model for the purpose of this research. The chosen algorithms are well-known optimizers, that have been employed to solve various NP-hard challenges in the past, with a great deal of success. All algorithms were used in their original versions, with the control parameters’ values recommended in their respective publications.



3.3.1. Genetic Algorithm


Genetic algorithm (GA) is an evolutionary algorithm inspired by natural selection. The processes of selection, inheritance, crossover, and mutation at the level of cells are simulated. The creator of genetic algorithms to solve various optimization problems was Goldberg [78,79]. The author of the GA is Mirjalili [80].



Initial population individuals have a set of properties which represent chromosomes that are alterable and mutative. Similar to the biological evolution process, GA is modifying the population of individuals over the iterations. In every round of execution, GA takes the best solutions from the population, to produce offspring. As the iterations pass, over several generations, the population as a whole is evolving in the direction of the optimum.



Based on the individual’s fitness, the parents are selected for the creation of the individual in the next generation. Additionally, they can be crossed over by selecting two individuals and exploiting their advantages to create a better one. Finally, the process of mutation can be applied to a single individual to alter its previous properties for better fitness in the next generation. The interested reader can refer to the [80] for more details.




3.3.2. Particle Swarm Optimization


Kennedy and Eberhart developed a heuristic optimization method called Particle Swarm Optimization (PSO) in 1995 [35]. Birds and fish flocking are the main inspirations of the algorithm. The particles, which are considered individuals in the population act as search agents. Their goal is to provide satisfactory solutions for discrete and continuous optimization problems.



The collective experience is shared in search of the best solution, which consists of the individual best experience and those of neighboring solutions. After the evaluation of the gathered experiences, the next move is decided. Initially, random velocities are given to each particle in the generated population, which are represented as initial positions. The particles move over iterations and the best position of each one is stored.



The velocity with which the particle moves is a sum of three components’ weights: the old velocity, the velocity that leads in direction of the best solution so far, and the velocity toward the best solution obtained by neighboring particles.


        v i  →  ←   v i  →  +  U →   ( 0 ,  ϕ 1  )  ⨂  (   p i  →  −   x i  →  )  +  U →   ( 0 ,  ϕ 2  )  ⨂  (   p g  →  −   x i  →  )          x i  →  ←   x i  →  +   v i  →       



(7)




where the    U →   ( 0 ,  ϕ 1  )    shows a vector consisting of uniformly distributed random numbers in the range of 0 to   ϕ i  , randomly generated during each iteration for each particle. The ⨂ represents the componentwise multiplication. Each component of   v i   is inside the range of   [ −  V m  a x , +  V m  a x ]  . More details about this algorithm are available in [35].




3.3.3. Artificial Bee Colony


The artificial bee colony (ABC) metaheuristics were developed by Karaboga with the goal to target continuous optimization problems, based on the honey-collecting behavior of the bees [36]. The original ABC implementation puts into use three control parameters, and models three types of bees: workers, onlookers, and scouts, where 50 % of the colony is allocated as worker bees.



This approach models the food sources as the possible solutions of the problem, and each individual food source is allocated with exactly one worker bee. Workers execute the search procedure by investigating the area in the proximity of the solution (food source). The onlookers pick the food source to be exploited with respect to the data collected by workers. Lastly, if the food source is not improved after a defined number of iterations, scout bees will replace it with a novel, arbitrary food source. This procedure is controlled by the   l i m i t   parameter, as described in [81].



As stated above, the worker investigates the neighborhood, and if it comes upon a food source, it will evaluate its fitness value. The process of discovering the novel solution in the neighborhood is modeled by ABC search equation given by Equation (8):


   v  i , j   =       x  i , j   + ϕ ∗  (  x  i , j   −  x  k , j   )  ,  R j  < M R        x  i , j   , o t h e r w i s e       



(8)




where   x  i , j    denotes the jth component of the previous solution i,   x  k , j    denotes jth component of a discovered solution k,  ϕ  denotes an arbitrary value in range   [ 0 , 1 ]  , while   M R   denotes a control parameter that controls the modification rate. In case that the fitness of the novel solution is better than the old solution, the worker continues the exploitation of the novel food source. Worker bees share gathered data with onlookers, who will choose a food source i with a probability that is proportional to the solution’s fitness:


   p i  =   f i t n e s  s i     ∑  i = 1  N  f i t n e s  s i     



(9)







For more details about the entire algorithm please refer to the original publication [36].




3.3.4. Firefly Algorithm


The firefly metaheuristics was proposed in 2009 by Yang [82]. The algorithm was based on the flashing behavior exhibited by fireflies. The algorithm utilizes the brightness and attractiveness of these insects, where the brightness is calculated by the value of the objective function, while the attractiveness property is depending on the brightness. When the distance between two fireflies is reduced, the attractiveness is increasing, and vice versa.



The FA search equation defined for an arbitrary solution i, that traverses to the new position   x i   in iteration   t + 1  , toward the solution j that is more attractive (brighter), is provided by Equation (10):


   x  i   t + 1   =  x  i  t  +  β 0  ·  e  − γ  r  i , j  2     (  x  j  t  −  x  i  t  )  +  α t   ( κ − 0.5 )   



(10)




where  α  denotes the randomization parameter,  κ  is an arbitrary value from the Gaussian or uniform distribution, and   r  i , j    marks the distance between solutions i and j. Common values for   β 0   and  α  parameters are determined as 1 and   [ 0 , 1 ]  , respectively, and are suitable for most of the optimization problems. For more details about the entire algorithm please refer to the original publication [82].




3.3.5. Bat Algorithm


Bat algorithm (BA) was proposed in 2010 by Yang [37], and it is inspired by the hunting behavior and echolocation utilized by bats to catch prey or avoid trees and similar obstacles. Bats use sound wave reflection to estimate the distance to nearby objects and to form their images.



Bats execute the search phase by utilizing the Equation (11):


   x  i  t  =  x  i   t − 1   +  v  i  t  ,  



(11)




that is used to define the solution’s current position where the locations of the solution   x i   in two consecutive rounds of execution are given by   x  i   t − 1    and   x  i  t  , respectively. The speed of the solution   x i   is determined by   v  i  t  , calculated with Equation (12):


   v  i  t  =  v  i   t − 1   +  (  x  i   t − 1   −  x ∗  )   f i  ,  



(12)




where   x ∗   represents the latest global best location, and   f i   specifies the frequency utilized by ith bat in the population. During the exploitation phase, the algorithm utilizes a random walk procedure to update the position of the current fittest bat. When the prey is located, the bats update their loudness by changing the pulse-emitting rate.



The exploitation relies on the random walk that updates the current best solution, described with the Equation (13):


   x  n e w   =  x  o l d   + ϵ  A t  ,  



(13)




where the mean loudness of all solutions is given by   A t  , while the  ϵ  is a scaling factor given as an arbitrary number in the range   [ 0 , 1 ]  .



Finally, when the prey is located, the loudness of bats is updated by utilizing the Equation (14):


   A  i  t  = α  A  i   t − 1   ,   r  i  t  =  r  i  0   [ 1 − e x p  ( − γ t )  ]   



(14)






   A  i  t  → 0 ,   r  i  t  →  r  i  0  ,   while   t → ∞  



(15)




where   A i t   describes the loudness of ith bat in round t, and r represents the pulse emission rate. The parameters  α  and  γ  are constants. Additional information about this process is available in [37].




3.3.6. Whale Optimization Algorithm


The whale optimization algorithm was introduced by Mirjalili et al. in 2016 [83], and the algorithm mimics the unique hunting tactic of humpback whales, known as the bubble net method. While executing this maneuver, whales cooperatively dive under the flock of fish, and move upward in spirals while simultaneously blowing bubbles that trap the prey and force it to also swim toward the surface, where it can easily be caught by hunters.



The algorithm implements this bubble net strategy in the exploitation phase, while the exploration is implemented as the pseudorandom search for the fish. As the WOA is a population-based method, the latest best-candidate solution describes the prey, while the remaining solutions represent the whales.



The exploitation bubble net approach assumes that whales circle around the target by moving in the spirals and simultaneously decrease the circle radius, and it can be modeled by switching with equal probability p (determined in each iteration by a random value from 0 to 1), between two options described by the Equation (16):


   X →   ( t + 1 )  =        X →  ∗   ( t )  −  A →  ·  D →    , if   p < 0.5         D ′  →  ·  e  b l   · cos  ( 2 π l )  +   X →  ∗   ( t )    , if   p ≥ 0.5       .  



(16)




where    D ′  →   denotes the distance between the ith solution and the global best, obtainable by     D ′  →  =  |   X →  ∗   ( t )  −  X →   ( t )  |   , and b is a fixed value used to control the dimensions of the logarithmic spiral. Finally, parameter l denotes the arbitrary value within   ( − 1 , 1 )  .



While executing the exploration, each individual whale updates its location with respect to the location of a random solution rather than to the global best. Vector   A →   is employed in a way that if the produced arbitrary values are greater or equal to 1 (  | A | ≥ 1  ), the new location of the whale is directed to the random solution, thus the global search is performed. This is modeled by the Equation (17), as proposed in [83]:


   X →   ( t + 1 )  =   X →   r n d    ( t )  −  A →  ·  D →  ,  



(17)




where   D →  , representing the distance from the ith solution to the arbitrary solution   r n d   in iteration t, is obtained as    D →  =  |  C →  ·   X →   r n d    ( t )  −  X →   ( t )  |   . More details about the WOA are available in the original publication [83].




3.3.7. Harris’ Hawks Optimization


The Harris’ Hawks optimization metaheuristics was inspired by a variety of hunting techniques employed by these hawks to attack and capture the prey in nature. It is one of the most recent algorithms, being introduced by Heidari et al. in 2019 [84].



During the exploration stage, the algorithm tries to discover the solution nearest to the global optimum. The solutions are arbitrarily produced on several positions, and they move closer to the prey in each step, imitating the hawks perching behavior. The algorithm makes use of two methods having the same probability, decided by the parameter q as proposed in [84]:


  X  ( t + 1 )  =       X  r a n d    ( t )  −  r 1   |  X  r a n d    ( t )  − 2  r 2  X  ( t )  |  , q ≥ 0        (  X  b e s t    ( t )  −  X m   ( t )  )  −  r 3   ( L B +  r 4   ( U B − L B )  )  , q < 0.5 ,       



(18)




where q, as well as   r 1  ,   r 2  ,   r 3   and   r 4  , denote arbitrary values within the range   [ 0 , 1 ]  , that are being updated in each round,   X ( t + 1 )   denotes the solutions’ location in next round, while    X  b e s t    ( t )   ,   X ( t )   and    X m   ( t )    represent the best, current and average solutions’ locations in the current round t. Lastly,   L B   and   U B   denote the lower and upper boundaries of the search domain. The average position of the solutions    X m   ( t )    is determined by:


   X m   ( t )  =  1 N   ∑  i = 1  N   X i   ( t )  ,  



(19)




where N is the total count of individuals and    X i   ( t )    denotes the location of solution X in round t.



HHO can transit from exploitation to exploration and vice versa multiple times, with respect to the solution’s strength (representing the prey escaping energy). The strength of the solution is updated in every round in the following way:


  E = 2  E 0   ( 1 −  t T  )  ,  



(20)




where T denotes the maximal number of iterations and   E 0   is the starting prey’s energy, changing arbitrarily inside the   [ − 1 , 1 ]   range.



In the exploitation stage, the hawks start attacking the prey, who is trying to flee. The hawks therefore must employ various strategies to overtire the prey for an easy catch. They are moving closer to the target, and mix between soft and hard besiege, based on the target’s remaining energy as follows. If   | E | ≥ 0.5  , hawks employ the soft besiege approach, else if   | E | < 0.5  , hard besiege is used.



In the situation where   r ≥ 0.5   and   | E | ≥ 0.5  , the prey is still not tired, and the hawks will surround it in a soft manner to exhaust it, as described in the following equations:


   X  ( t + 1 )  = Δ X  ( t )  − E | J   X  b e s t     ( t )  − X  ( t )  |   



(21)






  Δ X  ( t )  =  X  b e s t    ( t )  − X  ( t )  ,  



(22)




where   Δ X ( t )   represents a vector difference from the best solution (representing the hawks’ prey) and solution position in round t. Variable J is modified randomly in every iteration to mimic the prey’s escaping technique:


  J = 2 ( 1 −  r 5  ) ,  



(23)




where   r 5   represents an arbitrary produced value in range   [ 0 , 1 ] )  . If   r ≥ 0.5   and   | E | < 0.5  , the prey is fatigued and hawks move to a hard attack strategy, where the current locations are being updated by:


  X  ( t + 1 )  =  X  b e s t    ( t )  − E  | Δ X  ( t )  |   



(24)







If the pray yet has a certain amount of energy remaining, the hawks will use zigzag patterns before the attack, modeled by the next equation:


  Y =  X  b e s t    ( t )  − E  | J  X  b e s t    ( t )  − X  ( t )  |  ,  



(25)




followed by hawks’ dives in leapfrog patterns defined in the following way:


  Z = Y + S × L F ( D ) ,  



(26)




where D represent the dimensionality of the problem and S denotes a random vector of   1 × D   size, and   L F   represent the levy flight function, determined by:


  L F  ( x )  = 0.01 ×   u × σ    | v |   1 β    , σ =   (   Γ  ( 1 + β )  × s i n  (   π β  2  )    Γ  (   1 + β  2  )  × β ×  2  (   β − 1  2  )     )   1 β    



(27)







Therefore, the overall strategy to update the locations of the solutions can be obtained as follows:


  X  ( t + 1 )  =      Y ,  if  F ( Y ) < F ( X ( t ) )       Z ,  if  F ( Z ) < F ( X ( t ) ) ,       



(28)




where Y and Z are obtained by employing the Equations (25) and (26).



Lastly, if   r ≤ 0.5   and   | E | < 0.5   (denoted as hard besiege with progressive rapid dives strategy), the prey is entirely exhausted, and hawks start with a hard attack prior to the final catch of the prey. The hawks start decreasing their mean distance to the target, modeled by:


  X  ( t + 1 )  =      Y ,  if  F ( Y ) < F ( X ( t ) )       Z ,  if  F ( Z ) < F ( X ( t ) ) ,       



(29)




where, opposite to Equation (28), Y and Z are calculated as follows:


  Y =  X  b e s t    ( t )  − E  | J  X  b e s t    ( t )  − X  ( t )  |   



(30)






  Z = Y + S × L F ( D )  



(31)








3.3.8. Sine Cosine Algorithm


The sine cosine algorithm (SCA) was introduced by Mirjalili in 2016 [40], and it draws inspiration from the mathematical behavior of the fundamental trigonometric functions. The locations of the solutions are being updated according to the sine and cosine functions’ fluctuations, oscillating in the proximity of the best individual. Similar to other population-based methods, the algorithm begins by producing a collection of arbitrary candidate solutions inside the limits of the search phase. The exploration and exploitation processes are steered during the run by four random modifiable variables. The SCA search equations are defined by Equation (32):


   X i  t + 1   =       X i  t + 1   =  X i t  +  r 1  · s i n  (  r 2  )  ·  |  r 3  ·  P i  ∗ t   −  X i t  |  ,   r 4  < 0.5        X i  t + 1   =  X i t  +  r 1  · c o s  (  r 2  )  ·  |  r 3  ·  P i  ∗ t   −  X i t  |  ,   r 4  ≥ 0.5 ,       



(32)




where   X i t   and   X i  t + 1    represent the observed solution’s location over the ith dimension at successive rounds t and   i + 1  , respectively,   r  1 − 4    are values produced in a pseudorandom manner, the   P i ∗   determines the target point’s location (the best currently available approximation of the optimal value) in the ith dimension. It should be stated that, for each part of every individual solution belonging to the population, the new pseudorandom numbers   r  1 − 4    are produced. For more details about the entire algorithm, please refer to the original publication [40].






4. Results


4.1. Metrics


The simulation outcomes of each XGBoost model were evaluated by mean squared error (MSE) calculated as Equation (33), root mean squared error (RMSE) that can be obtained by Equation (34), mean absolute error (MAE) determined by Equation (36), and the coefficient of determination (R2) given by Equation (36).


  M S E =  1 N   ∑  i = 1  N      y i  ^  −  y i   2   



(33)






  R M S E =    1 N   ∑  i = 1  N      y i  ^  −  y i   2     



(34)






  M A E =  1 N   ∑  i = 1  N     y i  ^  −  y i    



(35)






  R 2  = 1 −     ∑  i  = 1  n      y i  −   y i  ^   2     ∑  i  = 1  n      y i  −  y ¯   2    ,  



(36)




where   y i   and    y i  ^   denote the vectors of the observed values that are predicted and predicted values with size N, respectively. In this work, MSE was observed as the objective function that needs to be minimized.




4.2. Experimental Setup


The eight described metaheuristics algorithms were utilized to tune the XGBoost model for the observed dataset. The XGBoost hyperparameters that were tuned, together with their respective bounds and types are listed below:




	
learning rate ( η ), range:   [ 0.1 , 0.9 ]  , continuous parameter,



	
min_child_weight, range:   [ 0 , 10 ]  , continuous parameter,



	
subsample, range:   [ 0.01 , 1 ]  , continuous parameter,



	
collsample_bytree, range:   [ 0.01 , 1 ]  , continuous parameter,



	
max_depth, range:   [ 3 , 10 ]  , integer parameter and



	
gamma, range:   [ 0 , 0.8 ]  , continuous parameter.








The count of parameters for softprob objective function (‘num_class’:self.no_classes) was also provided as the parameter to the XGBoost model. The rest of the XGBoost parameters were fixed in the experiments to the default XGBoost values.



The proposed approach was developed in Python programming language, and the common set of machine learning libraries was employed, including scikit-learn, scipy, numpy, and pandas. The XGBoost model was obtained from the scikit-learn package.



In the proposed implementation, the standard solutions’ encoding scheme has been employed as follows. Each metaheuristics solution has been constituted as a vector of size l, where l represents the count of tuned hyperparameters. Consequently, the l for the XGBoost solutions’ was set to six.



All metaheuristics algorithms were implemented independently by the authors, and tested with 40 individuals in the population and 20 iterations per run, over the course of 15 independent runs. As stated before, MSE was set as the objective function that is required to be minimized.




4.3. Experimental Outcomes


This section presents the results obtained through conducted simulations. Table 1 and Table 2 contain the results for the objective function and detailed metrics of the best individual runs, and the best outcomes are noted in bold.



Table 1 presents detailed comparative metrics for the objective function (MSE) achieved by XGBoost models tuned by the eight observed algorithms. It can be noted that the FA algorithm obtained the best results for all performance indicators (best, worst, mean, median, standard deviation, and variance). The second-best performing algorithm in terms of the best run metric was HHO, while SCA obtained the second-best results for worst, mean, and median indicators. Additionally, baseline XGBoost with default hyperparameters was also evaluated, and it obtained r2 of 0.8762324 with 1.3572 MSE, which is significantly worse than the models’ performance generated by metaheuristics.



Table 2 shows the detailed metrics of the best individual runs of each observed algorithm. Again, it can be noted that the FA outperformed other metaheuristics for all indicators—R2, R, MSE, MAE, and RMSE. In terms of MSE, which was used as the objective function to be minimized, FA was superior with the result of 0.933440, followed by the HHO, which achieved 0.951989, ABC that scored 0.964857, and SCA that finished fourth with the result of 0.980756.



The collection of the XGBoost hyperparameters determined by the best runs of each metaheuristics are shown in Table 3. The best performing algorithm in this scenario was FA, that determined the XGBoost model with a learning rate of 0.338502, max_child_weight of 2.465529, a subsample of 0.895580, collsample_bytree of 1.000000, max_depth of 9, and gamma value of 0.562947. The second best performing method was HHO, that obtained the XGBoost model with a learning rate of 0.365808, max_child_weight of 7.374436, a subsample of 0.943227, collsample_bytree of 0.994926, max_depth of 10, and gamma value of 0.420847.



The visualization of the executed experiments is given in Figure 1, presenting the objective convergence graphs, box plots, and violin plots of all eight observed methods for both objective function and R2. Figure 2 first presents the swarm plots for both the objective function and R2, showing the diversity of the population in the last iteration of the best run of each algorithm. Additionally, join plots of both objective function and R2 with histograms for the two best algorithms are also shown in Figure 2.



While observing Figure 1 and Figure 2, it can be concluded that FA algorithm exhibits the fastest converging speed, followed by the HHO algorithm. FA also achieves the most stable results, followed by the HHO and GA, as can be noted from the box plot and swarm plot diversity diagrams.



Finally, the visualization of the best-predicted results achieved by the best-produced model by each one of the eight observed algorithms is shown in Figure 3. Again, it is possible to note that the model tuned by the FA algorithm produced the best forecasts of the observed time series.





5. Discussion


Descriptive statistics for the observed pollutant concentrations is provided in Table 4, while the obtained SHAP importance is provided in Table 5. In addition to their use for air quality forecasting [19,85], machine learning models, when supplemented by explainable and model interpretability analyses, provide insight into the significance and impact of considered prediction variables. By applying deep SHAP analysis to NO   2   LSTM forecasting, García and Aznarte [18] registered a significant influence of meteorological parameters on the modeled pollutant concentrations, which has been shown to be in compliance with the well-known natural phenomena in the investigated area. Further, Kang et al. [86] have used SHAP analysis to investigate the seasonal impacts of meteorological factors on the spatiotemporal prediction of NO   2   and O   3   levels. In this study, we have made a step forward by analyzing the air pollutant behavior in a certain type of environment affected by different meteorological conditions and the presence of other polluting species.



To demonstrate the potential of the applied methodology, we provide details on the three most important predictors that describe the evolution of benzene concentration. The interrelations with toluene and finest aerosol fraction dominantly shape benzene concentrations, while other important variables include meteorological parameters temperature (T02M and TMPS), volumetric soil moisture content (SOLM), and momentum flux direction (MOFD), as well as concentrations of total nonmethane hydrocarbons (TNMHC) and total nitrogen oxides (NO   x  ).



5.1. Toluene


Although benzene and toluene most often appear as copollutants sharing the same sources (traffic, petrochemical industry, commercial product manufacturing, etc.), their reactivity and atmospheric half-life differ. Namely, toluene contains an electron-releasing methyl group attached to a benzene ring, which makes it more reactive and results in different environmental behavior of toluene and benzene, which can be indicative when distinguishing between emission sources.



The results have shown that benzene and toluene are strongly interrelated, with toluene levels affecting an average of 35% of the benzene concentrations and the decrease of 1.4  μ g m    − 3    relative to the expected levels (Table 5). According to the findings, three types of environmental conditions that shape the benzene behavior depending on the toluene concentration range can be identified.



The first environment is characterized by toluene concentrations below 2  μ g m    − 3    (Figure 4), as well as low concentrations of all pollutants including aerosol fractions, m, p-xylenes, and NO, except ozone, with the registered values exceeding 70  μ g m    − 3   . Within these conditions, the considerable variability of all analyzed meteorological parameters and diverse weather conditions were observed, which indicates consistent emission sources. Additionally, the obtained organic/inorganic gas relations and a toluene-to-benzene ratio above 2 (Figure 4), suggests that the majority of low benzene concentrations assigned to this environment originate from evaporation processes related to petrochemical refinery sources in the southern zone of Pančevo, including equipment leaks from valves or steam power units and leakage during the transport.



The second environment refers to toluene concentrations ranging from 2 to 4.5  μ g m    − 3    with no registered impact on benzene levels and SHAP values around zero. The belonging concentrations of NO were below 30  μ g m    − 3    and above 100  μ g m    − 3   , NO   x   levels were below 100  μ g m    − 3    and above 170  μ g m    − 3   , while PM   1   and TNMHC were below 64  μ g m    − 3    and 110  μ g m    − 3   , respectively. The observed extreme concentrations of nitrogen oxides, as well as relatively high concentrations of fine particles and lacking relationship between toluene and benzene all point to the strong and intermittent emission source, which can be attributed to HIP Azotara Pančevo, one of the most important regional plant of mineral fertilizers and nitrogen compounds, and agricultural practices on the surrounding farming areas related to heavy use of fertilizers and livestock waste.



Toluene concentrations ranging from 4.5 to 15  μ g m    − 3    describe the third environment, which appears to be favorable for elevating benzene concentrations (Figure 4). Within the defined conditions, two subenvironments related to separate emission sources can be distinguished based on the benzene-to-toluene ratio.



The first subenvironment is characterized as highly affecting conditions responsible for driving the observed benzene concentrations up to 14  μ g m    − 3    above the expected value. Thereby, the role of toluene seems to be of particular significance, since its relative impact on benzene concentrations increased to 55%. The high levels of benzene were accompanied by high PM, NO   2  , and TNMHC concentrations, as well as ozone levels below 70  μ g m    − 3   . Regarding meteorological parameters, the medium- and the highly-supporting environment was related to air temperatures below 15 °C, low wind speeds (below 2 m s    − 1   ), low planetary boundary layer height of 200 m, and high air humidity above 80%, all of which can be assigned to a cold period of the year. During autumn and winter months, these unfavorable meteorological conditions contribute to high concentrations of pollutants originating from fossil fuel burning for heating purposes. Additionally, reactions with photochemically produced hydroxyl radicals, which represent the principal mechanism of vapor-phase toluene and benzene atmospheric removal, are suppressed during the cold months, which results in the prolongation of pollutants’ lifetimes from a few days in the summer season to several weeks in autumn and winter.



The second sub-environment refers to conditions with a lower impact on benzene concentrations (up to 8  μ g m    − 3   ) that govern high levels of benzene (>15  μ g m    − 3   ), m, p-xylene (>14  μ g m    − 3   ), and NO   2   (>40  μ g m    − 3   ), and above average TNMHC levels (t). Concurrently medium to high air and soil temperatures, air pressure, and humidity, as well as a toluene-to-benzene ratio in the range between 1 and 2, can be attributed to the site-specific and year-round continuous contribution of traffic (Figure 4) [87].




5.2. Particulate Matter (PM   1  )


The aerosol fraction PM   1   and benzene are interrelated in four environments, which define an average of 16.2% observed concentrations and lead to the average increase of about 0.6  μ g m    − 3    (Table 5) in benzene levels. In the first case, the benzene concentrations exhibit a decrease by 1  μ g m    − 3   , in two of the identified environments benzene levels increase by 2.5  μ g m    − 3   , while the interrelationship with PM   1   in the last case does not seem to affect its levels (Figure 5).



In the first environment, the reduction of benzene concentrations by 1  μ g m    − 3    is affected by a decrease in PM   1   concentrations to 20  μ g m    − 3    and complemented by low concentrations of atmospheric aerosols PM    2.5    and PM   10   (up to 30  μ g m    − 3   ) and high concentrations of O   3   (above 70  μ g m    − 3   ). The concentrations of toluene, TNMHC, and m, p-xylenes are observed in a wide range of values, which disables drawing conclusions on the relationship between particles and VOCs, however, the calculated toluene-to-benzene ratio above 2 suggests the dominant impact of the industrial evaporation processes in this environment [88]. The observed pollutant levels have occurred under low atmospheric pressure, and medium or higher temperatures, planetary boundary layer height, humidity and momentum flux intensity, i.e., the atmospheric conditions that enable vertical mixing, pollutant dispersion and transport. Previous research has shown that, despite the constant pollutant emissions, PM levels could fluctuate up to several times with the change in influential weather variables [89,90]. Some studies have reported elevated PM concentrations under calm weather, mild wind and low planetary boundary layer height, temperature and relative humidity, while findings associating high PM levels with high wind speed and low humidity, or increased precipitations are also available. These contrasting results can be explained by the fact that aerosol water largely impacts complex heterogeneous gas/liquid/solid partitioning of freshly emitted particles and precursor gases.



Medium concentrations of benzene registered in the second environment were independent (SHAP values are zero) of PM   1   levels ranging from 20 to 30  μ g m    − 3   , and accompanied by moderate levels of PM    2.5   , PM   10  , and m, p-xylenes, and higher concentrations of toluene and NO   2  . The prevailing conditions can be described by the average air humidity of 50%, air pressure of 1000 mbar, boundary layer height ranging from 300 to 500 m, and temperatures from 10 to 20 °C.



In the highly affecting environment, the increase of benzene concentrations by 2.5  μ g m    − 3    was driven by the PM   1   levels ranging from 30 to 92  μ g m    − 3   , under the impact of temperatures below 10 °C, planetary boundary layer heights below 400 m, and medium or higher air pressure and humidity. These meteorological conditions and the toluene-to-benzene ratio below 1 correspond to the cold part of the year when the burning of fossil fuels can be considered the major cause of low air quality.



An additional interrelation pushes benzene levels by 1.5  μ g m    − 3    with the PM   1   concentrations exceeding 60  μ g m    − 3   , in the fourth environment, defined by higher concentrations of TNMHC, m, p-xylenes, all fractions of atmospheric aerosols, NO and NO   2  , and low O   3   levels. The atmospheric conditions, which can be attributed to the cold part of the year, including low wind speed, temperature, and planetary boundary layer height (up to 2 m s    − 1   , 10 °C and 400 m, respectively), medium and high air and soil humidity, and high air pressure, created the unfavorable environment for the production of secondary pollutants, which explains the lower concentrations of O   3  , while slightly higher toluene-to-benzene ratio values equal or above 1 indicates the contribution of traffic emissions to high pollutant concentrations during autumn and winter season [91].




5.3. Temperature


Temperature is recognized as the third important parameter that shapes 15.8% of benzene levels, lowering its concentrations by about 0.5  μ g m    − 3    on average. Its impact is complex but relatively symmetrical and monotonically decreasing with increasing temperature, with a pronounced positive effect at temperatures lower than 9 °C and a negative effect at temperatures higher than 14 °C (positive/negative effect refers to an increase/decrease of benzene concentrations), Figure 6.



Within the range of lower temperatures, two environments have been identified. In the first case, the benzene concentration increase up to 1  μ g m    − 3    is followed by low to medium concentrations of toluene (2  μ g m    − 3    on average), m, p-xylenes (5  μ g m    − 3    on average), nitrogen oxides (25  μ g m    − 3    on average) and all atmospheric aerosol fractions, low concentrations of O   3  , as well as high cloudiness and intensity of momentum flux, low insolation and air pressure, and a very low planetary boundary layer height of 350 m.



In the second environment, which can be assigned to fossil fuel burning for heating purposes during the cold season, benzene levels increase almost linearly with the drop in temperature by 2.3  μ g m    − 3    on average. The increase is followed by high concentrations of aerosols, nitrogen oxides, and benzene (above 12  μ g m    − 3    for the latter), extremely low concentrations of O   3   (below 20  μ g m    − 3   ), stable atmospheric conditions, low temperature, and planetary boundary layer, but high pressure and air humidity.



As shown in Figure 6, interrelations between benzene and temperature, which ranged from 9 to 14 ºC, were apportioned in three subenvironments. In the first case, a positive impact of temperature was accompanied by an increase in benzene concentrations and lower levels of toluene (2.5  μ g m    − 3    on average), medium levels of m, p-xylenes (5  μ g m    − 3    on average) and NO   x   (38  μ g m    − 3    on average), and medium boundary layer heights. Contrary, in the second case, temperature impact reduces to a minimum while the environment is characterized by an increase in the pollutant concentrations, approximately 25%, 35%, and 52% for VOCs, NO   x  , and all particle fractions, respectively. Under these conditions, the elevation of SHTF for 680%, downward short-wave radiation flux (DSWF) for 54%, and LHTF for 26% was observed, while soil moisture (SOLM) and low cloud cover (LCLD) declined for 7% and 28%, respectively. Ambiances with higher PM concentrations and gaseous pollutants have been associated with ambivalent impacts on the surface temperature while an increase in water vapor induces a rise in the shortwave cloud radiative forcing [92]. In addition, SOA formation from precursors such as particles, NO   x   and dominantly the benzene homologs, toluene, and xylene, is enhanced in the presence of water vapor with NO   x   being the most soluble species. Prevalent temperature values in described subarea are not sufficient to render photolysis of VOCs. In the third subarea, when temperature impact is negative, the ambiance is shaped by a decrease of benzene and even higher levels of pollutants (more than 50, 40, and 80% for VOCs, NO   x  , and PM, respectively). Much of the anticipated energy balance concept in the land–atmosphere interactions rely on soil moisture as a key variable. The content of soil moisture depends on atmospheric conditions such as precipitation, radiation, and evaporation, which further alters surface turbulent and radiative heat fluxes. Some studies witnessed that low precipitation suppressed the availability of soil moisture causing a decrease in latent heating (LHTF) and an elevation of sensible heating at the surface (SHTF). These conditions, accompanied by increased temperature, affect atmospheric thermodynamics and the structure of PBL and make the atmosphere less suitable to maintain deep convection. Causality in the coupled land/surface–atmosphere system becomes more complicated in the presence of atmospheric pollutants and variations of local meteorological conditions. For example, suspended particles scatter shortwave radiation and trap longwave radiation to a different extent, which could modify surface temperature and heat fluxes [92].



In the environment with temperatures above 14 °C, benzene concentrations, lower up to 1.5  μ g m    − 3    on average, are accompanied by higher concentrations of PM   1  , NO, m, p-xylenes and TNMHC, as well as by low humidity, higher air and soil surface temperatures, and planetary boundary layer heights above 1200 m. In addition to this, the toluene-to-benzene ratio over 3, reflects the industrial activities at the regional chemical plant Azotara Pančevo, which manufactures nitrogen chemicals and mineral fertilizers, but also soil preparation, maturing, and other farm production processes in the surrounding agricultural land during the spring and summer season. Besides, meteorological conditions in the warm season are favorable for benzene removal. In the troposphere, photolysis transforms VOCs or they react with OH and   N  O 3    radicals and O   3  . Concerning the reaction rates with the OH radical, which is a dominant loss of most VOCs, lifetimes of benzene, toluene, and xylenes in the air are up to 10 days, 2 days, and 6 hours, respectively, while their presence is up to several years regarding loss by NO   3   radical and O   3  . In the presence of sunlight, the reaction between VOCs and •OH yields a peroxy (•HO   2  ) and an alkyl or substituted alkyl radical (•ROO   2  ). Such produced radicals further react with NO, converting it to NO   2  , which photolysis forms O   3  . As evident from the presented simplified chemical mechanisms, a photo equilibrium between NO, NO   2  , O   3  , and kinetic reactivity of radicals and VOCs lead to no net formation or loss of O   3  . The VOC/NO   x  , ratio impacts the production of O   3   as follows: (i) the occurrence of NO   x  , sinks (NO   x  -limited conditions) lowers the amount of formed O   3  , and (ii) during VOC-limited conditions, a net formation or loss of OH radicals leads to an intensification or reduction of overall reactivity of all presented VOCs.





6. Conclusions


The air pollutant level dynamics in space and time is extremely intense, and thus air pollution represents a phenomenon of regional and global significance and a real challenge for scientific exploration. The behavior of polluting species in the atmosphere depends on the strength and other characteristics of emission sources, as well as on the atmospheric environment, which provides the conditions for their dispersion, transformation, and removal. Building on our previous experience in modeling environmental pollutant level dynamics, we have employed, coupled, and optimized advanced artificial intelligence modeling tools to investigate and quantify the interrelations between air pollutants and meteorological parameters, and to capture the types of environmental conditions under which air pollutant behavior exhibits certain regularities and consistency. For this study, we have used two-year air quality monitoring and meteorological data to portray types of the environment that shapes the observed benzene levels in the urban area surrounded by large industrial complexes, including plants for the manufacturing of artificial fertilizers, chemical industry, and oil refinery. Among eight algorithms that have been previously confirmed as well-known optimizers by successfully solving nondeterministic polynomial-hard challenges in the past, the firefly algorithm has been shown to achieve a superior level of performance and provide the best results for all performance indicators. As shown, the interrelations between benzene, and toluene and finest aerosol fraction are the most prominent, while the factors which shape the supportive environment for these relationships to take place include meteorological parameters temperature, volumetric soil moisture content, and momentum flux direction, as well as concentrations of total nonmethane hydrocarbons and total nitrogen oxides. Toluene, temperature, and the finest aerosol fraction were recognized to affect 35%, 16.2%, and 15.8% of benzene concentrations, respectively. The first two played role in decreasing benzene levels, while the aerosol–benzene interrelation led to an increase of benzene concentrations of about 0.6  μ g m    − 3   . Since there is large space for improvements, considering the fact that the ML models have not been thoroughly tested for environmental datasets (challenges), as part of future research, it was planned to validate other ML models (baseline and tuned by metaheuristics) against the one used in this research and other environmental datasets.
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The following abbreviations are used in this manuscript:



	BTEX
	benzene, toluene, ethylbenzene, and xylene



	SHAP
	SHapley Additive exPlanations



	SOA
	secondary organic aerosols



	TNMHC
	total non-methane hydrocarbons



	VOCs
	volatile organic compounds



	XGBoost
	eXtreme Gradient Boosting








	
Meteorological paramater

	
Unit

	
Label




	
Pressure at surface

	
hPa

	
PRSS




	
Pressure reduced to mean sea level

	
hPa

	
MSLP




	
Accumulated precipitation (6 h accumulation)

	
m

	
TPP6




	
Momentum flux intensity (3- or 6-h average)

	
N m    − 2   

	
MOFI




	
Momentum flux direction (3- or 6-h average)

	
°

	
MOFD




	
Sensible heat net flux at surface (3- or 6-h average)

	
W m    − 2   

	
SHTF




	
Downward short wave radiation flux (3- or 6-h average)

	
W m    − 2   

	
DSWF




	
Relative Humidity at 2 m AGL

	
%

	
RH2M




	
Wind speed at 10 m AGL

	
m s    − 1   

	
WS




	
Wind direction at 10 m AGL

	
°

	
WD




	
Temperature at 2 m AGL

	
°C

	
TO2M




	
Total cloud cover (3- or 6-h average)

	
%

	
TCLD




	
Geopotential height

	
gpm *

	
SHGT




	
Convective available potential energy

	
J Kg    − 1   

	
CAPE




	
Convective inhibition

	
J Kg    − 1   

	
CINH




	
Standard lifted index

	
°C

	
LISD




	
Best 4-layer lifted index

	
°C

	
LIB4




	
Planetary boundary layer height

	
m

	
PBLH




	
Temperature at surface

	
°C

	
TMPS




	
Accumulated convective precipitation (6 h accumulation)

	
m

	
CPP6 **




	
Volumetric soil moisture content

	
frac.

	
SOLM




	
Categorial snow (yes = 1, no = 0) (3- or 6-h average)

	

	
CSNO




	
Categorial ice (yes = 1, no = 0) (3- or 6-h average)

	

	
CICE




	
Categorial freezing rain (yes = 1, no = 0) (3- or 6-h average)

	

	
CFZR




	
Categorial rain (yes = 1, no = 0) (3- or 6-h average)

	

	
CRAI




	
Latent heat net flux at surface (3- or 6-h average)

	
W/m   2  

	
LHTF




	
Low cloud cover (3- or 6-h average)

	
%

	
LCLD




	
Middle cloud cover (3- or 6-h average)

	
%

	
MCLD




	
High cloud cover (3- or 6-h average)

	
%

	
HCLD




	
* geopotential meters

	

	




	
** Beginning with 00 UTC 15 July 2019, CPPA (total accumulation) instead of CPP6 (6-hour accumulation)
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Figure 1. Visualisations of the conducted simulations for all algorithms in terms of convergence, box plot, and violin diagrams for both objective function and R2. 
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Figure 2. Visualisations of the conducted simulations for all algorithms in terms of swarm plot diagrams for both objective function and R2, and join plots with histograms of two best methods (FA and HHO). 
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Figure 3. Best predictions by XGBoost model tuned by each observed algorithm. 
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Figure 4. Toluene impact on benzene. 
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Figure 5. PM   1   impact on benzene. 
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Figure 6. Temperature impact on benzene. 
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Table 1. Comparative results of the objective function (MSE) of the observed metaheuristics.
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	Method
	GA
	PSO
	ABC
	FA
	BA
	WOA
	HHO
	SCA





	Best
	0.977957
	1.028479
	0.964857
	0.933440
	1.012142
	1.062729
	0.951989
	0.980756



	Worst
	1.160223
	1.138054
	1.191736
	0.981954
	1.114687
	1.149946
	1.116308
	1.034898



	Mean
	1.050802
	1.081808
	1.094197
	0.953529
	1.056144
	1.108541
	1.033249
	1.010514



	Median
	1.040954
	1.083018
	1.113793
	0.949829
	1.055508
	1.111382
	1.032899
	1.014567



	Std
	0.042178
	0.030035
	0.065893
	0.014926
	0.025749
	0.023924
	0.039545
	0.017681



	Var
	0.001779
	0.000902
	0.004342
	0.000223
	0.000663
	0.000572
	0.001564
	0.000313
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Table 2. Detailed metrics for the best individual run of the observed metaheuristics.
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	Method
	R2
	R
	MSE
	MAE
	RMSE





	GA
	0.909619
	0.953740
	0.977957
	0.526498
	0.988917



	PSO
	0.904950
	0.951289
	1.028479
	0.514747
	1.014139



	ABC
	0.910830
	0.954374
	0.964857
	0.515527
	0.982272



	FA
	0.913734
	0.955894
	0.933440
	0.506238
	0.966147



	BA
	0.906460
	0.952082
	1.012142
	0.509854
	1.006053



	WOA
	0.901785
	0.949624
	1.062729
	0.561811
	1.030887



	HHO
	0.912019
	0.954997
	0.951989
	0.514525
	0.975699



	SCA
	0.909361
	0.953604
	0.980756
	0.533190
	0.990331
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Table 3. Best solutions’ determined XGBoost hyperparameters set.






Table 3. Best solutions’ determined XGBoost hyperparameters set.





	Method
	l.r. (  μ  )
	Max_CHILD_WEIGHT
	Subsample
	Collsample_BYTREE
	Max_DEPTH
	Gamma





	GA
	0.393890
	4.403968
	0.863233
	1.000000
	10
	0.584005



	PSO
	0.342858
	3.883601
	1.000000
	1.000000
	9
	0.274638



	ABC
	0.344956
	5.671974
	0.787743
	0.969200
	10
	0.195545



	FA
	0.338502
	2.465529
	0.895580
	1.000000
	9
	0.562947



	BA
	0.313576
	3.183511
	1.000000
	1.000000
	10
	0.000000



	WOA
	0.330494
	4.867128
	0.898843
	0.956548
	7
	0.261317



	HHO
	0.365808
	7.374436
	0.943227
	0.994926
	10
	0.521701



	SCA
	0.452871
	2.288884
	0.892422
	1.000000
	9
	0.420847
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Table 4. Descriptive statistics for the observed pollutant concentrations [ μ g m    − 3   ].






Table 4. Descriptive statistics for the observed pollutant concentrations [ μ g m    − 3   ].





	Compound
	Mean
	Min
	Max
	Median
	25th Percentile
	75th Percentile





	Benzene
	2.82
	0.25
	54.70
	1.74
	0.67
	3.64



	Toluene
	3.00
	0.25
	60.60
	1.76
	1.03
	3.77



	m, p-Xylene
	5.74
	0.25
	82.80
	3.71
	1.68
	8.94



	TNMHC
	45.79
	6.26
	806.00
	33.20
	24.20
	51.50



	NO
	20.05
	0.25
	337.00
	6.75
	3.49
	12.40



	NO   2  
	16.81
	0.55
	129.00
	12.90
	8.58
	21.40



	NO   x  
	47.54
	2.28
	589.00
	24.50
	16.20
	43.70



	PM   1  
	21.66
	1.00
	283.00
	12.40
	6.79
	24.50



	PM    2.5   
	23.89
	1.00
	290.00
	14.40
	8.28
	26.73



	PM   10  
	28.89
	1.00
	318.00
	19.20
	11.60
	32.33










[image: Table] 





Table 5. Variable SHAP importance.






Table 5. Variable SHAP importance.





	Parameter
	SHAP
	Absolute SHAP
	Relative SHAP [%]





	Toluene
	−0.087
	1.453
	35.03



	PM   1  
	0.098
	0.593
	16.22



	T02M
	−0.027
	0.538
	15.82



	SOLM
	−0.021
	0.175
	4.95



	TNMHC
	−0.040
	0.114
	3.33



	MOFD
	0.002
	0.078
	2.57



	TMPS
	−0.011
	0.072
	1.98



	NO   x  
	0.036
	0.064
	1.85



	LIB4
	0.007
	0.052
	1.66



	m, p-Xylene
	−0.001
	0.051
	1.56



	NO
	−0.006
	0.051
	1.75



	WD
	−0.001
	0.041
	1.14



	PRSS
	−0.006
	0.029
	0.85



	MSLP
	−0.006
	0.029
	0.93



	RH2M
	0.004
	0.027
	0.78



	SHTF
	−0.008
	0.027
	0.75



	NO   2  
	0.008
	0.025
	0.69



	PM    2.5   
	0.007
	0.024
	0.67



	O   3  
	0.001
	0.023
	0.62



	LHTF
	−0.005
	0.021
	0.70



	CPP6
	−0.001
	0.021
	0.68



	PM   10  
	−0.003
	0.020
	0.51



	DSWF
	−0.001
	0.020
	0.62



	PBLH
	−0.006
	0.018
	0.54



	MOFI
	−0.001
	0.018
	0.49



	TCLD
	−0.004
	0.018
	0.46



	LISD
	0.004
	0.017
	0.45



	WS
	0.005
	0.016
	0.45



	CINH
	0.002
	0.013
	0.34



	LCLD
	0.000
	0.010
	0.29



	HCLD
	−0.002
	0.010
	0.30



	MCLD
	0.000
	0.009
	0.30



	TPP6
	−0.002
	0.008
	0.25



	SHGT
	0.000
	0.005
	0.16



	CAPE
	0.001
	0.005
	0.18



	CRAI
	−0.001
	0.004
	0.12



	CSNO
	0.0001
	0.0003
	0.01



	CFZR
	0
	0
	0



	CICE
	0
	0
	0
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