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Abstract: Our previous study revealed the link between Barents–Kara sea ice and rainfall in eastern
China. This study continues evaluating the performance of multiple models from phase 6 of the
Coupled Model Intercomparison Project (CMIP6) in simulating this linkage. Most CMIP6 models
can simulate Arctic sea ice coverage in the present climate system, although the sea ice extent in
the edge areas show some biases. Only a few models can roughly reproduce the observed rainfall
dipole pattern associated with Arctic sea ice variability. The linkage between Arctic sea ice variability
in winter and eastern China rainfall in early summer is performed through a long memory of the
sea ice, the stratospheric variability as the mediator, and downward propagation of stratospheric
signals. Very few CMIP6 models can exhibit a realistic interannual relationship between the Arctic
sea ice and China rainfall. The selected high-skill models with a more realistic linkage between sea
ice and China rainfall present a clear downward impact of the stratospheric circulation anomalies
associated with sea ice variability. The reversal of the Northern Hemisphere Annular Mode (NAM)
from the negative phase in early winter to the positive phase in spring in the high-skill models and
observations denotes the important role of the stratosphere as a mediator to bridge the Arctic sea ice
and China rainfall. The long memory of the Arctic sea ice with the stratosphere as the mediator has a
deep implication on the seasonal forecasts of East Asian countries.

Keywords: Barents–Kara seas; Arctic sea ice; China rainfall; CMIP6; stratosphere–troposphere coupling

1. Introduction

In recent decades, significant changes have taken place in the Arctic climate system.
It is widely reported that the Arctic has exhibited dramatic warming in the last decades,
known as Arctic amplification [1,2]. As an important part of the climate system, Arctic sea
ice can change the atmospheric circulation and it plays an important role in the atmospheric
variation in middle and high latitudes [3]. Arctic sea ice has a significant impact on
the Eurasian climate [4–6]. The loss of Arctic sea ice can enhance the sea–air heat flux
exchange and affect climate through positive sea ice feedback [7], atmospheric temperature
feedback [8], and cloud and water vapor feedback [9]. However, there are still some
debates on the extent to which changes in sea ice affect mid and high latitude atmospheric
circulation and climate [10]. Some studies have suggested that the Arctic warming likely
increases blocking circulation anomalies in some regions of the Northern Hemisphere,
leading to more extreme weather events [11], although the blocking circulation does not
show much of a long-term trend in other regions [12]. A recent study reported that
sea ice loss over Barents–Kara Seas can excite significant positive geopotential height
anomalies over the Arctic region and negative anomalies over Eurasia, which resembles a
wave train [13].

The global climate is significantly affected by changes in Arctic sea ice, and some
studies emphasize the lead/lag relationship between the Barents–Kara sea ice forcing
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and regional climate. For example, sea ice forcing in late autumn is closely related to the
North Atlantic Oscillation (NAO) in winter; therefore, Barents–Kara sea ice is a suitable
predictor for NAO. Eurasia is vulnerable to a cold winter after an unusual loss of Arctic
sea ice in autumn [14,15]. Conversely, an increase of Arctic sea ice in autumn usually
corresponds to a weakening of the Siberian high and an increase in East Asian temperature
in winter [16]. Furthermore, Arctic sea ice forcing can trigger wave trains over the Northern
Hemisphere and cause sea surface temperature anomalies in the North Pacific Ocean,
which in turn affect East Asian summer circulation [17]. The autumn and winter sea ice
have also been shown to have a persistent lag effect [16,18].

Previous studies [17,19] have indicated that Arctic sea ice is a major factor affecting
summer precipitation over eastern China. The circulation pattern and precipitation over
North China in summer are significantly influenced by the Arctic sea ice in the preceding
winter [19]. Yang et al. [20] indicated that the Arctic sea ice in the Barents–Kara Seas likely
has a delayed effect on summer precipitation across eastern China. On the longer timescale,
a significant negative correlation between spring Arctic sea ice and summer precipitation
in South China has been revealed, corresponding to the Eurasia–South China decadal
teleconnection pattern [21–23]. By altering atmospheric circulation, persistent signals of
sea ice variabilities finally lead to changes in East Asian summer precipitation [17,24].

Some previous studies mainly focused on the tropospheric circulation changes asso-
ciated with Arctic sea ice [11,25], while other studies also emphasized the stratospheric
role [26,27], although the response of the stratosphere to the sea ice anomaly is overall
weaker than that of the troposphere [28]. Sun et al. [29] indicated that the impact of sea ice
anomalies on weather and climate in Eurasia was significantly modulated by stratospheric
circulation. The impact of sea ice forcing on tropospheric circulation is featured with
significant changes in the blocking highs [30,31] or the Siberian high intensity, and therefore
results in Eurasian climate anomalies [32,33]. In contrast, the stratospheric pathway for the
Arctic sea ice forcing is focused on the polar vortex [20,26,34]. For example, the anomalous
sea ice loss in the Barents–Kara Seas in early winter can lead to wider open water and
more turbulent heat exchange between the atmosphere and surface, which excites Rossby
planetary waves propagating upward into the stratosphere. As a result, the active wave
activities in the stratosphere weaken the intensity of the stratospheric polar vortex, which is
usually projected onto the negative phase of the Arctic Oscillation, and cold extremes follow
in Eurasia [26,34,35]. Yang et al. [20] further identified the medium role of the stratospheric
variability in linking the Arctic sea ice forcing in winter and China climate anomalies in
early summer.

Simulations of Arctic sea ice have been assessed for several generations in Coupled
Model Intercomparison Projects (CMIPs), and the performance of models has gradually
improved [36–38]. Some studies showed that Chinese CMIP6 models reasonably simulate
the spatial pattern of long-term mean sea ice drift in polar regions. Existing evidence
indicates that coupled models still have large uncertainties in reproducing the sea ice
amplitude and long-term trends [39]. However, we still do not know to what extent the
relationship between Arctic sea ice and China’s rainfall is simulated by CMIP models.
Using the state-of-the-art coupled models from CMIP6, this relationship can be assessed.
Furthermore, the physical processes responsible for this relationship are compared among
models, with an expectation to better understand China’s climate changes associated with
the polar forcing.

The paper is organized as follows. Following the introduction in Section 1, Section 2
describes the CMIP6 models, datasets, and methods employed in this study. The overall
simulation of climatology and variability of Arctic sea ice cover in CMIP6 is assessed in
Section 3 for individual models and using the multi-model ensemble mean (MME). The
Section 3 also compared linkage between Arctic sea ice and eastern China rainfall and
explored the dynamical diagnosis for the circulation changes associated with Barents–Kara
sea ice forcing for CMIP6 models. Finally, Sections 4 and 5 present a discussion and
summary, respectively.
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2. Materials and Methods
2.1. Data

To evaluate the performance of the Arctic sea ice−precipitation relationship in CMIP6
models, monthly sea ice concentration (SIC) data from the Hadley Centre Sea Ice and Sea
Surface Temperature dataset (HadISST) provided by the Met Office Hadley Centre are
used [40], which has a 1◦ × 1◦ (latitude × longitude) horizontal resolution and ranges from
1870 to the near present. SIC is given as a percentage of the grid box area covered with ice.
The fifth-generation reanalysis of ECMWF (ERA5) [41] is used to diagnose atmospheric
circulation anomalies associated with SIC changes. ERA5 has an equivalent native grid
of 0.25◦ × 0.25◦ (latitude × longitude) and 37 pressure levels. We obtained this dataset
at a resolution of 1◦ × 1◦ for easy handling of data. Different variables are used in this
study, including the geopotential (divided by 9.8 to obtain the geopotential height), zonal
wind, and meridional wind. The precipitation observations are provided by the Climate
Prediction Center Merged Analysis of Precipitation (CMAP), which spans from 1979 to the
near present [42]. Global Precipitation Climatology Centre monthly precipitation (GPCC)
is also used to confirm the statistical results [43].

The Barents–Kara sea ice index refers to the area-averaged mean of sea ice concentra-
tion in the region enclosed by 65–85◦ N, 20–90◦ E. This study aims to expand the analysis
of Yang et al. [20], including eastern China, which has been shown to be significantly
correlated with sea ice in the Barents–Kara Seas. The region is roughly to the north and
the other to the south of the Yangtze River. The rainfall in the two regions is averaged to
denote the rainfall indices.

2.2. CMIP6 Models and Outputs

The World Climate Research Program (WCRP) has launched a series of CMIPs
(i.e., CMIP3, CMIP5, andCMIP6), and the scientific results from them provide abundant
materials for the assessment reports for the United Nations Intergovernmental Panel on
Climate Change (IPCC) (e.g., AR4, AR5, and AR6) in response to the increasingly uncertain
global climate challenge [44–46]. Forty-eight CMIP6 models were selected to assess the
sea-ice−China rainfall linkage. Details of the models are shown in Table 1, including their
atmospheric horizontal resolutions, vertical levels, the model-lid height, and the sea ice
model component. Many existing models were updated to a newer version for CMIP6
compared with the previous CMIPs (e.g., CMIP3 and CMIP5). However, the design of
historical experiments in CMIP6 was almost identical to that in CMIP5, subject to all the
forcings in the 20th century (e.g., greenhouse gas concentrations, aerosols, ozone depletion,
solar cycles, and anthropogenic land use) [46]; adjustments were made for the forcing of
volcanic eruptions and concentrations of key greenhouse gases such as carbon dioxide.
The start year of historical runs for CMIP6 was 1850 and the end year was 2014. We used
the bilinear interpolation scheme to reconstruct all CMIP6 data on an equivalent 1◦ × 1◦

(latitude × longitude) grid resolution, although the models had different nominal resolutions.
High-top models refer to ones with a model top above 1 hPa (~50 km) and low-top

models refer to ones with a model top below 1 hPa [47,48]. The high-skill models refer
to ones that simulate the rainfall dipole centers in eastern China associated with SIC
variability [20], and low-skill models refer to ones that miss the rainfall dipole centers.

Table 1. Brief information about the CMIP6 models used in this study.

Affiliation CMIP6 ID and Names Resolution (Models Top) Sea Ice Model

CSIRO, Australia
(1) ACCESS-CM2 N96L85 (85 km) CICE5.1.2
(2) ACCESS-ESM1-5 N96L38 (39.2 km) CICE4.1

AWI, Germany (3) AWI-CM-1-1-MR T27L95 (80 km) FESOM 1.4

CMA BCC, China
(4) BCC-CSM2-MR T106L46 (1.46 hPa) SIS2
(5) BCC-ESM1 T42L26 (2.19 hPa) SIS2
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Table 1. Cont.

Affiliation CMIP6 ID and Names Resolution (Models Top) Sea Ice Model

CAMS, China
(6) CAMS-CSM1-0 T106L31 (10 hPa) SIS 1.0
(9) CAS-ESM2-0 256 × 128L35 (2.2 hPa) CICE4

CCCMA, Canada
(7) CanESM5 T63L49 (1 hPa) LIM2
(8) CanESM5-CanOE T63L49 (1 hPa) LIM2

NCAR,USA

(10) CESM2 F09L32 (2.25 hPa) CICE5.1
(11) CESM2-FV2 F19L32 (2.25 hPa) CICE5.1
(12) CESM2-WACCM F9L70 (4.5 × 10−6 hPa) CICE5.1
(13) CESM2-WACCM-FV2 F19L66 (4.5 × 10−6 hPa) CICE5.1

CMCC, Italy (14) CMCC-CM2-HR4 288 × 192L26 (2 hPa) CICE4.0
(15) CMCC-ESM2 288×192L30 (2 hPa) CICE4.0

CNRM, France
(16) CNRM-CM6-1 T127L91 (78.4 km) Gelato 6.1
(17) CNRM-ESM2-1 T127L91 (78.4 km) Gelato 6.1

E3SM-Project,USA
(18) E3SM-1-0 F09L72 (0.1 hPa) MPAS-Sea ice
(19) E3SM-1-1 F09L72 (0.1 hPa) MPAS-Sea ice
(20) E3SM-1-1-ECA F09L72 (0.1 hPa) MPAS-Sea ice

EC-Earth-Consortium, Europe

(21) EC-Earth3-AerChem TL255L91 (0.01 hPa) LIM3
(22) EC-Earth3-CC TL255L91 (0.01 hPa) LIM3
(23) EC-Earth3-Veg TL255L91 (0.01 hPa) LIM3
(24) EC-Earth3-Veg-LR TL159L62 (5 hPa) LIM3

CAS, China
(25) FGOALS-f3-L C96L32 (2.16 hPa) CICE4.0
(26) FGOALS-g3 180 × 80L26 (2.19 hPa) CICE4.0

FIO, China (27) FIO-ESM-2-0 192 × 288L26 (2 hPa) CICE4.0
NOAA-GFDL, USA (28) GFDL-CM4 C96L33 (1 hPa) GFDL-SIM4p25

(29) GFDL-ESM4 C96L49 (0.01 hPa) GFDL-SIM4p5

NASA-GISS, USA
(30) GISS-E2-1-G 144 × 90L40 (0.1 hPa) GISS SI
(31) GISS-E2-1-G-CC 144 × 90L40 (0.1 hPa) GISS SI
(32) GISS-E2-1-H 144 × 90L40 (0.1 hPa) GISS SI

MOHC, UK
(33) HadGEM3-GC31-LL N96L85 (85 km) CICE-HadGEM3-GSI8
(34) HadGEM3-GC31-MM N216L85 (85 km) CICE-HadGEM3-GSI8

INM, Russia
(35) INM-CM4-8 180 × 120L21 (10 hPa) INM-ICE1
(36) INM-CM5-0 180 × 120L73 (0.2 hPa) INM-ICE1

IPSL, France (37) IPSL-CM6A-LR N96L79 (80 km) NEMO-LIM3

MIROC, Japan (38) MIROC6 T85L81 (0.004 hPa) COCO4.9
(39) MIROC-ES2L T42L40 (3 hPa) COCO4.9

MPI, Germany (40) MPI-ESM1.2-HAM T63L47 (0.01 hPa) unnamed
(41) MPI-ESM1.2-LR T63L47 (0.01 hPa) unnamed

NUIST, China
(42) NESM T63L47 (1 hPa) CICE4.1
(43) NorCPM1 144 × 96L32 (2 hPa) CICE4

BCCR and NCC, Norway (44) NorESM2-LM 144 × 96L32 (3 hPa) CICE
(45) NorESM2-MM 288 × 192L32 (3 hPa) CICE

SNU, South Korea (46) SAM0-UNICON 288 × 192L30 (2 hPa) CICE4.0
AS-RCEC, Taiwan, China (47) TaiESM1 288 × 192L30 (2 hPa) CICE4
MOHC, UK (48) UKESM1-0-LL N96L85 (85 km) CICE-HadGEM3-GSI8

3. Results
3.1. Climatology and Variability of Barents–Kara Sea Ice in CMIP6 Models

The climatology and variability of the Arctic sea ice concentration averaged for
November and December from 1979–2020 (1973–2014) are shown in Figure 1 for the Hadley
Center observations, high-skill models, and low-skill models. Previous studies have sug-
gested that the sea ice concentration (SIC) variability is maximized in November and
December [49]. Therefore, we focused on early winter SIC. According to observations
(Figure 1a,b), most of the Arctic Ocean is fully covered with sea ice, except for a few
Arctic boundary areas and some Arctic islands (Figure 1a). It has been shown that most
parts of the North Pacific and North Atlantic Oceans are nearly free from sea ice. Regions
with full sea ice coverage and open waters have an insignificant interannual variability
of SIC (Figure 1b). The largest SIC variability is located in high-latitude regions such as
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Barents–Kara Seas, the Bering Strait, and the Greenland Sea. All of these regions with
significant SIC variability are not fully covered with sea ice and are in the transition band
neighbored by large-scale sea ice poleward and open waters equatorward. In contrast,
the Barents–Kara Seas are covered by the highest SIC variability, which is marked by a
purple sector box in Figure 1 (65–85◦ N, 20–90◦ E). It has been controversial whether the
SIC forcing in Barents–Kara Seas can affect the climate in Eurasia [14,50]. However, as a
typical area with strong air−sea interactions, the Barents–Kara Seas are still a key region in
the Arctic with the largest SIC variability in early winter [51–53].
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Figure 1. Climatology and variability of the Arctic sea ice cover in November and December from
(a,b) Hadley Center sea ice concentration (SIC) observations, (c,d) multi-model ensemble mean
(MME) for high-skill CMIP6 models, and (e,f) MME for low-skill CMIP6 models. The sector box marks
Barents–Kara Seas where the variability is relatively large in the observations (65–85◦ N, 20–90◦ E).

CMIP6 models diverge in the simulation of Arctic SIC climatology and variability.
CMIP6 models with a relatively high skill of simulating SIC and the Arctic sea ice−China
rainfall relationship (BCC-ESM1, CAMS-CSM1-0, E3SM-1-1-ECA, and EC-Earth3-Veg;
# 5, 6, 20, and 23) and those with a relatively low skill (CAS-ESM2-0, FGOALS-g3,
GISS-E2-1-G, and GISS-E2-1-G-CC; # 9, 25, 30, and 31) are shown in Figure 1c–f, respectively.
Compared with the observations, the MME of high-skill models shows a wider sea ice
cover in the entire Arctic nearly (Figure 1c). However, the MME of low-skill models
simulate a much wider sea ice cover than high-skill models, especially in Barents−Kara
Seas (Figure 1e). For the sea ice variability in early winter, the MME for high-skill models
is fairly consistent with observations, although the SIC variability in Barents–Kara Seas
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is underestimated (Figure 1d). In contrast, the SIC variability in the low-skill models is
much smaller than in the observations and high-skill models (Figure 1f). Overall, the SIC
variability in Barents–Kara Seas is smaller in low-skill models than in high-skill models
and observations in most Arctic regions, but those in Greenland Sea and Norway Sea are
overestimated obviously, which is largely biased from observations.

To provide an overall insight into the CMIP6 simulation of Barents–Kara sea ice, a
parallel comparison of the SIC climatology and variability in Barents–Kara Seas is shown in
Figure 2. The bimonthly SIC mean in Barents–Kara Seas in observations is about 49% with
a SIC variability of 9%. The SIC climatology in the CMIP6 MME is overestimated, but close
to the observations. Several models reproduce a mean state nearly identical to observations,
and typical ones are CanESM5 and E3SM-1-1-ECA. Furthermore, some CMIP6 models
overestimate the SIC variability in Barents–Kara Seas. The mean SIC in 14 CMIP6 models
(ACCESS-CM2, BCC-CSM2-MR, BCC-ESM1, CAMS-CSM1-0, CAS-ESM2-0, CESM2-FV2,
CESM2-WACCM-FV2, EC-Earth-Veg-LR, FGOALS-f3-L, FGOALS-g3, GFDL-CM4,
NESM3, NorCPM1, and UKESM1-0-LL) is significantly larger than that in observations
(>70%), while the mean SIC in 5 CMIP6 models (ACCESS-ESM1-5, AWI-ESM-1-1-LR,
CMCC-CM2-HR4, CMCC-ESM2, and IPSL-CM6A-LR) is significantly underestimated
(<40%). In addition, the mean SIC in 15 models is overestimated but falls into the values
ranging between the observations and the MME of all CMIP6 models, while those in the
remaining 6 models are little less than in the observations. The MME for all models of mean
SIC is nearly 60% higher than the observations. Further analysis shows that the MME of
climatic state and variability is better simulated by high-top models than low-top models
(58% vs. 63%; 8% vs. 20%), although no evidence indicates that the stratospheric process is
a deterministic factor for Arctic sea ice simulation at present. In summary, SIC biases are
still present in CMIP6 models, most of which are overestimated. The existing SIC biases
in most models at the present stage pose large uncertainties on the accurate projection of
future climate change.
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Figure 2. Climatology and standard deviation of SIC in Barents–Kara Seas in early winter for
observations (1979–2020) and CMIP6 models (1973–2014). The error bar shows the standard deviation
of the SIC for individual model (dark gray) or the inter-model standard deviation of the means for
all CMIP6 models (dark purple: all models; dark red: high-top models; dark blue: low-top models).
The horizontal black line is the climatology from observations, and the horizontal purple line and
the purple bar are the MME for all models. High-top models and their MME are shown in red, and
low-top models and their MME are shown in blue.

3.2. Impact of the Barents–Kara Sea Ice on June Rainfall in Eastern China in CMIP6
3.2.1. Divergent Rainfall Patterns Associated with Arctic Sea Ice Change

SIC in Barents–Kara Seas has the largest variability across the Arctic Ocean, and it has
decreased in past decades with global warming [20,54]. Barents–Kara Seas is a key region
and SIC variability has thus been shown to have some implications for seasonal forecasts in
parts of East Asia [17,53,55]. The regressed rainfall anomalies in June (units: mm) against
the standardized SIC in Barents–Kara Seas from observations and several representative
CMIP6 models are shown are Figure 3. Models with a better reproducibility of the rainfall
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response and those with a worse reproducibility are shown, respectively. According
to the observations and results from our previous study [20], the increase (decrease) in
Barents–Kara sea ice in the preceding early winter usually leads to anomalously less (more)
precipitation in South China and anomalously more (less) precipitation to the north of
Yangtze River (Figure 3a,b).
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Figure 3. Regression of June rainfall anomalies (units: mm) against the standardized early winter SIC
in Barents–Kara Seas for (a,b) observations (CMAP and GPCC), (c,e,g) high-skill models MME and
two representatives of high-skill CMIP6 models, and (d,f,h) low-skill models MME and two represen-
tatives of low-skill CMIP6 models. White/black dots mark the regression at the 95% confidence level
(α = 0.05). The purple boxes show the relatively large variability centers (wetter region: 29–36◦ N,
110–120◦ E; drier region: 23–28◦ N, 110–120◦ E).

High-skill models and their MME can reproduce the precipitation anomaly pattern
in eastern China, which resembles the observed rainfall dipole (Figure 3c,e,g,i,k). Typical
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high-skill (BCC-ESM1, E3SM-1-1-ECA, EC-Earth3-Veg, and CAMS-CSM1-0) models and
their MME are better matched with the observations than the other models. In contrast,
some models fail to reproduce the rainfall dipole, but simulate a monopole pattern, a shifted
pattern, or even a reversed pattern. Typical low-skill models (CAS-ESM2-0, FGOALS-g3,
GISS-E2-1-G, and GISS-E2-1-G-CC) and their MME generally simulate an overall opposite
pattern to the observations or an illusory monopole pattern (Figure 3d,f,h,j,l). Overall,
high-skill models’ MME resembles a matched rainfall dipole and shows a much bet-
ter predictive capability, although the rainfall anomalies are underestimated. In addi-
tion, we conducted a significance test/robustness examination on the results in Figure 3
and the black/white dots mark regression at the 95% confidence level in the coupled
model simulation.

Reasons for underrepresentation of the Arctic sea ice−China climate linkage by CMIP6
models are complicated, and biases in the simulated sea ice and rainfall, as well as com-
plexity of the response of atmospheric circulation to sea ice [30,32], can lead to the loss of
this link. Furthermore, responses of weather and climate in mid-to-high latitudes to sea
ice forcing in different regions are also not identical [29,56], so biases in the SIC variability
across the Arctic can also distort the observed relationship between Barents–Kara sea ice
and China rainfall.

3.2.2. Multi-Model Comparison

Figure 4 shows the regressed rainfall anomalies in two focused regions against the
standardized SIC in Barents–Kara Seas for the observations and 48 CMIP6 models. In
the observations, most regions of South China are covered by negative rainfall anomalies
when the Barents–Kara sea ice increases (Figure 4a). Four high-top models (CanESM5,
CESM2-WACCM, GISS-E2-1-H, and INM-CM5-0) can simulate the drier signal, which
is similar to the observations (−7.5 mm). Twenty-two models fail to simulate the drier
signal with the sign reversed (illusive wetter signal). Three models (HadGEM3-GC31-LL,
HadGEM3-GC31-MM, and NorESM2-LM) simulate the negative rainfall anomalies with
the amplitude largely overestimated (−20 mm). The MMEs of regression for all, high-top,
and low-top models are shown, respectively. MMEs also show little skills in simulating
the Arctic sea ice–China rainfall linkage. For the second focused region in the north, more
rainfall is observed when the Barents SIC increases (Figure 4b). As two representatives
of high-skill models in the reproduction of this link between Barents–Kara Sea SIC and
eastern China rainfall, NorESM2-LM and FGOALS-f3-L can well reproduce the positive
correlation between Barents–Kara sea ice and June precipitation, nearly identical to the
observations (11 mm). There are 21 models simulating the positive rainfall anomalies, but
the amplitude of the anomalies is underestimated in these models. One model (TaiESM1)
simulates the positive rainfall anomalies with the amplitude largely overestimated
(15 mm). The remaining models are not even skilled at capturing the signs of regressed
rainfall anomalies.

The MMEs for different groups (high-top, low-top, and all models) also show little
skill, which denotes that most CMIP6 models still lack a reasonable reproducibility of the
Arctic SIC–China climate relationship. However, there are still 13 models (marked ID in
Figure 4) that show matched rainfall anomalies dipole mode. Overall, the reproducibility
of the Arctic SIC–China climate relationship still needs to be improved in the future.

3.3. Physical Processes Associated with Barents–Kara Sea Ice Forcing
3.3.1. Long Memory of Arctic Sea Ice

The possible impact of spring–summer Arctic sea ice anomalies on the Northern
Hemisphere atmospheric circulation has been investigated in recent studies [9,57]. The
mid-latitude summer circulation in the Northern Hemisphere is significantly modulated
by Arctic SIC forcings, and the vortex intensity and westerlies weaken during sea ice
loss [58]. Furthermore, SIC usually has a long memory, and the sea ice anomaly forcing
from November to June enhances the persistent lagged effects on circulation and regional
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climate [20,59,60]. Figure 5 shows the lead/lag regression of sea ice anomalies against
the Barents–Kara sea ice index for the observations and models. Following significant
sea ice change in Barents–Kara Seas (65–85◦ N, 20–90◦ E) in November and December,
this anomalous signal remains until January and February. In March and April, it is still
clearly present, although the extent shrinks. Afterwards, this abnormal response of sea ice
cover in the Barents−Kara Sea persists until May and June with a second intensification
(Figure 5a–d).
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Figure 4. Regression of June rainfall anomalies (units: mm) over two focused regions against
standardized Arctic SIC in the Barents–Kara Seas in early winter for the observations (Hadley Center
SIC and CMAP rainfall) and CMIP6 models. (a) Regression for South China. (b) Regression for
the focused region to the north of the Yangtze River. The horizontal black line is the regression for
observations as also shown in gray bars. The horizontal purple line and the purple bar are the MME
for all models. High-top models and their MME are shown in red, and low-top models and their
MME are shown in blue. The CMIP6 models with their names highlighted in purple show a rainfall
anomaly dipole.

The MME for selected high-skill CMIP6 modes and typical high-skill models (BCC-
ESM1 and E3SM-1-1-ECA) realistically simulates the long memory of the Arctic SIC in
Barents–Kara Seas (Figure 5b0–b3, d0–d3, and e0–e3). The SIC anomalies are largest in
November and December, and gradually weaken in the following months. The general SIC
anomaly pattern is still present even until May–June, highly resembling observations. In
contrast, low-skill models and their MME fail to simulate a long memory for SIC effectively,
and the Arctic SIC anomaly pattern is soon torn into pieces in January–February and shrinks
heavily in the following months. Models fail to simulate the second enhancement of SIC
anomalies in May−June (Figure 5c0–c3, f0–f3, and g0–g3). Furthermore, the SIC anomaly
magnitude for the high-skill models is also more realistic than for low-skill models. The
relatively weak self-persistence of the SIC anomalies in low-skill models might explain the
missing relation between China’s climate and Barents–Kara sea ice variability. In addition,
the impact of rainfall over East Asia can also be driven by sub-Arctic warming in summer
and other forcings [61]. Causes for the too-short memory of low-skill models are still
unknown and beyond the scope of this paper.
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Figure 5. Evolution of regressed Arctic SIC anomalies (units: dimensionless) from November–
December to May–June against the standardized November–December mean SIC in Barents–Kara Seas
(marked in the purple sector) for (a0–a3) observations, (b0–b3) high-skill MME, (c0–c3) low-skill MME,
(d0–d3,e0–e3) representative high-skill models (BCC-ESM1 and E3SM-1-1-ECA) and (f0–f3, g0–g3)
representative low-skill models (FGOALS-g3 and GISS-E2-1-G-CC). The black contours show the
regression at the 95% confidence level.



Atmosphere 2023, 14, 1044 11 of 19

The evolution of the regressed standardized monthly Arctic SIC anomalies in
the Kara–Barents Seas from early winter to early summer against the bimonthly
(November–December mean) SIC index is shown in Figure 6 for the observations, in-
dividual models, low-skill MME, and high-skill MME. In the observations, the standard
deviation of the Barents–Kara SIC in November and December exceeds 0.90. For a unit SIC
change in early winter (~0.1), this value decreases to 0.8 units in January and February, and
further decreases to 0.7 units in March and April, but recovers somewhat to ~0.8 units in
May and June. CMIP6 models simulate the SIC anomalies with different degrees of success.
In general, most CMIP6 models could simulate the gradually decreased Arctic SIC anoma-
lies. Specifically, individual models (dash), high-skill MME (solid yellow), and low-skill
MME (solid purple) display different reproducibility of the SIC persistency. Compared
with low-skill MME, high-skill MME is much closer to the observations, especially after
April when SIC anomalies remain stable. The reproduction of high-skill MME and low-skill
MME from November to June is consistent with Figure 5a–e.
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Figure 6. Regressed bimonthly Arctic SIC anomalies against the Barents−Kara SIC index in
November–December for all CMIP6 models and the observations as a representation of the SIC
persistency. CMIP6 models are shown in dashed lines, while the observation, high-skill MME and
low-skill MME are shown in brown, yellow, and purple, respectively.

3.3.2. Atmospheric Circulation Changes Associated with Sea Ice Forcing

Figure 7 shows the regressed stratospheric anomalies in May and June against the
November–December Barents–Kara sea ice for two representative high-skill models
(BCC-ESM1 and E3SM1-1-ECA) and two low-skill models (FGOALS-g3 and GISS-E2-1-
G-CC) compared with the ERA5 reanalysis (see the contours). Based on the reanalysis,
negative height anomalies prevail at mid-latitudes, while positive height anomalies form
over the Arctic Ocean. This dipole structure in early summer resembles the negative
phase of NAM, which is opposite to the stratospheric response to the Barents–Kara sea
ice forcing in winter [20,26]. This negative NAM pattern is well simulated by the two
high-skill models, although the anomaly amplitude at midlatitudes is weaker than in ERA5
(Figure 7a,b). In contrast, the circulation pattern in low-skill models is far biased from ERA5
(Figure 7c,d). FGOALS-g3 simulates negative geopotential height anomalies in middle
and high latitudes, the observed positive height anomalies in higher latitudes are missing
for this model. GISS-E2-1-G-CC reproduces a positive height anomalies pattern. Overall,
high-skill models reproduce the reversed NAM mode obviously, but low-skill models fail.

To examine the stratosphere−troposphere coupling associated with the sea ice forcing,
Figure 8 shows the lagged regression of the height anomalies in the stratosphere and tropo-
sphere. In the reanalysis, a negative Northern Annular Mode (NAM) pattern (i.e., Arctic
geopotential height anomalies are contrasted with mid-latitude annular height anomalies
in a dipole pattern) appears in the stratosphere and develops downward (left column of
Figure 8). Specifically, positive height anomalies prevail over the Arctic, while a negative
height anomaly band forms at midlatitudes in the troposphere. The zonal symmetry in the
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stratosphere is much more evident in the stratosphere than in the troposphere. However,
the tropospheric circulation anomalies have several centers at 200 hPa spanning from
Barents–Kara Seas, central Asia, Northeast China to Japan (Figure 8d). This wave train-like
response pattern is likely induced by the sea ice forcing directly [62,63]. These centers are
also clearly present at 700 hPa, but shifted a little southward (Figure 8g); northern China is
controlled by the anomalous low, and South China is controlled by the anomalous high
spanning from the sea to south of Japan. The circulation anomalies in the troposphere
in May and June are affected both by the downward impact of the stratosphere (zonal
symmetry) and by the direct sea ice forcing (wave train-like pattern with zonal asymmetry),
which has a long memory since the preceding early winter.
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Figure 7. Regression of geopotential height anomalies at 10 hPa (units: gpm) in May–June against
the standardized November–December SIC index in Barents–Kara Seas (marked in the purple sector)
for (a,b) two representative high-skill models and (c,d) two representative low-skill models. The
dotted regions show the regression at a 95% confidence level. The contours show the regressed height
anomalies based on ERA5 and HadISST.

The observed negative NAM pattern in the stratosphere is well reproduced by rep-
resentative high-skill models, and the stratosphere−troposphere coupling is also well
simulated (middle column of Figure 8). As in the reanalysis, positive height anomalies
appear over the Arctic, and a negative height anomaly band develops at the mid-latitudes.
Furthermore, for the entire troposphere, an anomalous high develops in the downstream of
Barents–Kara Seas, and a negative height center forms over Northeast Asia (Figure 8d,g,j).
The wave train-like circulation pattern in high-skill models nearly replicates the reanalysis,
except that the two centers shift somewhat eastward. In contrast, low-skill models fail to
simulate the negative NAM-like pattern in the stratosphere. The tropospheric circulation
anomalies in low-skill models are also not well simulated (right column of Figure 8), and
the wave train-like response pattern is even reversed as compared with the reanalysis
(Figure 8i,l). Overall, the poor reproducibility of the circulation anomalies, especially in
the upper troposphere and lower stratosphere associated with the SIC forcing by low-skill
models, is consistent with the underestimation of the sea ice variability. The circulation
anomalies associated with SIC forcing are better simulated by high-skill models (middle col-
umn of Figure 8). The high-skill MMEs in Figure 8 simulate the stratospheric response well,
which is consistent with the more realistic precipitation anomaly patterns in Figure 3. Low-
skill models simulate unreal stratospheric responses, and the regressed rainfall anomaly
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pattern is even reversed. Yang et al. [20] showed that the anomalous northerlies in the west
of the cyclone over the East China Sea converge with the anomalous southwesterlies in
Yangtze–Huai Rivers Valley in the lower troposphere (at 700 hPa and 850 hPa), explaining
the wet anomalies to the north of Yangtze River in June well.Atmosphere 2023, 14, x FOR PEER REVIEW 15 of 21 
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Figure 8. Regression of geopotential height anomalies (units: gpm) in May–June against the stan-
dardized SIC index in Barents–Kara Seas in early winter for ERA5 (left column, a,d,g,j), the MME of
high-skill models (middle column, b,e,h,k), and the MME of low-skill models (right column, c,f,i,l).
Four pressure levels are shown (top: 10 hPa; second row: 200 hPa; third row: 700 hPa; bottom: 850 hPa).
The three parallel latitude circles are 20◦ N, 30◦ N, and 60◦ N, respectively. The dotted regions show
the regression at a 90% confidence level.
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The stratospheric polar vortex plays an important role in stratosphere−troposphere
coupling [64–66]. The lead/lag regression of the circumpolar zonal winds against the
standardized SIC index in Barents–Kara Seas is shown in Figure 9 for the reanalysis
and several representative models. Following anomalous sea ice growth in early winter,
the intensity of the stratospheric polar vortex is enhanced in winter, corresponding to
the strengthening of the height meridional gradient in the circumpolar region and the
development of circumpolar westerly anomalies (Figure 9a). The westerly anomalies
are maximized in January and show an evident downward propagation. However, the
circulation anomalies reverse the sign in spring. A weak stratospheric polar vortex is
usually accompanied with active planetary waves, and active dynamics in early winter
gradually change the mean state, which is followed by inactive waves and a strong polar
vortex in spring, and vice versa [67]. Therefore, the reversal of the stratospheric NAM and
the long memory of the sea ice itself collaborate to influence the China climate.

Atmosphere 2023, 14, x FOR PEER REVIEW 16 of 21 
 

 

hPa). The three parallel latitude circles are 20° N, 30° N, and 60° N, respectively. The dotted regions 
show the regression at a 90% confidence level. 

The stratospheric polar vortex plays an important role in stratosphere−troposphere 
coupling [64–66]. The lead/lag regression of the circumpolar zonal winds against the 
standardized SIC index in Barents–Kara Seas is shown in Figure 9 for the reanalysis and 
several representative models. Following anomalous sea ice growth in early winter, the 
intensity of the stratospheric polar vortex is enhanced in winter, corresponding to the 
strengthening of the height meridional gradient in the circumpolar region and the devel-
opment of circumpolar westerly anomalies (Figure 9a). The westerly anomalies are max-
imized in January and show an evident downward propagation. However, the circulation 
anomalies reverse the sign in spring. A weak stratospheric polar vortex is usually accom-
panied with active planetary waves, and active dynamics in early winter gradually change 
the mean state, which is followed by inactive waves and a strong polar vortex in spring, 
and vice versa [67]. Therefore, the reversal of the stratospheric NAM and the long memory 
of the sea ice itself collaborate to influence the China climate. 

The MME of high-skill models simulates the positive NAM in winter and negative 
NAM in spring–early summer well (Figure 9b). The reversal of NAM is clearly present in 
the high-skill models, highly resembling the reanalysis, except that the geopotential 
anomalies in May and June are inconsistent above 10 hPa. In contrast, the MME of low-
skill models struggles to simulate the negative NAM-like response in spring–early sum-
mer (Figure 9c). As a consequence, the downward propagation of stratospheric signals is 
absent in low-skill models. 

 

Figure 9. Lead/lag regression of circumpolar zonal wind anomalies at 60° N (contours; units: m/s) 
against the standardized SIC index in Barents–Kara Seas in early winter for (a) ERA5, (b) MME of 
typical high-skill models, and (c) MME of typical low-skill models. The shadings show the lead/lag 
correlation between the wind in November–June and the SIC index in early winter. The black con-
tours show the regression at the 95% confidence level (r0.95 = 0.3 for DOF = 40; r0.95 = 0.16 for DOF = 
150). 

4. Discussion 
The MME for high-skill models better simulates the SIC memory and stratospheric 

variability than the MME for low-skill models. A previous study indicated that the lack of 
stratospheric variability in the low top models may increase biases in the strato-
sphere−tropospheric coupling simulations [47], whereas there is no clear evidence that an 
obvious gap exists in the simulation between high-top and low-top models in this study. 
The too-short memory of the SIC in most models with a poor self-persistence in Barents–
Kara Seas leads to an unrealistic atmospheric response to SIC, but high-skill models sim-
ulate better than low-skill models in this pathway. An increase in the Arctic SIC over Bar-
ents–Kara Seas is followed by weakened planetary waves and a strong stratospheric polar 
vortex in winter [20]. Previous studies have reported that Arctic sea ice loss over Barents–
Kara Seas usually corresponds to a weakened stratospheric polar vortex [26,56,68]. How-
ever, the reversal of the stratospheric NAM associated with the Arctic SIC forcing is not 

Figure 9. Lead/lag regression of circumpolar zonal wind anomalies at 60◦ N (contours; units: m/s)
against the standardized SIC index in Barents–Kara Seas in early winter for (a) ERA5, (b) MME of
typical high-skill models, and (c) MME of typical low-skill models. The shadings show the lead/lag
correlation between the wind in November–June and the SIC index in early winter. The black contours
show the regression at the 95% confidence level (r0.95 = 0.3 for DOF = 40; r0.95 = 0.16 for DOF = 150).

The MME of high-skill models simulates the positive NAM in winter and negative
NAM in spring–early summer well (Figure 9b). The reversal of NAM is clearly present
in the high-skill models, highly resembling the reanalysis, except that the geopotential
anomalies in May and June are inconsistent above 10 hPa. In contrast, the MME of low-skill
models struggles to simulate the negative NAM-like response in spring–early summer
(Figure 9c). As a consequence, the downward propagation of stratospheric signals is absent
in low-skill models.

4. Discussion

The MME for high-skill models better simulates the SIC memory and stratospheric vari-
ability than the MME for low-skill models. A previous study indicated that the lack of strato-
spheric variability in the low top models may increase biases in the stratosphere−tropospheric
coupling simulations [47], whereas there is no clear evidence that an obvious gap exists in
the simulation between high-top and low-top models in this study. The too-short memory
of the SIC in most models with a poor self-persistence in Barents–Kara Seas leads to an
unrealistic atmospheric response to SIC, but high-skill models simulate better than low-skill
models in this pathway. An increase in the Arctic SIC over Barents–Kara Seas is followed by
weakened planetary waves and a strong stratospheric polar vortex in winter [20]. Previous
studies have reported that Arctic sea ice loss over Barents–Kara Seas usually corresponds to
a weakened stratospheric polar vortex [26,56,68]. However, the reversal of the stratospheric
NAM associated with the Arctic SIC forcing is not widely reported. The impact of the
Arctic SIC on China rainfall is also very different in winter and summer (not shown), which
might be related to the reversed phase of NAM.

High-skill models and their MME show a longer SIC memory, a more reasonable
stratospheric variability, and a better tropospheric wave train-like circulation, and thus a
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more realistic rainfall anomaly dipole in eastern China. However, most CMIP6 models
are not so skilled at simulating the linkage between Barents–Kara SIC in early winter and
rainfall in early summer, and biases are complicated and different for models. Biases in the
mean state of the Arctic SIC, overestimation of the covariance of SIC across different regions
in the Arctic, and the errors in rainfall and circulation can lead to the loss of this observed
link in CMIP6 models. Because of the poor performance of CMIP6 models in simulating
the teleconnection associated with Arctic SIC forcing, especially the stratospheric pathway,
projection of the future climatic change associated with SIC variability is still a challenge
for the scientific community.

Considering that the maximum coupling appears when Barents–Kara sea ice leads
to eastern China rainfall by nearly half a year, and that the sea ice has a long memory, the
sea ice state is still a potential predictor for China rainfall prediction. There are also other
possible teleconnection routes for SIC forcings such as strengthened blockings, increased
cyclones, and the warm Arctic−cold Eurasia pattern, which is beyond the scope of the
paper and left for future investigation [13,61].

5. Conclusions

In our previous study, we revealed the possible lagged impact of SIC forcing in Barents–
Kara Seas in early winter on China rainfall in early summer. This study is aimed to assess
the general performance of CMIP6 models in reproducing this linkage between the Barents–
Kara sea ice and China rainfall in two populated regions. The main biases in the mean state
and variability of the Arctic sea ice and the SIC–China rainfall linkage are evaluated. The
main findings of this study are as follows.

Most CMIP6 models show the potential for overestimating the Arctic SIC
(Figures 1 and 2); the SIC variability simulated by low-skill models and their MME in
Barents–Kara Seas in early winter is weaker than that in the observations. The largest
errors appear in the edge area of the Arctic sea ice, and high-skill models with a better
reproducibility of the SIC mean state also present more realistic SIC variability in Barents–
Kara Seas. MMEs for the high-top and low-top models show some, but insignificant,
differences in SIC climatology and variability. In addition, the sea ice model component
plays a dominant role in the simulation of SIC.

A few high-skill models with reasonable simulation of SIC variability in winter can
generally reproduce the rainfall anomaly dipole in China in early summer. As in the
observations, high-skill models simulate a wet band in Southern China and a dry band to
the north of the Yangtze River, although the rainfall anomaly amplitude is underestimated.
In contrast, low-skill models simulate a rainfall anomaly pattern either opposite to the ob-
servations or illusively monopole. Selected typical CMIP6 models quantitatively reproduce
the lagged relationship between Barents–Kara sea ice and June rainfall in South China. Four
representative models (high-skill models: BCC-ESM1 and CAMS-CSM1-0; low-skill mod-
els: CAS-ESM2-0 and GISS-E2-1-G-CC) quantitatively reproduce the relationship between
Barents–Kara sea ice and June rainfall to the north of Yangtze River.

The lagged impact of Barents–Kara SIC in winter on China rainfall is due to the
long memory of the sea ice. The observed SIC anomalies in early winter can last to the
following summer, which weakens in spring but is reinforced in early summer. High-skill
models capture the long memory of the Barents–Kara SIC, which also weakens in spring,
but redevelops in summer. However, low-skill models can reasonably simulate the SIC
anomalies in Barents–Kara Seas in early and late winter, but they disappear more rapidly
in spring and fail to reinforce in early summer. The relatively short memory of the SIC in
low-skill models partially explain the underrepresentation of the Arctic SIC–China climate
relationship, although causes for the SIC memory in CMIP6 models and complex and still
not well understood, and have been left for future studies. The SIC forcing in early summer
can lead to concurrent circulation change and finally affect China rainfall.

A negative stratospheric NAM like pattern is observed in early summer, which is
opposite to the positive NAM response in winter to the increased SIC forcing in Barents–
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Kara Seas [20]. Arctic SIC forcing leads to a subsequent lagged stratospheric response,
which can also impact the tropospheric circulation again in spring and early summer via
the stratosphere–troposphere coupling. The negative NAM-like response in early summer
develops from the stratosphere to troposphere, corresponding to an anomalous high over
the Arctic and a low band at mid-latitudes. Furthermore, a wave train-like anomaly pattern
spans from downstream of Barents–Kara Seas to central Asia, Northeast China, Japan,
and the Pacific Ocean. Some studies also indicate that mid-to-high latitudes may play a
role in bridging the SIC forcing and China climate variations [69,70]. The weakened zonal
wind provides a favorable dynamic condition for the development of a high-latitude ridge
around the Ural Mountain [69,70]. The anomalous low in the north and the anomalous high
in the south of China are consistent with the rainfall anomaly dipole. High-skill models
capture the stratosphere−troposphere coupling in early summer and the wave train-like
circulation pattern in the troposphere. However, most CMIP6 models underrepresent
the stratosphere−troposphere coupling following SIC variability in Barents–Kara Seas,
and the wave train-like pattern is also absent, which is likely related to the more rapid
disappearance of the simulated SIC anomaly forcing.

The observed downward propagation of the stratospheric NAM signals is well sim-
ulated in the representative high-skill models. Accelerated westerlies develop in winter,
which show a downward impact in winter and spring. The reversal of the circumpolar
wind anomalies occurs in spring, which propagate downward to the troposphere in early
summer. High-skill models capture this reversal and the tropospheric circulation changes
via the stratospheric pathway. However, most CMIP6 models fail to simulate the strato-
spheric pathway, which further increase the biases in the simulation of the SIC–China
climate linkage.

This paper and our previous study have confirmed the teleconnection from the Arctic
to midlatitudes and from early winter to early summer. The importance of stratospheric
pathway in bridging Arctic SIC variability and eastern China rainfall in summer needs
further investigation. Furthermore, causes for the underrepresentation of the SIC−China
climate linkage should be explored in the future.
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