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Abstract: In this study, we propose an easy and robust algorithm to identify and track extratropical
cyclone events using 850 hPa relative vorticity data, gaussian filter and connected-component labeling
technique, which recognize the cyclone as areas under a threshold. Before selecting the events, the
algorithm can include essential characteristics that are good metrics of intensity, like minimum
mean sea level pressure and maximum 10-m winds. We implemented the algorithm in the Southern
Hemisphere, using a 41-year high resolution dataset. Sensitivity tests were performed to determine
the best parameters for detection and tracking, such as degree of smoothing, thresholds of relative
vorticity at 850 hPa and the minimum area within the threshold. Two case studies were used to assess
the positive and negative points of the methodology. The results showed that it is efficient in obtaining
the position of extratropical cyclones in their most intense stage, but it does not always perform well
during cyclolysis. We compare the methodology using 1-h temporal resolution to that using a 6-hours
temporal resolution, and their reproducibility regarding the literature. The extratropical cyclone
climatology in the Southern Hemisphere is provided and discussed. The algorithm developed here
can be applied to datasets with good spacial and temporal resolution, providing a better inventory of
extratropical cyclones.

Keywords: extratropical cyclones; cyclone detection and tracking algorithm; sensitivity studies;
cyclone frequency

1. Introduction

Extratropical cyclones are responsible for transporting a large amount of heat, moisture,
and momentum, playing a fundamental role in atmospheric circulation [1,2]. Typically,
extratropical cyclones cause damages and natural hazards because they are associated
with strong winds, intense precipitation and extreme waves. Understanding how these
meteorological systems change over the years and their climatological features over a
region can help in predicting local weather, mainly with respect to precipitation, wind, and
wave intensity [3–5].

The first efforts to identify extratropical cyclones from digital data were reported more
than three decades ago (e.g., [6,7]). The increase in the amount of information obtained
by reanalysis data over a long period of time provides the challenge of organizing an
automatic method for identifying and tracking extratropical cyclones on a gridded map,
connecting the path of events [3]. Methods use different input parameters like mean sea
level pressure (e.g., [8–10]), minimum low-pressure level geopotential height [11], or low-
pressure level relative vorticity (e.g., [4,12–14]). Ulbrich et al. [3] pointed out that schemes
that detect extratropical cyclones using mean sea level pressure may produce unreliable
results over high ground due to the effects of vertical extrapolation and the real orography
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in reanalysis datasets. Moreover, Hodges et al. [15] explained that vorticity data is more
focused on the wind field, giving more information on the high-frequency synoptic scale,
while sea level pressure data is linked to the mass field and represents the low-frequency
scale better.

In addition to choosing the best meteorological variable that identifies the posi-
tion of the cyclones, other restrictions must be considered. One of the challenges is to
track the events when several grid points can be considered the next location of a cy-
clone. There are methods that apply an across-time “nearest neighborhood” approach
to connect the identified cyclone centers of two consecutive time step with the nearest
neighbors [16,17], other studies apply algorithms based on displacement speed [7,10] and,
innovating, Inatsu [12] uses connected-component label technique (CCL) to connect cyclone
as areas that overlap in consecutive time steps. Another step to improve the selection of
centers of cyclones is applying spacial filters, usually a mean filter. Flauonas [18] tested
three degrees of spacial filtering, in order to capture the physical characteristics of cyclones.
Also, in order to remove spurious or very short lived systems in cyclone identification
schemes, the minimum lifetime of events can be selected, with values of 12 h [10], 18 h [9]
or 24 h [17–21]. Table 1 shows a list of relevant extratropical cyclones detecting and tracking
methods, all based on objective criteria. Some of these methods were designed upon a
more coarse spacial and temporal resolution dataset, compared to those available today.
Furthermore, the difference between the methods reflect the multiple understandings of
what best characterizes a cyclone.

Table 1. Relevant extratropical ciclone detecting and tracking methods.

References Variable Used to Identify Main Characteristics

Blender and Scubert, 2000 [16]; Trigo, 2006 [17]. local minimum of the geopotential height of
the 1000-hPa surface nearest-neighbor search method

Crawford and Serreze, 2016 [22]; Crawford
et al., 2021 [23]; Hanley and Caballero,

2012 [10]; Lionello et al., 2002 [8]
Minimum mean sea level pressure nearest-neighbor search method

Murray and Simmonds, 1991 [7]; Simmonds
and Keay, 2000 [24], Lim and Simmonds,

2007 [19]; Pinto et al., 2005 [21]; Rudeva and
Gulev, 2007 [9].

Minimum mean sea level pressure estimate the subsequent displacement and
pressure change

Reboita et al., 2010 [25]; Reboita et al., 2017 [14] relative vorticity of the 925 hPa surface nearest-neighbor search method
Inatsu, 2009 [12] relative vorticity of the 850 hPa surface area under a threshold

Flauonas, 2014 [18] relative vorticity of the 850 hPa surface most natural evolution of relative
vorticity field

Hewson and Titley, 2010 [26] mean sea level pressure and relative vorticity graphical processing

Cyclone detection and tracking are highly complex [27], and differences in results
can occur depending on the methodology or the dataset. The first efforts to intercompare
tracking and detection methods of extratropical cyclones and reanalysis datasets were from
Trigo et al. [17], who compared results from ERA-40 and NCEP/NCAR reanalysis and
Raible et al. [28], who compare three different cyclone detection and tracking schemes
with different reanalysis datasets. They identify differences in terms of the number of
cyclones and cyclone intensity. However, their interannual variability and number of more
intense events agreed. A project named Intercomparison of Mid-Latitude Storm Diagnostics
(IMLAST) was created to identify uncertainties related to the choice of method [27]. Using
the same input dataset, a minimum life cycle of 24 h and 6-h intervals, they concluded
that the consistency across the methods is generally higher for deep cyclones. The periods
of development and cyclolysis diverge over the methods; however, the most intense part
of the life cycle is similar. The number of cyclone centers differs, but overall they agree
in terms of interannual variability and geographical distribution, with some exceptions,
such as in the Mediterranean. Comparing the hemispheres, the distribution of cyclone
density is more zonally symmetric in the Southern Hemisphere than in the Northern
Hemisphere, because of the larger land mass and the topographic features in the latter [24].
Recently, Reale et al. [29] compared the identification of cyclones of explosive activity by a
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group of methods and found that the area of greatest activity of these explosive cyclones
agreed with previous studies, despite the huge spread in the number of explosive cyclone
identified. Gramcianinov et al. [30] compared the results of Atlantic extratropical cyclones
characteristics using two different datasets and showed small differences in cyclone number
and characteristics and divergences in the intensity distributions.

The objective of this study is thus to implement an easy way to identify, track and
characterize extratropical cyclones, using a gaussian filter, which provides a more delicate
filtering of the contours. Moreover, the technique identifies events with CCL, which is
recognized as a good method in the literature. An important contribution of this work is
to generate a cyclone identification and track database to understand the modifications of
cyclone frequency and intensity over the last decades. This paper provides an description
of the methodology as well as tests of sensitivity and performance of individual events
to evaluate the algorithm. Also, we compare the results using 1-h resolution and 6-h
resolution, extracted from the same dataset and for the same period. To understand the
differences with other methodologies, we present the Southern Hemisphere climatology
of extratropical cyclones using 40-yr high-resolution ERA5 reanalysis dataset from the
European Centre for Medium-Range Weather Forecasts (ECMWF).

2. Materials and Methods
2.1. Data

In this study, we use meteorological data from ERA5/ECMWF reanalysis, the fifth gen-
eration ECMWF reanalysis for the global climate and weather. According to Hersbach [31],
a major strength of this new reanalysis is the much higher temporal and spatial resolutions
than those of previous reanalysis. The horizontal resolution is 31 km, and it has 137 vertical
levels, spanning the surface of the Earth to 0.01 hPa, in hourly output, in a regular Gaussian
grid (F128). In addition to that, it has improved the assimilation of the reprocessed dataset,
with respect to previous products.

We use the relative vorticity data available from ERA5/ECMWF reanalysis to find
maximum values of cyclonic vorticity, in vorticity fields at 850 hPa level. The parameter
is a measure of the rotation of air in the horizontal, around a vertical axis, relative to a
fixed point on the surface of the Earth. In the classical theory (e.g., [32]), the microscopic
measure of rotation in a fluid is a vector field, defined as the curl of the velocity of the fluid,
resulting its relative vorticity (ζ). From a scale analysis, only the vertical component (ζz) is
used, leading to the Equation (1).

ζz =
∂v
∂x

− ∂u
∂y

(1)

The corresponding expression in spherical coordinates can be written as Equation (2)
form, where u and v are the local zonal and meridional velocities (m/s) respectively, r is
the earth’s radius, θ is the latitude and λ is the longitude.

ζz =
1

rcosθ

(
∂v
∂λ

− ∂ucosθ

∂θ

)
(2)

This study applies the program of identification and tracking of cyclones in the South-
ern Hemisphere, therefore clockwise rotation (negative relative vorticity) is associated with
cyclones. Mean sea level pressure data and 10-m winds data at grid points (ERA5/ECMWF)
are used to characterize the most intense events.

2.2. Methods

Basically, three independent steps compose the algorithm: detection of the position
of the potential cyclones, linkage of the events and addition of mean sea level pressure
and 10-m wind data, to identify the intensity of the events. These three steps are detailed
distinctly in the following.
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2.2.1. Identifying Cyclones

The relative vorticity field is usually very noisy, mainly in low levels of the tropo-
sphere. One way to improve the noisy characteristic of the field is applying a preprocessing
stage by a spatial filter. Other studies used the B-spline technique [33], time band-pass
filtering [12,34], 1-2-1 filter [35] or 1-1-1 filter [18]. In the present study, we use a multidi-
mensional Gaussian filter (G(x,y)) implemented by scipy.ndimage python package. This
filter allows a more delicate smoothing of the orographic and coastal effects and also
smooths the maximum local vorticity that is nested with the noisy fields, compared to the
medium filter [36]. The degree of smoothing is determined by the standard deviation of
the Gaussian (σ). The Gaussian filter is calculated by the Equation (3):

G(x, y) =
1

2πσ2 e−
x2+y2

2σ2 (3)

where x and y are the zonal and meridional distances from the point for which the smoothed
is calculated. As this parameter increases, the smoothing operation on the relative vorticity
field becomes stronger.

After this preprocessing stage, the connected-component labeling technique (CCL) is
used. CCL is explained by Samet [37] and used for extratropical cyclones by Inatsu [12]
and Inatsu and Amada [38]. In the relative vorticity field, the group of data that satisfies
a pre-set threshold is selected for a single time frame. This group represents an area
big enough to attempt the recognized characteristics of extratropical cyclones. At this
point, a binary matrix of the relative vorticity field is constructed, with areas that satisfy
the threshold. These enclosed independent surfaces are considered possible positions of
extratropical cyclones at that time frame. The center of mass (CMa) of each area is calculated
(Equation (4)) in a simplified form [39] to identify the location of the enclosed independent
surfaces (a),

CMa =
∑i=1

i=N miRi

∑ mi
(4)

where (m,R) is the mass and position, respectively, of singles grid points and N is the
number of grid points of the enclosed independent surfaces (a). The center of mass from the
relative vorticity field indicates that the latitude/longitude position of the area is influenced
by the position within the area captured by CCL technique where the relative vorticity is
greatest. To further explain, if we imagine a circular area in which the southwest sector has
the highest vorticity, the identification position of this area will not be at the central point
of the circular area, but will be shifted southwest.

The center of mass will be labeled and treated as a unique possible cyclone position at
that time frame. The higher resolution of ERA5 data exposes the noisy characteristic of the
relative vorticity field, labeling some enclosed independent surfaces that clearly are not
cyclones. To reduce this resolution problem, we simply discarded areas of less than a given
limit of grid points.

Therefore, the algorithm’s performance up to this step is influenced by the choice
of the standard deviation of the Gaussian filter (during the preprocessing stage), the
threshold of relative vorticity at 850 hPa and the minimum area attending the threshold that
characterizes an extratropical cyclone. In this study, we show the following tests: gaussian
standard deviation of 0.5, 1.0, 1.5 and 3.0; threshold of relative vorticity of −10−5 s−1,
−5 ×10−5 s−1, −10−4 s−1 and −2 × 10−4 s−1 and minimum area of 9, 12, 15 and 18 grid
points. The tests of Gaussian standard deviation and different thresholds of relative vorticity
at 850 hPa are applied to the relative vorticity field of 1 July 2020, 12 UTC, when strong
winds associated with an extratropical cyclone at 35◦ S and 46◦ W caused damage on the
coast of Southern Brazil. A weaker event was at the Atlantic Ocean, at 50◦ S and 48◦ W. For
the minimum area test, the algorithm is applied to 10 years, from 2013 to 2022, and some
differences of the choices are discussed.

From these tests, we chose the standard deviation of the Gaussian filter of 0.5, threshold
of relative vorticity of −10−4 s−1 and masked areas less than 15 grid points, at the relative
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vorticity of ERA5/ECMWF. This step was applied to the South Hemisphere, for the whole
study period generating a file of possible positions of each extratropical cyclone.

2.2.2. Tracking Cyclone Events

Following this step, a link between the time frames is chained. The first independent
enclosed area is searched at the following time frame around a defined displacement
maximum, that can be adjusted. For this study, we adjust the maximum displacement
in 150 km/h, similar to the algorithm of Crawford et al. (2021) [22]. Lifetime condition
is another typical criterion of extratropical cyclone tracking algorithms. Like in many
studies (e.g., [38]), we consider a minimum lifetime of 12 h. It is obvious that a shorter
lifetime condition would increase the number of cyclones considerably and a longer one
would decrease it. However, we use a 12-h minimum lifetime to be comparable to other
methodologies in the literature.

Cyclogenesis refers to the first-time frame of the emerged event identification. If there
is no identification that corresponds to the displacement and lifetime criteria at the next
time frame, the label identification is discarded. If it attends the two criteria, the algorithm
moves to the next time frame until no identification corresponds to the criteria. Then, the
event is selected, and the last time frame indicates the event’s end or cyclolysis. Figure 1
shows an example of sequence of hourly points center of mass of detected areas that match
the relative vorticity threshold. The points of the southweast Atlantic can be selected and
connected as an event, because it continues under the maximum displacement for at least
12 h.

Figure 1. Example of points center of mass of areas that match the relative vorticity threshold-
sequence of hourly data.

These stages generate a list of events with the latitude/longitude of cyclogenesis,
position during the following time frame and the latitude/longitude of cyclolysis, with
the more intense relative vorticity and the area in grid points, captured by the CCL. This
database may be used to understand the frequency of cyclones over a region, areas of
cyclogenesis and cyclolisis, the growth rate, as well as select the more intense events of
an area.

2.2.3. Quantifying Cyclone Characteristics

The minimum mean sea level pressure and maximum 10-m wind associated with all
time frames of the events are investigated to characterize each event in terms of intensity.
To do this, an “effective area” for each time the cyclone is scanned, centered at the cyclone
vorticity center of mass of the area selected by the connected-component labeling technique.
It was stipulated that 12 grid points, corresponding to approximately 3.6 latitude/longitude
degrees at temperate regions, is a good effective area to characterize the maximum intensity
of the events. Figure 2 shows, as an example, the effective area of an intense event of
27 October 2016, 6 UTC. The minimum sea level pressure detected was 986.5 hPa, and the
maximum 10-m wind was 71.3 km/h. Thus, with this identifying and tracking extratropical
cyclone method, the events can be selected by their characteristics, in a subsequent study.
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Figure 2. Mean sea level pressure and relative vorticity at 850 hPa under −10−4 s−1, on 27 October
2016, 06 UTC. The green square is the “effective area” to search for the more intense characteristics of
the cyclone. The yellow point is the center of mass identified by the algorithm and the blue line and
points are the following time frames of the event.

Part of the area of relative vorticity above the threshold can be out of the effective
area. In addition, the center of mass of the area can have a relative vorticity lower than the
threshold because of the shape of the area. Other studies have developed different ways to
characterize cyclone events in terms of minimum sea level pressure and maximum 10-m
winds, considering a circular disk around the maximum vorticity [18] or the minimum
pressure center [19]. However, a fixed area is the simplest choice and an effective alternative
for our algorithm.

Figure 3 shows the flowchart of the program of identification of extratropical cyclones
proposed in this study. In the next section, we present the tests of different levels of filtering,
different values of threshold and a sensitivity test of minimum area criteria.

Figure 3. Flowchart of the detection algorithm of extratropical cyclones proposed in this study.
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3. Results
3.1. Sensitivity to the Smoothing Parameter for the Relative Vorticity Field

Figure 4A shows the mean sea level (contours) and relative vorticity field (shading)
obtained directly from ERA5 for 1 July 2020, 12 UTC, when an intense extratropical cyclone
was near the coast of Uruguay and southern Brazil (35◦ S/46◦ W) and another weak
cyclone was positioned at 50◦ S and 48◦ W. Using standard deviation of Gaussian filter of
0.5 to the same time frame (Figure 4B), intense characteristic of coastal cyclone and weak
characteristic of the southeast cyclone are preserved. However, tests of sigma equal to 1
(Figure 4C) and 3 (Figure 4D) over-smoothed the relative vorticity field, to the extent of
nullifying the weak event or reducing its area. A test of sigma equal to 5 underestimates
the number of cyclones for 2020 (not shown) giving unrealistic results.

Figure 4. Mean sea level pressure and relative vorticity at 850 hPa under −10−4 s−1, on 1 July 2020,
12 UTC. (A) raw data and with different standard deviations of the Gaussian filter: (B) 0.5, (C) 1.0
and (D) 3.0.

According to analysis of the relative vorticity field of this known event, it can be seen
that weak events are detected just in low level of smoothing, then a more detailed study
of the extratropical cyclone features is shown just to 0.5, 1.0 and 1.5 degree of smoothing,
applied to 10 years in Figure 5. As expected, the number of events depends on the filtering
strength, with more events using lower degree of smoothing. Figure 5A shows that there
are more events of less than two days and Figure 5B shows that the mean speed of the
events are between 40 km/h and 60 km/h using the three levels of smoothing. These are
expected features of cyclones in Southern Hemisphere. The mean count of extratropical
cyclones is 2430, 2258 and 1693 using 0.5, 1.0 and 1.5 respectively. Thus, the supression of
events was on average 25%, comparing smoothing level from 1.0 to 1.5, and 7% comparing
0.5 to 1.0. For the following steps, we used a smoothing parameter of 0.5.
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Figure 5. Study of the features of cyclones for the three sensitivity tests of filter degree, computed
from 2013 to 2022: (A) Frequency distribution of cyclone lifetime, (B) frequency distribution of cyclone
mean speed and (C) time series of total annual number of extratropical cyclones.

3.2. Sensitivity to Threshold of Relative Vorticity

The choice of the threshold of relative vorticity will calibrate the number of possible
cyclone centers and remove signals that are not related to these systems. Figure 6 shows
the relative vorticity field from ERA5/ECMWF on 1 July 2020, 12 UTC, with the standard
deviation of Gaussian filter of 0.5, for four different thresholds of relative vorticity. Figure 6A
shows a noisy field with a threshold of −10−5 s−1. A threshold of −0.5 × 10−4 s−1 generates
a spurious signal mainly at the Andes (Figure 6B). On the other hand, the threshold of
2 × 10−4 s−1 (Figure 6D) cannot identify the cyclone centers in the region. Then, from the
visual analysis of the relative vorticity field, we conclude that a good threshold to identify
the events and suppress the spurious signals in our tests is 10−4 s−1 (Figure 6C).

3.3. Sensitivity to the Minimum Area of Relative Vorticity under the Threshold

Figure 7 presents the mean monthly cyclone centers detected between 2013 and 2022
using 0.5 of filter parameter, threshold of relative vorticity of 10−4 s−1 and with different
thresholds of minimum area of relative vorticity labels. As expected, the number of cyclone
centers per day depends on the choice of the minimum area size. This criterion should
be neither so strict as to remove real small cyclones, nor so lenient as to include spurious
cyclones. Furthermore, there is an expectation that more events will take place in the
winter than in the summer because the large-scale temperature gradients are higher in the
winter [3]. Using a minimum area of less than 9 points (not shown) yields an unrealistic
number of cyclones (more than 1000 per month). It can be an indication that persistent
signals are counted as different cyclone events, like those generated by orography. However,
Figure 7 shows minimum area tests of 9, 12, 15 and 18 points and the expected increase in
the number of cyclones in winter is obtained. Moreover, correlation of monthly number
of cyclones between the 9 and 12 tests are 0.983, between 12 and 15 tests are 0.987 and
between 15 and 18 are 0.985, suggesting that the results converge around test of minimum
area equal to 15.
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Figure 6. Mean sea level pressure (contours) and relative vorticity at 850 hPa (shading) with thresholds
of: (A) −10−5 s−1; (B) −0.5 × 10−4 s−1; (C) −10−4 s−1 and (D) −2 × 10−4 s−1, on 1 July 2020, 12 UTC,
using a Gaussian filter parameter of 0.5.

Figure 7. Mean Cyclone centers per month detected between 2013 and 2022, using a Gaussian filter
parameter of 0.5, a threshold of relative vorticity of −10−4 s−1 and different sets of minimum area
(number of pixels).

Figure 8 shows the frequency distribution of cyclone lifetime (A), frequency distribu-
tion of cyclone mean speed (B) and the time series of total annual number of extratropical
cyclones between 2013 and 2022 (C). Although the number of cyclones detected using the
different tests are clearly dependent on the choice of the minimum area criterion, cyclone
lifetime and mean speed distribution are similar using the four tests. Table 2 shows the
mean lifetime and standard deviation in hours and the mean speed mean and standard
deviation for the four tests and they have no significant changes on the results. This means
that these characteristics of cyclones are not sensitive to the area criteria within this range of
values. For the rest of the study, we selected the 15 minimum area criteria as a good choice.
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Figure 8. Study of the features of cyclones for the four sensitivity tests of area criterion, computed
between 2013 and 2022: (A) Frequency distribution of cyclone lifecicle, (B) frequency distribution of
cyclone mean speed and (C) time series of total annual number of extratropical cyclones.

Table 2. Statistics information of lifetime and mean speed of detected cyclones using different
minimum area tests.

Minimum Area Test Lifetime Mean Lifetime Standard
Deviation Mean Speed Mean Mean Speed Standard

Deviation

9 24.9 12.6 56.4 16.5
12 24.8 12.2 56.3 16.4
15 24.6 12.0 56.3 16.2
18 24.4 11.7 56.3 16.1

3.4. First Case Study: Extratropical Cyclone of 26–28 October 2016

An intense extratropical event in southern Brazil was documented by Albuquerque et al. [40]
and Oliveira et al. [41], with impacts at Hermenegildo beach (33.7◦ S, 53.4◦ W, Figure 9A).
It was an event of high wave energy, with significant shifts in coastal morphology. The
automatic station of Santa Vitoria do Palmar (identified by A899), at 33.74◦ S/53.37◦ W
(Figure 9A), recorded a maximum wind gust of 111.2 Km/h at 17 UTC of 27 October 2016
and a minimum mean sea level pressure of 997.4 hPa at 15 UTC and 16 UTC of 27 October
2016. The cyclone started to develop on 26 October, with lower mean sea level pressure
over Uruguay and southern Brazil. Figure 9B shows the storm track identified by the
algorithm (blue line) and identified by a visual inspection of the pressure field (green line).
The evolution of the cyclone track from the algorithm agrees relatively well with that from
the visual detection. Figure 9C,D show the similarity of the visual field inspection and the
algorithm results (green point) and the location of the extratropical cyclone at the initial
frame (20 UTC 27 October) and during the more intense stage (16 UTC on 27 October)
respectively. Figure 9E,F show the evolution of cyclone intensity by the maximum 10-m
winds, minimum mean sea level pressure, maximum relative vorticity detection and the
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size of vorticity above the threshold at each time frame. All the parameters show the intense
period between 12 UTC on 27 October and 03 UTC on 28 October. The last time frame has
strong winds, low mean sea level pressure and intense relative vorticity, which may be
associated with a loss of the cyclolysis process. These results suggest that our algorithm
had the best accuracy at the initial stage and during the intense period of the cyclone for
the case study.

Figure 9. Extratropical cyclone during 26 to 28 October 2016. (A) Location of Hermenegildo Beach
and automatic station of Chui (A899). (B) Cyclone track from 26 October 2016, 20 UTC to 28 October
2016, 6 UTC obtained from the program (blue line) and visual inspection (green line). (C) Mean
sea level pressure and relative vorticity at 850 hPa, on 26 October 2016, 20 UTC, the green point
is the position obtained from the algorithm. (D) Same as (C) except for: 27 October 2016, 16 UTC.
(E) Minimum mean sea level pressure (green line) and maximum 10-m wind (red line) detected by
the algorithm during the event. (F) Minimum relative vorticity (green line) and total area under the
threshold (blue histograms) detected by the algorithm during the event.
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3.5. Second Case Study: Extratropical Cyclone of 15–17 August 2020

The second case study has the important feature of merging with another low-pressure
center. When two or more neighbouring cyclones merge or split, the recognition of the cy-
clone trajectory becomes more difficult [42]. There is an improvement in recognizing merg-
ing or splitting extratropical cyclones by using techniques such as connected-component
label (e.g., [10,12,26,42]). Figure 10A shows the storm track identified by the algorithm
(blue line) and that identified by a visual inspection (green line), using sea level pressure
field. Both tracks converge over all stages of the cyclone lifecycle. The extratropical cy-
clone developed over the southwest Atlantic at 20 UTC on 15 August 2020 (Figure 10B).
Figure 10C shows the event in the more intense stage, with a maximum relative vorticity of
−8.6 −10−4 s−1. Along the southeastward displacement, it started to merge at 00 UTC on
17 August 2020. Figure 10D shows the event on the merged stage.

Figure 10. Extratropical Cyclone of 15 to 17 August 2020. (A) Cyclone track from 15 August 2020,
20 UTC to 17 August 2020, 06 UTC, obtained from the algorithm (blue line) and from visual inspection
(green line). (B) Mean sea level pressure and relative vorticity at 850 hPa, 15 August 2020, 20 UTC,
the green point is the position obtained from the algorithm. (C) Same as (B) except for: 16 August
2020, 06 UTC. (D) Same as (B) except for: 17 August 2020, 02 UTC. (E) Minimum mean sea level
pressure (green line) and maximum 10-m wind (red line) detected by the algorithm during the event.
(F) Minimum relative vorticity (green line) and total area under the threshold (blue bars) detected by
the algorithm during the event.



Atmosphere 2024, 15, 230 13 of 19

Figure 10E,F present the evolution of minimum sea level pressure, maximum 10-m
winds, maximum relative vorticity at 850 hPa and total area above the threshold over the
cyclone time frames. A minimum mean sea level pressure and a maximum area above the
threshold occurred during the last hours of 16 August. However, the maximum winds
and more intense relative vorticity was during the early hours of the event. This can be
a consequence of the merging process just before the weakening that is observed during
cyclolysis. In the subsequent time frame, the algorithm maximum displacement part
promoted the end of the event. Possibly part of the decay process of the event was not
included by the program, due to the increase in area within the threshold, which displaces
the calculated center of mass, making the dissolution phase shorter. These two events
highlight the ability of the method to track the cyclogenesis process and the more intense
stage of the events and a possible suppression of part of the cyclolysis stage.

3.6. Temporal Resolution

We expect that the finer the temporal resolution, the better the tracking process because
the search in the following time step is done within a shorter time gap, and a shorter radius
of searching if the propagation speed does not change [16]. Another implication of using
higher time resolution data is that the cyclones are weaker on the average, because weaker
systems with shorter tracks are not identified in coarser time resolution data [21]. However,
Crawford et al. [23] examined the sensitivity of cyclone detection and tracking for the
Northern Hemisphere and showed that refining beyond 3 h does not necessarily lead to
more accurate detection and tracking, using the algorithm explained by Crawford and
Serreze [22] applied to finer temporal resolution dataset.

In addition to this, most climatology are constructed based on 6-hourly atmospheric
fields. Gramcianinov [30] compared the 6-hourly and 1-hourly tracking using the same
tracking method and thresholds. The results showed a higher genesis density in Uruguay
and a smaller density in southern Brazil, using 1-hourly data. According to the authors,
this difference can be associated with the identification of the cyclonic systems at earlier
stages of development using 1-hourly data.

Our study compares the cyclone tracking performance using 6-hourly and 1-hourly
datasets. Figure 11 shows the frequency distribution of cyclone lifetime, cyclone mean
speed and the count of extratropical cyclones per year from 1982 to 2022, with 1-hourly and
6-hourly temporal resolution. Crawford et al. [43] detached that changing from 6-hourly to
1-hourly resolution shorter events are more inclined to late detection or early termination
and explained that this leads to a grow of short-lived events. The same influence was
observed in ours results, that is more events of less than two days using 1-hourly resolution.
In terms of mean speed, although the mean values are similar, the frequency distribution
is more dispersed using 1-hourly resolution, with a standard deviation of 21.2 km/h to
1-hourly and 15.3 km/h to 6-hourly resolution. The time series of total annual number of
extratropical cyclones for the two resolutions, applied to 41 years (Figure 11C) show an
increasing tendency. The coefficient of determination is of 0.56 and 0.77 for 6-hourly and
1-hourly resolution, respectively.

Violin plot of extratropical cyclone tracking in Southern Hemisphere for the period of
1982–2022 (Figure 12A) highlights that 1-hourly temporal resolutions has more events per
year than 6-hourly resolution, with an average of 2314 for the 1-hourly dataset and 1750 for
the 6-hourly dataset.

Considering the period of 1982 to 2022, the duration of the events using 1-hourly and
6-hourly datasets has analogous difference to the frequency distribution of lifetime, with
an average of 24 h from the former and 49 h for the latter (Figure 12B). One explanation
to this difference could be a premature termination of tracks and/or split of two tracks in
situations that would be continued if analysed manually by a meteorologist. These issues
can be addressed in a future improvement of the program. Heading of Figure 12C, track
length in km tends to be shorter using the finer temporal resolution dataset, because the
search of the next frame has a shorter time gap, and this implies more details along the
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cyclone track, with more events of short lifetime and short distance traveled included in
the group of events. The track distance averages from 1355 km using the 1-hourly dataset
to 2224 km using 6-hourly dataset. The third quartile also shows a difference, with 1628 km
and 2917 km using 1-hourly and 6-hourly dataset resolution, respectively.

Figure 11. Study of the features of cyclones in the Southern Hemisphere using 1-hourly (blue) and
6-hourly (orange) temporal resolutions, for the period of 1982–2021: (A) Frequency distribution of
cyclone lifecicle, (B) frequency distribution of cyclone mean speed and (C) time series of total annual
number of extratropical cyclones.

The evaluation of cyclone speed (Figure 12D) shows similar average values using
the 6-hourly dataset comparing to those obtained by IMILAST intercomparison project.
However, the average speed 56 km/h using the 1-hourly dataset is slightly higher than
that from the 6-hourly dataset (46 km/h) and IMILAST intercomparison project. This can
be explained by the inclusion of faster cases, with finer temporal resolution and the more
disperse distribution shown in Figure 11B.

Focusing on the intensity of the events, Figure 12E shows the relative vorticity minimum
at 850 hPa, identified using the two temporal resolutions. The averages are −4.4 × 10−4 s−1

and −4.3 × 10−4 s−1 for the 1-hourly and 6-hourly datasets, respectively. As expected,
using the 1-hourly resolution, the algorithm is more efficient in finding the most intense
events, indicated by the elongated range of values in the violin plot. In terms of the average
of the area with relative vorticity above the threshold (Figure 12F), the two temporal
resolutions are similar, 106 and 95 for the 1-hourly and 6-hourly dataset, respectively. When
using the finer resolution, the algorithm captures slightly larger areas.

3.7. Extratropical Cyclone Climatology

Generally, studies using different methodologies of detecting and tracking of extra-
tropical cyclones present the number of cyclone centers, either by month or season, and
per unit area over a hemisphere. This is called system density by Simmonds and Keay [24].
When these results are presented as a percentage of the total time, it is usually called
cyclone frequency or cyclone density [27]. Most of the previous studies use different
6-hourly reanalysis datasets. To determine the robust features among the different method-
ologies, the IMILAST project compiled climatologies of cyclone frequency over the same
period (20-yr period), with the same time resolution (6 hourly), and the same dataset (ERA-
Interim/ECMWF dataset, with 1.5◦ spatial resolution), with the same minimum lifetime of
24 h [27], for both hemispheres. Here, we compare the results obtained from our algorithm
with those from the IMILAST project and other studies, taking into consideration that our
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study uses a different dataset, with higher temporal and spatial resolution, for a longer
period. So, we intend to present the similarities and differences with these assumptions
in mind.

Figure 12. Violin plot of extratropical cyclones tracking in the Southern Hemisphere using 1-hourly
(blue) and 6-hourly (orange) temporal resolutions, for the period of 1982–2022. (A) Events per year.
(B) Duration in hours. (C) Track length in km. (D) Average speed in km/h. (E) Minimum relative
vorticity of events in s−1. (F) Maximum area with relative vorticity under the threshold.

Figure 13 shows the mean number of cyclogenesis per month, with a cap area of
106 km2 in the Southern Hemisphere for the four seasons. It is evident that the greatest
number of cyclogenesis occurs along the 70◦ S–50◦ S latitude band, which agrees with Sim-
monds and Keay [24]. Consistent with previous studies and as expected, the frequency and
spatial extent of cyclogenesis are higher during winter. Our methodology also reproduces
the absence of cyclogenesis west of the Andes and an intensification of cyclogenesis along
the southeastern coast of South America [44,45]. As the perturbation crosses the Andes
at middle latitudes, the lower-level perturbation advances following the orography and
propagates on the lee side of the Andes, detached from the upper-level perturbation and
suppressing the instability. Approaching the southeastern coast of South America, the
perturbation encounters a more favorable baroclinic structure, promoting cyclogenesis. The
strong region of cyclogenesis observed in the coastal area of Antarctica was also observed
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by Treut and Kalnay [46], Murray and Simmonds [7],Hodges [33], Simmonds and Keay [24],
Hoskings and Hodges [47] and Valsangkar et al. [48].

Figure 13. The average number of cyclogenesis per month in the Southern Hemisphere, with a cap
area of 106 km2. (A) Winter: June, July and August, (B) Summer: December, January and February,
(C) Spring: September, October and November, (D) Autumn: March, April and May.

4. Discussion and Conclusions

In this article, we presented an algorithm to detect and track extratropical cyclones,
studying the choice of parameters for the ERA5 reanalysis, in the Southern Hemisphere. To
identify cyclonic centers, we use relative vorticity at 850 hPa and connected-component
labeling, which tracks cyclones as areas rather than local minimums. We tested the use
of three degrees of filtering smoothing of gaussian filter to determine the ideal level of
filtering for the best detection of cyclones. Also, we showed an example of relative vorticity
field at 850 hPa, using different thresholds for relative vorticity and tested four different
values of minimum area criteria. With these analyses, we adjusted within the algorithm to
improve its performance. We use standard deviation of the gaussian filter of 0.5 grid points,
threshold of relative vorticity of −10−4 s−1, and area criteria of 15 pixels. The maximum
displacement in one hour was fixed to 150 km.

The two case studies presented here highlighted the good performance to detect
cyclogenesis and the more intense periods of the cyclones and identify cyclones that
merge/split along their lifetime. However, the position of the cyclone center during the
cyclolysis can be inaccurate, because of the increase in the area within the threshold,
possible suppressing part of the dissipation process, as shown by the second case study.
Despite these findings, we believe that the algorithm is useful for studying extratropical
cyclones and exploring the different characteristics of the events.

Comparing the results using 1-hourly and 6-hourly temporal resolution, we find a
greater average number of events per year using 1-hourly temporal resolution. This can
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be explained by the greater precision in identifying the time frame of cyclogenesis and
cyclolysis with a finer resolution, and by the inclusion of some shorter events that would
have been removed by the minimum lifetime threshold. Using 41 years of data, the annual
count of extratropical cyclones of Southern Hemisphere displayed a slowly increasing
trend in both temporal resolution. The duration of the cyclones of around 2 days is slightly
larger using 6-hourly temporal resolutions, but it is in agreement with Neu [16], which
compares various methodologies using 6-hourly resolution dataset. The distance traveled
by the cyclones was a little longer using the 6-h temporal resolution due to the removal
of shorter cases. The cyclones captured by 1-h temporal resolution are in average faster
than those by the 6-h temporal resolution. Our 6-h temporal resolution results agreed with
IMILAST in term of average speed, mainly ranging from 20 km/h to 60 km/h.

The spatial distribution of cyclogenesis frequency from our algorithm is very similar
to those from other studies, in particular with regard to the most favorable areas of de-
velopment of extratropical cyclones. In general, the number of events is consistent with
previous studies, although there is no consensus on this among the various methods, as
shown by the IMILAST project. In terms of areas of suppression and intensification of
cyclogenesis in the Southern Hemisphere, our results are consistent with previous studies.
Further improvements to the algorithm can be made, such as including different parameter
thresholds at different altitude levels. The algorithm was implemented in Python, and its
source code is freely available from the authors upon request.

Future research using the methodology developed in this study includes understand-
ing the interannual variability of the characteristics of extratropical cyclones along the
southeastern coast of South America and potential links to extreme events of ocean temper-
ature, known as marine heat waves.
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