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Abstract: Clouds and cloud shadow cover cause missing data in some images captured by the
Gaofen-1 Wide Field of View (GF-1 WFV) cameras, limiting the extraction and analysis of the image
information and further applications. Therefore, this study proposes a methodology to fill GF-1
WFV images using the spatial autocorrelation and improved weighting (SAIW) method. Specifically,
the search window size is adaptively determined using Getis-Ord Gi* as a metric. The spatial and
spectral weights of the pixels are computed using the Chebyshev distance and spectral angle mapper
to better filter the suitable similar pixels. Each missing pixel is predicted using linear regression with
similar pixels on the reference image and the corresponding similar pixel located in the non-missing
region of the cloudy image. Simulation experiments showed that the average correlation coefficient of
the proposed method in this study is 0.966 in heterogeneous areas, 0.983 in homogeneous farmland,
and 0.948 in complex urban areas. It suggests that SAIW can reduce the spread of errors in the gap-
filling process to significantly improve the accuracy of the filling results and can produce satisfactory
qualitative and quantitative fill results in a wide range of typical land cover types and has extensive
application potential.

Keywords: gap filling; GF-1 WFV; Landsat 8 OLI; Getis-Ord Gi*; Chebyshev distance; spectral
angle mapping

1. Introduction

With the rapid development of remote sensing sensors and platforms, high-resolution
remote sensing images are becoming more readily available [1]. The copious and more
detailed information provided in high-resolution remote sensing images has led to a wide
range of applications in the areas of monitoring natural disasters (e.g., floods [2], forest
fires [3], and earthquakes [4]) and human activities (e.g., land use/land cover classifi-
cation [5], change detection [6]). The Gaofen-1 satellite is the first satellite of the China
High-resolution Earth Observation System (CHEOS) and has been continuously acquiring
massive amounts of Earth observation data since its operation in orbit in April 2013 [7]. The
Wide Field of View (WFV) imaging system of the GF-1 satellite includes four wide-width
cameras with a 16-m spatial resolution and a four-day revisit cycle. The swath width of the
GF-1 WFV can reach up to 800 km when the four wide-width cameras are combined [8].
Currently, the image of the GF-1 satellite has been widely used in the fields of forestry [9,10],
agriculture [11–13], and ecological environment [14,15], making up to a certain extent for
the shortcomings in the application of high-resolution satellite data in China.

However, optical remote sensing images are often contaminated or covered by clouds
and cloud shadows due to weather conditions, especially in summer, making real ground
information missing and extremely limiting the application of optical images [16]. For
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this reason, many researchers have developed gap-filling methods for reconstructing
missing data from cloud-covered images, which can be categorized into two main groups
based on the source of the auxiliary information data used [17]: spatial-, temporal-, and
spatiotemporal-based methods.

Spatial-based methods reconstruct the missing pixels of images using information
from the remaining valid pixels in cloudy images without using other reference images. The
most common are interpolation-based methods, such as Kriging interpolation [18,19]. Some
researchers have also viewed reconstructing missing data as a pathological inverse problem
and used regularization methods to solve these inverse problems [20–22]. Spatial-based
methods may perform well for a few missing pixels or simple textures; however, they are
unsatisfactory in coping with large cloud cover and complex heterogeneous regions.

Temporal-based methods provide reference information for reconstructing cloud-
covered areas in target images based on data acquired at different times in the same study
area. Temporal-based methods are usually more reliable than those of spatial-based meth-
ods, particularly for large-area gap filling; temporal-based cloud removal methods have
been studied more thoroughly [23,24]. Pixels missing in the area of interest can typically
be compensated for through temporal interpolation by multiple years’ average [25]. To
enhance the reliability of predictions pertaining to pixel value changes within the covered
area, the average values can be physically constrained by combining a priori knowledge,
such as albedo phenology [26]. Temporal filter techniques are commonly used to smooth
the time series for noise reduction purposes, making the albedo change consistent with
the phenology trend [27]. Popular temporal filters include the Savitzky–Golay (SG) fil-
ter [28] and the mean-value iterative filter [29]. Additionally, noise reduction using curve
fitting [30,31] and frequency domain transform [32] techniques are likewise common for
time series reconstruction.

Spatiotemporal-based methods use complementary information in satellite images
captured at adjacent times [33] to model the relationship between neighboring similar
pixels of a cloudy image and other auxiliary data based on local correlation [34] to reduce
or minimize discrepancies. Zhu et al. [35] proposed a modified neighborhood similar
pixel interpolator (mNSPI) method that can fill in missing regions covered by clouds by
combining local area replacement and interpolation. Zeng et al. [36] proposed a weighted
linear regression (WLR) method for reconstructing missing data that uses multitemporal
images as referable information and then constructs a regression model between the
corresponding missing pixels. Similarly, spatiotemporal-based methods include spatially
and temporally weighted regression (STWR) [37], spectral-angle-mapper-based spatial–
temporal similarity (SAMSTS) [38], combined with Kalman filtering and surface energy
balance theory [39], etc. In addition, more and more gap-filling methods using deep
learning have been proposed in recent years. Examples include convolutional neural
networks (CNN) [40], generative adversarial networks (GAN) [41,42], and recurrent neural
networks (RNN) [43]. Deep learning methods use a moderate amount of multi-temporal
data to achieve satisfactory accuracy. However, unlike some non-learning gap-filling
methods that use only single-phase temporal reference information, deep learning methods
usually require multi-phase temporal reference information to ensure sufficient image data
to facilitate model training. The number of reference images that deep learning methods
need to prepare increases exponentially as the area of interest increases. This may limit its
large-scale application due to the reliance on large datasets, as well as the complexity and
high computational performance requirements of the method.

When reconstructing missing pixels, searching for similar pixels to fill in missing
regions usually involves using spectral or spatial information of the local spatial neigh-
borhood or local temporal neighborhood images. The selection of the most correlated
and suitable pixels similar to the target pixels determines the accuracy of the filling result.
The search window determines the extent of the search for similar pixels in a localized
region. If the window size is too small or too large, it could result in an inadequate amount
of correlated pixels involved in the fill calculation, or alternatively, it might lead to the
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inclusion of more low-correlated pixels in the computation [44]. In the proposed research
methods, the window size is usually set to a fixed value [45,46], or an error evaluation
index is used to calculate the difference between the pixel values within the window to
dynamically confirm the window size [47–49]. It only determines the window size from
the perspective of spectral correlation and does not consider spatial autocorrelation. The
search for similar pixels is accomplished using a correlation metric usually determined
by weight calculations [37,38,50,51]. Commonly used spatial and spectral weights are
calculated only from the perspective of two pixels, without much consideration of the
structural distribution of nearby features, to assist in the search for similar pixels.

Most of the gap-filling methods that have been proposed are designed for low- and
medium-resolution images, such as Landsat [50,52,53] and moderate-resolution imag-
ing spectroradiometers (MODIS) [34,54,55]. Some studies have used medium- and high-
resolution images from different satellites as auxiliary data [45,56]. Among the known
gap-filling studies, there are only a few methodological studies on Gaofen-1 (GF-1) WFV
gap filling.

Based on the above problems, in this study, we propose a GF-1 WFV image gap-filling
method using spatial autocorrelation and improved weighting (SAIW). The novelty of
this research stems from the following: (1) we propose a strategy to adaptively determine
the search window size based on the local spatial autocorrelation; (2) in order to further
clarify the spatial and spectral correlations between pixels, taking into account the feature
distribution around pixels, Chebyshev distance and spectral angle mapping are used to
improve spatial and spectral weights, respectively.

2. Materials and Methods

The main steps of the proposed method include the following: (1) data preprocessing,
i.e., the panchromatic fusion of Landsat 8 OLI and resampling to 16 m spatial resolution;
(2) adaptive selection of a suitable search window size; (3) selection of similar pixels,
i.e., selection of pixels belonging to the same feature according to the unsupervised classifi-
cation results; (4) screening of similar pixels, screening of a certain number of similar pixels
based on spatial and spectral weights; and (5) prediction of the value of the missing pixels
based on the linear regression model, and the specific process is shown in Figure 1.
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2.1. Data

In this study, we used GF-1 WFV and Landsat 8 OLI images to validate the proposed
method (Table 1). The Landsat OLI contains seven bands, whereas GF-1 contains only
four bands (blue, green, red, and near-infrared (NIR) bands). Therefore, in our experiments,
we only considered four bands (blue, green, red, and NIR bands).

Table 1. Parameters of GF-1 WFV and Landsat 8 OLI.

Instruments Band Name Spectral Range (nm) Resolution (m) Swath Width (km) Repeat Cycle (days)

GF-1 WFV

Blue 450–520

16 800 4
Green 520–590
Red 630–690
NIR 770–890

Landsat OLI

Blue 450–515

30
185 × 180 16

Green 525–600
Red 630–680
NIR 845–885

PAN 500–680 15

Downscaling of the Landsat 8 OLI was required before filling, considering that the
spatial resolutions of the GF-1 WFV and Landsat 8 OLI were 16 and 30 m, respectively.
Panchromatic and multispectral image fusion [57] was applied to the Landsat 8 OLI images,
resulting in an image with a resolution of 15 m. The fused image was resampled using
bilinear interpolation to the same spatial resolution of 16 m as that of the GF-1 WFV.

2.2. Adaptive Search Window

Objects of land surface exhibit spatial aggregation in remote sensing images. Similar
feature types tend to be spatially close or clustered with each other; this is defined as
spatial autocorrelation [58]. This implies that a pixel at a location is most likely to be
surrounded by pixels belonging to the same or similar feature classes that have similar
spectral characteristics. Therefore, many gap-filling methods have been used to ensure
better spatial continuously and spectral consistency in the recovered region by introducing
a moving search window strategy that defines a fixed-size rectangular window around the
missing pixel as the center and searches for pixels with similar spectral characteristics in
this local region.

The size of the fixed-size search window determines the number of similar pixels
searched. For example, a search window too small for a heterogeneous region may result in
the number of similar pixels searched being insufficient for linear fitting, thereby affecting
the prediction accuracy of the missing pixels. If the search window is too large, it will cause
redundant computations to occur, and the efficiency of the algorithm is reduced. Therefore,
a flexible search window size can be chosen to ensure that a sufficient number of similar
pixels are selected without sacrificing computational efficiency.

To this end, we introduced an adaptive search window strategy to determine the
optimal search window size suitable for each missing pixel. We used the spatial autocorre-
lation metric Getis-Ord Gi* as the criterion for selecting the appropriate search window
size. Getis-Ord Gi* was used to determine the aggregation pattern of feature objects in the
geographic space [59]. The formula used is as follows:

G∗
i =

n
∑

j=1
wi,jR

(
xj, yj, b

)
− T(xi, yi, b)

n
∑

j=1
wi,j

S

√√√√√
n

n
∑

j=1
w2

i,j−

 n
∑

j=1
w

i,j

2


n−1

(1)
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S =

√√√√√ n
∑

j=1
R2

(
xj, yj, b

)
n

− T2(xi, yi, b) (2)

where T(xi, yi, b) is the value of the central pixel located at position
(

xj, yj
)

in band b within
the search window, R(xi, yi, b) is the value of the other pixels lo·cated at position

(
xj, yj

)
in

band b within the search window, wi,j is the spatial weight, and n is the number of pixels in
the search window.

The result of the Getis-Ord Gi* indicates a statistically significant z-score, where a
larger and positive G∗

i result indicates that the value of the image near pixel i is greater
than its value (i.e., a hot spot, which indicates high-value clustering), and a smaller and
negative G∗

i result indicates that the value of the image near pixel i is less than its value
(i.e., a cold spot, which indicates low-value clustering). The window size corresponding to
the minimum z-score is used as the search window size for this missing pixel. It means
that the other pixels within the search window have the most minor difference from the
central pixel.

2.3. Similar Pixel Detection

We assumed that the time interval between the cloudy and reference images was short
and that no significant land cover changes occurred. Hence, the land cover type of the
reference image can be approximated to the land cover type of the cloudy image to select
pixels with spectral characteristics similar to those of the missing pixels for inclusion in the
prediction calculation more accurately.

In this study, we used the unsupervised ISODATA algorithm to classify the reference
images. ISODATA can automatically construct a certain number of land use land cover
(LULC) classes by iteratively calculating the clustering means and covariances, and we
only need to visually interpret the reference images to determine the maximum LULC
classes [60]. In calculating the missing pixels, we define the pixel whose missing pixel
is located at the same position in the auxiliary image as the center reference pixel and
regard the LULC classification of the center reference pixel as the LULC classification of the
missing pixel. We defined pixels belonging to the same LULC classification as the center
reference pixels as similar pixels. All pixels belonging to the same feature type can be used
as similar pixels to predict missing pixels. However, the contributions of different similar
pixels to the calculation of the missing pixels may vary. In this study, similar pixels were
screened based on the spatial correlation of similar pixels combined with spectral similarity.

Unsupervised classification methods may classify pixels that do not belong to the same
classification but are spectrally similar to the same classification (e.g., urban buildings and
roads). In this case, there is some spectral similarity between similar pixels misclassified
into a single class and the central reference pixel. However, these misclassified pixels are
less reliable in providing information for predicting missing pixels and should be assigned
a lower weight. According to Tobler’s First Law of Geography, the spatial correlation
between objects that are close together is greater than that between objects that are far apart.
The closer a similar pixel is to the center reference pixel in the spatial distribution, the more
confident it is that a similar pixel has a higher probability of belonging to the same feature
type as the center reference pixel. Therefore, the location of the pixel and spectral similarity
between the similar pixel and center reference pixel should be used to assign appropriate
weights to determine its contribution.

2.3.1. Spatial Weight

For the spatial weight calculation, we used the Chebyshev distance to calculate the
spatial distance between a similar pixel and the center reference pixel. The Chebyshev
distance is the maximum difference between two vectors in any coordinate dimension.
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In a single-band image, the Chebyshev distance spatial weighting is calculated using the
following equation:

d = max(|x1 − x2|, |y1 − y2|) (3)

where x1 and y1 represent the position of the central reference pixel, while x2 and y2
represent the position of similar pixels.

In contrast to that done in other methods, we did not choose the commonly used
Euclidean geometric distance to calculate geographical distance. This is because a feature
is typically distributed at the pixel level of an image in a continuous regular shape (e.g., a
rectangle) rather than a discrete distribution [61,62].

Figure 2 shows that pixels similar to the right of the central reference pixel were
misclassified into the same category using unsupervised classification. Suppose the spatial
weights are calculated according to the Euclidean geometric distance; then, the misclassified
pixels have higher spatial weights than similar pixels belonging to the same feature type in
the upper-left diagonal. Suppose the spatial weights are calculated using the Chebyshev
distance; then, the spatial weights of both are the same, and the exact contribution is left to
the spectral weights to determine, which reduces the influence of misclassified pixels on
the results of predicting the missing pixels.

Atmosphere 2024, 15, x FOR PEER REVIEW 7 of 19 
 

 

 
Figure 2. Calculation of spatial weights using Euclidean distances. 

2.3.2. Spectral Weight 
For spectral weighting, we measured the spectral similarity of a pixel similar to the 

center reference pixel using the spectral angle mapper method, which determines the 
spectral similarity between two pixels by calculating the angle between their spectral fea-
ture vectors. 

( ) ( )
1

1 1
2 2

( ) cos v v
SAM

v v v v

T RD T
T T R R

′
−

′ ′

=  (4)

where vT  is the center reference pixel feature vector, and vR  is the similar pixel feature 

vector. vT
′  and vR

′  represent their transpose vectors, respectively. 
Because the values of different features in a certain band may be approximate, a small 

fraction of the pixels of other feature classes are likely to be misclassified into the same 
feature class as the center reference pixel when performing unsupervised classification. 
Therefore, we approximately took the four bands of the center reference and similar pixels 
as their spectral feature curves and simultaneously constructed a 3 × 3 (or 5 × 5) block 
centered on each of them as a shape feature, which can be used to determine whether both 
genuinely belong to the same feature classification. 

2.4. Predicting Missing Pixel Values 
A simple least-squares linear fitting is applied to predict each missing pixel value, 

i.e., 

( , , ) ( , , )T x y b R x y bα β= × +  (5)

where ( ),  ,  R x y b  and ( ),  ,  T x y b  represent the pixels at location ( ),x y  in band b  in 
the reference image and the target image. α  and β  are the slope and intercept of the 
linear regression. 

We rank the similar pixels according to the product of the spatial weights and spectral 
weights from highest to lowest. In this study, the first 50 similar pixels having the highest 
weight are selected to predict the missing pixel. α and β are obtained by (5) using the 
similar pixels and the pixels at the corresponding positions of the target image. Finally, 
the value of the missing pixel can be predicted by substituting the center pixel into (5). 

3. Results 
3.1. Simulated Experiments 

To evaluate the recovery effect of SAIW filling in the present study, we artificially 
applied an irregular mask to the GF-1 WFV images to simulate a region with missing pixel 

Figure 2. Calculation of spatial weights using Euclidean distances.

2.3.2. Spectral Weight

For spectral weighting, we measured the spectral similarity of a pixel similar to the
center reference pixel using the spectral angle mapper method, which determines the
spectral similarity between two pixels by calculating the angle between their spectral
feature vectors.

DSAM(T) = cos−1 T′
vRv

(T′
vTv)

1
2 (R′

vRv)
1
2

(4)

where Tv is the center reference pixel feature vector, and Rv is the similar pixel feature
vector. T′

v and R′
v represent their transpose vectors, respectively.

Because the values of different features in a certain band may be approximate, a small
fraction of the pixels of other feature classes are likely to be misclassified into the same
feature class as the center reference pixel when performing unsupervised classification.
Therefore, we approximately took the four bands of the center reference and similar pixels
as their spectral feature curves and simultaneously constructed a 3 × 3 (or 5 × 5) block
centered on each of them as a shape feature, which can be used to determine whether both
genuinely belong to the same feature classification.

2.4. Predicting Missing Pixel Values

A simple least-squares linear fitting is applied to predict each missing pixel value, i.e.,

T(x, y, b) = α × R(x, y, b) + β (5)
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where R(x, y, b) and T(x, y, b) represent the pixels at location (x, y) in band b in the refer-
ence image and the target image. α and β are the slope and intercept of the linear regression.

We rank the similar pixels according to the product of the spatial weights and spectral
weights from highest to lowest. In this study, the first 50 similar pixels having the highest
weight are selected to predict the missing pixel. α and β are obtained by (5) using the
similar pixels and the pixels at the corresponding positions of the target image. Finally, the
value of the missing pixel can be predicted by substituting the center pixel into (5).

3. Results
3.1. Simulated Experiments

To evaluate the recovery effect of SAIW filling in the present study, we artificially
applied an irregular mask to the GF-1 WFV images to simulate a region with missing pixel
values owing to cloud cover. We used the original pixel values of the region as validation
data to test the effectiveness and accuracy of the proposed method.

We selected three regions with characteristic land cover types for the experiments
(Figure 3). Each region used two images: a simulated cloud-contaminated image and a
reference image. The first experimental region was selected in southwest Beijing, which has
various land cover types, including urban areas, farmland, bare soil, water, and mountains.
Cloud-simulated and reference images were acquired on 28–29 April 2020. The second
experimental area is located in the North China Plain, where the land cover types are mainly
farmland, and the selected cloud simulation images and reference images were acquired
at the same time as the first experimental area, that is, 28–29 April 2020, respectively. To
test the filling effect of the proposed method in dense urban areas, the third experimental
region was set in Nanjing City, and the cloud simulation and reference images acquired on
3–6 April 2022, were selected.

Atmosphere 2024, 15, x FOR PEER REVIEW 8 of 19 
 

 

values owing to cloud cover. We used the original pixel values of the region as validation 
data to test the effectiveness and accuracy of the proposed method. 

We selected three regions with characteristic land cover types for the experiments 
(Figure 3). Each region used two images: a simulated cloud-contaminated image and a 
reference image. The first experimental region was selected in southwest Beijing, which 
has various land cover types, including urban areas, farmland, bare soil, water, and moun-
tains. Cloud-simulated and reference images were acquired on 28–29 April 2020. The sec-
ond experimental area is located in the North China Plain, where the land cover types are 
mainly farmland, and the selected cloud simulation images and reference images were 
acquired at the same time as the first experimental area, that is, 28–29 April 2020, respec-
tively. To test the filling effect of the proposed method in dense urban areas, the third 
experimental region was set in Nanjing City, and the cloud simulation and reference im-
ages acquired on 3–6 April 2022, were selected. 

 
Figure 3. Images of simulated experiment. Region 1 is southwestern Beijing, Region 2 is the North 
China Plain, and Region 3 is Nanjing. The sizes of the three experimental regions (pixel × pixel) are 
1506 × 1506, 1532 × 1533, and 1705 × 1705 pixels. The proportions of simulated cloud-covered regions 
were 23.81%, 16.84%, and 15.21%, respectively. (All false-color images are shown in near-infrared, 
red, and green as RGB). 

The results of the proposed SAIW method were compared with those obtained using 
a modified neighborhood similar pixel interpolator (mNSPI) [35] and linear weighted re-
gression (WLR) [36] on the original images. Specifically, mNSPI combines spectral-spatial 
and spectral-temporal information to predict missing pixels. WLR reconstructs missing 
pixels based on locally similar pixels using weighted linear regression. mNSPI and WLR 
use Euclidean and spectral distances to compute spatial and spectral weights, with mNSPI 
utilizing the difference in spectral values to determine the size of the search window and 
WLR using a fixed window size. The filling results of the proposed method, mNSPI, and 
WLR are shown in Figure 4. The three sub-regions of the study area were enlarged to 
show the differences in the results between the methods (Figure 5). 

Figure 3. Images of simulated experiment. Region 1 is southwestern Beijing, Region 2 is the North
China Plain, and Region 3 is Nanjing. The sizes of the three experimental regions (pixel × pixel) are
1506 × 1506, 1532 × 1533, and 1705 × 1705 pixels. The proportions of simulated cloud-covered regions
were 23.81%, 16.84%, and 15.21%, respectively. (All false-color images are shown in near-infrared,
red, and green as RGB).

The results of the proposed SAIW method were compared with those obtained using
a modified neighborhood similar pixel interpolator (mNSPI) [35] and linear weighted
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regression (WLR) [36] on the original images. Specifically, mNSPI combines spectral-spatial
and spectral-temporal information to predict missing pixels. WLR reconstructs missing
pixels based on locally similar pixels using weighted linear regression. mNSPI and WLR
use Euclidean and spectral distances to compute spatial and spectral weights, with mNSPI
utilizing the difference in spectral values to determine the size of the search window and
WLR using a fixed window size. The filling results of the proposed method, mNSPI, and
WLR are shown in Figure 4. The three sub-regions of the study area were enlarged to show
the differences in the results between the methods (Figure 5).
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The primary land cover type in sub-region A was mountainous. The SAIW method
had a good visual effect of filling in the mountainous area; the mNSPI method filled in
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the overall reddish result, which is also caused by the high NIR value as the red band
displayed, low contrast at the shadows of the mountain, and the area covered by vegetation
being too apparent. The WLR method was not suitable for recovering detailed parts of
ridges and valleys with patches.

The primary surface cover type in sub-region B was agricultural land. In this experi-
ment, SAIW and mNSPI showed satisfactory visual results. However, a white blocky noise
area was observed in the WLR results. The quantitative metrics of the SAIW method-filled
results indicated that they were closer to the original images than those of mNSPI and WLR,
maintaining good spectral consistency while retaining more spatial information allowing
SAIW to predict the missing data more accurately.

Sub-region C was a complex urban area. SAIW retained some urban architectural
details in this heterogeneous region and achieved better filling results. The mNSPI also
retained good architectural details in the filling result but did not match the original image
in the water portion. The WLR had the same results as in Region 2, with blocky noise
areas and some blurring of the dense architectural areas. In the same way, the quantitative
evaluation of the SAIW fill results was the best among all methods, confirming that the
SAIW method can provide high-quality fill in complex urban areas.

We calculated the Pearson’s correlation coefficient (R) and root mean square error
(RMSE), which are accuracy indicators of the predicted and observed reflectance of the
missing region. The results of the accuracy evaluation are presented in Table 2. The results
showed that the proposed method outperformed the other two research methods in terms
of R and RMSE for all four bands, with the highest correlation in the visible bands (red,
green, and blue), and the accuracy in the NIR bands was slightly lower than that in the other
three bands. The quantitative metrics showed the same regularity for all three methods, a
phenomenon that may be due to sensor differences between the Landsat 8 OLI and GF-1
WFV. Overall, the accuracy evaluation metrics indicated that the proposed method had
a lower prediction bias than mNSPI and WLR and that its predictions were closer to the
original images.

Table 2. Accuracy evaluation results for the simulated experiment.

Band
Region 1 Region 2 Region 3

SAIW mNSPI WLR SAIW mNSPI WLR SAIW mNSPI WLR

R

Blue 0.972 0.951 0.950 0.982 0.901 0.929 0.963 0.901 0.899
Green 0.971 0.948 0.947 0.983 0.957 0.944 0.942 0.922 0.885
Red 0.972 0.955 0.956 0.985 0.972 0.954 0.954 0.930 0.916
NIR 0.951 0.911 0.919 0.982 0.906 0.978 0.934 0.893 0.906

e

Blue 0.007 0.009 0.009 0.004 0.009 0.008 0.007 0.011 0.011
Green 0.008 0.010 0.010 0.004 0.007 0.008 0.011 0.011 0.013
Red 0.009 0.011 0.011 0.006 0.008 0.011 0.011 0.012 0.013
NIR 0.019 0.024 0.023 0.013 0.028 0.014 0.021 0.027 0.025

3.2. Impact of Reference Images Obtained at Different Times on the Accuracy of Simulated Experiments

As the temporal distance between the reference and cloudy images increases, the
surface reflectance at the same location changes significantly owing to seasonal variations,
which can substantially impact the filling accuracy. To reveal this effect, we analyzed
the sensitivity of the performance of the SAIW, mNPSI, and WLR methods to the time of
acquisition of the reference image. To illustrate this issue, we tested it in southwest Beijing
(Region 1) and the North China Plain (Region 2). The dates of the reference images chosen
in Section 3.1 for both regions are only one day away from the target image. For this reason,
we selected images from 13 April 2020 (15 days away) and 28 March 2020 (31 days away)
for southwest Beijing (Figure 6), and 22 April 2020 (6 days away) and 13 April 2020 (15 days
away) for the North China Plain (Figure 7).



Atmosphere 2024, 15, 252 10 of 18
Atmosphere 2024, 15, x FOR PEER REVIEW 11 of 19 
 

 

 
Figure 6. Reference images acquired at different times in southwest Beijing (Region 1). 

 
Figure 7. Reference images acquired at different times in the North China Plain (Region 2). 

In southwest Beijing, when the correlation of all three methods decreased to a certain 
extent with increasing temporal distance, the complex surface cover types and climatic 
variations caused the target image and reference time to show apparent visual differences. 
In general, the prediction accuracy of SAIW is always greater than that of mNSPI and 
WLR, and satisfactory prediction results can be achieved in regions with complex surface 
cover types (Figure 8). 

 
Figure 8. Accuracy evaluation for reference images obtained at different times in southwest Beijing. 
(a) is Pearson’s correlation coefficient (R); (b) is root mean square error (RMSE). 

The North China Plain is a homogeneous region in which winter wheat is the pre-
dominant land cover type [63]. Winter wheat is in the jointing and booting stages from 
mid to late April [64]. During these stages, the reflectance of visible light (especially in the 
green band) and NIR light decreases gradually [65,66]. The accuracy of SAIW was less 
affected by the change in the reflectance, particularly in the NIR band (the correlation of 
the NIR band on 22 and 13 April only decreased by 0.010 and 0.012, respectively, com-
pared with that on 28 April) (Figure 9). By contrast, the mNSPI and WLR accuracies de-
creased slightly. 

Figure 6. Reference images acquired at different times in southwest Beijing (Region 1).

Atmosphere 2024, 15, x FOR PEER REVIEW 11 of 19 
 

 

 
Figure 6. Reference images acquired at different times in southwest Beijing (Region 1). 

 
Figure 7. Reference images acquired at different times in the North China Plain (Region 2). 

In southwest Beijing, when the correlation of all three methods decreased to a certain 
extent with increasing temporal distance, the complex surface cover types and climatic 
variations caused the target image and reference time to show apparent visual differences. 
In general, the prediction accuracy of SAIW is always greater than that of mNSPI and 
WLR, and satisfactory prediction results can be achieved in regions with complex surface 
cover types (Figure 8). 

 
Figure 8. Accuracy evaluation for reference images obtained at different times in southwest Beijing. 
(a) is Pearson’s correlation coefficient (R); (b) is root mean square error (RMSE). 

The North China Plain is a homogeneous region in which winter wheat is the pre-
dominant land cover type [63]. Winter wheat is in the jointing and booting stages from 
mid to late April [64]. During these stages, the reflectance of visible light (especially in the 
green band) and NIR light decreases gradually [65,66]. The accuracy of SAIW was less 
affected by the change in the reflectance, particularly in the NIR band (the correlation of 
the NIR band on 22 and 13 April only decreased by 0.010 and 0.012, respectively, com-
pared with that on 28 April) (Figure 9). By contrast, the mNSPI and WLR accuracies de-
creased slightly. 

Figure 7. Reference images acquired at different times in the North China Plain (Region 2).

In southwest Beijing, when the correlation of all three methods decreased to a certain
extent with increasing temporal distance, the complex surface cover types and climatic
variations caused the target image and reference time to show apparent visual differences.
In general, the prediction accuracy of SAIW is always greater than that of mNSPI and WLR,
and satisfactory prediction results can be achieved in regions with complex surface cover
types (Figure 8).
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The North China Plain is a homogeneous region in which winter wheat is the predom-
inant land cover type [63]. Winter wheat is in the jointing and booting stages from mid to
late April [64]. During these stages, the reflectance of visible light (especially in the green
band) and NIR light decreases gradually [65,66]. The accuracy of SAIW was less affected
by the change in the reflectance, particularly in the NIR band (the correlation of the NIR
band on 22 and 13 April only decreased by 0.010 and 0.012, respectively, compared with
that on 28 April) (Figure 9). By contrast, the mNSPI and WLR accuracies decreased slightly.
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3.3. Impact of Cloud Sizes on the Accuracy of Simulated Experiments

In this section, we analyze the performance of the proposed method in terms of cloud
size. Irregular cloud masks of different sizes were applied to the images of southwest
Beijing as experimental data (Figure 10).
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We calculated the average correlation coefficients for the SAIW, mNSPI, and WLR
across four bands to reflect the trend in accuracy of the results under cloud cover of different
sizes (Figure 11). The proposed SAIW method showed the highest accuracy (i.e., it usually
had the highest R and lowest RMSE values in all bands) for cloud-covered areas of different
sizes among the three methods (Table 3). The smaller the cloud coverage area, the more
pronounced the advantage of the proposed SAIW method. The correlation coefficient R of
the SAIW method still showed better accuracy than the other two methods when the size
of the cloud-covered area increased to 47.43% of the entire image.

Table 3. The accuracy of three methods for simulating experiments with different cloud region sizes.

Proportion Method Blue Green Red NIR

R

23.81%
SAIW 0.972 0.971 0.972 0.951

mNSPI 0.951 0.948 0.955 0.911
WLR 0.950 0.947 0.956 0.919

29.59%
SAWI 0.960 0.967 0.970 0.948

mNSPI 0.955 0.952 0.958 0.915
WLR 0.949 0.949 0.958 0.921

38.60%
SAWI 0.961 0.965 0.967 0.946

mNSPI 0.955 0.952 0.957 0.914
WLR 0.947 0.949 0.958 0.925

47.43%
SAWI 0.958 0.963 0.967 0.936

mNSPI 0.951 0.948 0.955 0.910
WLR 0.939 0.944 0.958 0.919



Atmosphere 2024, 15, 252 12 of 18

Table 3. Cont.

Proportion Method Blue Green Red NIR

RMSE

23.81%
SAIW 0.007 0.008 0.009 0.019

mNSPI 0.009 0.010 0.011 0.024
WLR 0.009 0.010 0.011 0.023

29.59%
SAWI 0.009 0.009 0.009 0.019

mNSPI 0.009 0.010 0.011 0.024
WLR 0.009 0.010 0.010 0.023

38.60%
SAWI 0.009 0.009 0.010 0.019

mNSPI 0.009 0.010 0.011 0.024
WLR 0.010 0.010 0.011 0.022

47.43%
SAWI 0.009 0.009 0.010 0.021

mNSPI 0.009 0.010 0.011 0.024
WLR 0.010 0.011 0.011 0.022
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simulated clouds.

3.4. Real Data Experiments

To further validate the performance of the SAIW method and prove that SAIW can
indeed be used to fill areas covered by real clouds, two sets of GF-1 WFV real-data experi-
ments were conducted separately. The first set of experiments was based on an image of
a mountainous area (Region 4) near Wuhan, Hubei Province, which was cloud-covered
on 26 September 2021, and a Landsat 8 OLI image was obtained on 2 October 2021. The
second set of experiments was based on a cloud-contaminated image (Region 5) obtained
on 24 July 2016, in the Yangtze River Delta region, with the Landsat 8 OLI data obtained on
25 July 2016, as the reference image, which was mainly used to test the actual filling effect
of the SAIW method in the agricultural area.

The filling results are shown in Figure 12. For a visual comparison, we applied a
cloud mask to a real cloudy image (third column in Figure 12) to eliminate the effect of
clouds on the real color of the image. The results showed that the SAIW predictions in the
two regions had attractive visual continuity and relatively harmonious hues, indicating
that the SAIW performed satisfactorily in removing real clouds from the GF-1 WFV data.
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4. Discussion

The Landsat 8 OLI images are used as a reference image for GF-1 WFV image gap
filling, which reaped satisfactory results in the experiment. When using Landsat 8 OLI
images to fill in the gaps in the GF-1 WFV images, we have to consider the problem of
spatial resolution difference. For the purpose of downscaling the Landsat 8 OLI to the
same spatial resolution as the GF-1 WFV, the method in the PCI Geomatics Banff 2020
SP2 software named the PANSHARP was used to downscale [67]. The sharpened images
were resampled to 16 m to maintain the consistent spatial resolution as GF-1 WFV. This
measure is demonstrated to be efficacious in preserving the integrity of detailed features
within the result of gap fill, notwithstanding that the pan-sharpening fusion process causes
deviations in pixel values. However, utilizing the Landsat 8 OLI image, which has been
directly resampled to 16-m resolution, as a reference image for filling the GF-1 WFV image
will lead to a needless smoothing effect in the reconstructed areas. This points to the critical
necessity for a critical pan-sharpening fusion and resampling strategy in order to retain
the high-resolution detail that is characteristic of the target image. Given that Sentinel-2
offers a spatial resolution of 10 m across all visible bands, it was initially considered as a
potential choice of reference image [68,69]. However, despite its spatial resolution being
relatively close to that of the GF-1 WFV, the filling results within the NIR band reveal
inconsistencies in feature continuity along the boundaries of the targeted area. This is
attributed to Sentinel-2’s spatial resolution in the NIR band being 20 m, which introduces
discrepancies at the edges when used for gap filling [70].

The proposed method quantifies the spatial correlation within the search window
using Getis-Ord Gi* as a metric and determines the optimal search window size based on
the highest spatial autocorrelation. This strategy makes full use of the spatial correlation
between the neighboring pixels and the central reference pixel. The adaptive search
window strategy ensures a sufficient number of similar pixels, thereby facilitating the
precise reconstruction of missing pixels and enriching the detail within the filling results.
Typically, the reconstruction of missing pixels is performed on a pixel-by-pixel basis [71,72],
with each sequentially reconstructed pixel contributing as a candidate of a similar pixel
in the ensuing calculation of the next similar missing pixel, thus iteratively influencing
subsequent results [73]. This means that the selectable similar pixels for a missing pixel
at the same position that can be selected are dynamic, contingent upon the sequence of
computation—whether it progresses in a row-by-row order, a row-by-row reverse order, a
column-by-column order, or a column-by-column reverse order [74]. Therefore, it warrants
further investigation to assess the comparative results of pixel reconstruction from varying
orientations and their impact on accuracy. Moreover, it would be worthwhile to explore the
potential impact on accuracy and computational efficiency of gap filling from four cardinal
directions concurrently.
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Improved spatial and spectral weights reduce the misjudgment of similar pixels due
to unsupervised classification and enhance the feature information of similar pixels in the
neighborhood window. In contrast to that in mNSPI and WLR, the weights of similar pixels
are computed in SAIW to conveniently filter pixels that are correlated with the central
reference pixel. The weights of the pixels were not involved in the prediction of the missing
pixels. Linear fitting was used to represent the temporally varying relationship between
the missing pixels and the central reference pixel. The proposed method provides a simple
concept of the gap-filling method.

Notably, the selection and further screening of similar pixels are mainly determined by
the information of the reference image, which means that when there is a large difference
between the land cover type of the reference image and the target image or when there is a
sudden change in the land cover type within a short time, the cloud-covered region in the
cloudy image cannot be predicted accurately. Therefore, as in most previously proposed
multi-temporal gap-filling methods [75–77], SAIW is suitable for situations where the time
intervals are relatively short or land cover changes are not obvious.

We ran all the methods on a PC configured with Intel Core i5-11400 CPU and 32 GB
RAM. As an example, the time required to process 54,020 pixels in a 1506 × 1506 resolution
image is about 22 min for the SAIW method to run, about 18 min for mNSPI, and about
13 min for WLR. Although the SAIW method outperforms both of the other two methods
in reconstructing missing pixels, this is obtained at the expense of computational efficiency.
The main loss in computational efficiency is in the process of determining similar pixels and
windows for each pixel. Because of the use of the adaptive windowing strategy, a spatial
autocorrelation calculation will be performed once for each alternative search window
size for each missing pixel to determine the search window size. Also, the calculation of
spectral weights is oriented towards the calculation of arrays, which will take up more
computational resources than numerical calculations. To enhance computational efficiency,
future research will investigate the strategy of segmenting the missing area within the same
spectral band to enable simultaneous computation. Additionally, there will be efforts to
perform computations across multiple bands concurrently for the missing pixels.

Currently, only one reference image is used as the secondary source of information. In
future studies, we will attempt to obtain information from images at different time intervals
simultaneously, making the gap-filling method applicable to situations where the land
cover type changes. With the advent of additional satellite deployments and the increasing
of available medium- and high-resolution images, reference images from multiple sources
will be used in future studies to be incorporated into the gap-filling process, rendering the
proposed method more adept at the reconstruction of cloud-polluted areas with sudden
changes in surface cover. In the application of multi-source remote sensing images for
gap-filling purposes, the differences between sensors will be considered. It is aimed at
reducing the propagation of errors within the gap-filling process, thereby significantly
improving the accuracy of filling results.

5. Conclusions

The SAIW method fills cloud-covered regions in the target image by utilizing infor-
mation from reference images at adjacent times. This process involves a series of steps,
including adaptively determining the size of the search window, along with selecting and
screening similar pixels. Specifically, the Getis-Ord Gi* metric was employed to estab-
lish the spatial correlation between the pixels within the window and the central pixel,
facilitating the selection of an appropriate window size. Subsequently, the spatial and
spectral information of similar pixels was calculated using the Chebyshev distance and
spectral angle mapper, respectively, to optimize the spatial and spectral weights. Finally, the
missing pixels were predicted based on filtered similar pixels using linear fitting. This can
reduce the spread of errors in the gap-filling process, significantly improving the accuracy
of the filling results. To demonstrate the advantages of the SAIW method, simulation
experiments were conducted in different study areas to verify the filling performance of
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the SAIW method under typical surface cover types. The effects of different cloud area
sizes and time intervals between the reference and target images on the accuracy of the
fill process were analyzed. Good visual filling effects were observed in the experiments
with real cloud-contaminated images, which proved that the use of the SAIW method to
fill GF-1 WFV images was reliable.
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