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Abstract: In this study, a diagnostic model for evaporation ducts was established based on the
Coupled Ocean–Atmosphere–Wave–Sediment Transport (COAWST) and the Naval Postgraduate
School (NPS) models. Utilizing this model, four sensitivity tests were conducted over the South China
Sea from 21 September to 5 October 2008, when four tropical cyclones affected the study domain.
These tests were designed with different roughness schemes to investigate the impact mechanisms
of wave processes on evaporation duct simulation under extreme weather conditions. The results
indicated that wave processes primarily influenced the evaporation duct heights by altering sea
surface roughness and dynamical factors. The indirect impacts of waves without dynamical factors
were rather weak. Generally, a decrease in local roughness led to increased wind speed, decreased
humidity, and a reduced air–sea temperature difference, resulting in the formation of evaporation
ducts at higher altitudes. However, this affecting mechanism between roughness and evaporation
ducts was also greatly influenced by changes in regional circulation. In the eastern open sea areas
of the South China Sea, changes in evaporative ducts were more closely aligned with local impact
mechanisms, whereas the changes in the central and western areas demonstrated greater complexity
and fewer local impacts due to variations in regional circulation.

Keywords: evaporation duct; wave process; COAWST; sensitivity analysis; air–sea interaction

1. Introduction

The propagation of electromagnetic (EM) signals is significantly influenced by at-
mospheric refraction. Under specific conditions, abrupt vertical changes in refractivity
can cause EM signals to become trapped at certain altitudes and extend beyond normal
radio ranges. This phenomenon, known as an atmospheric duct, can occur in various
atmospheric conditions. One specific type of atmospheric duct is the evaporation duct,
which forms primarily above the sea surface, typically within altitudes of 30–40 m. Previous
studies have indicated that the formation of the evaporation duct is associated with the
rapid reduction in water vapor concentration within the first few meters above the sea
surface due to evaporation [1,2].

The characteristics of the evaporation duct over a wind-roughened sea surface depend
not only on the profiles of atmospheric variables within the altitudes of 30~40 m above
the sea surface, but also on processes occurring at the air–sea interface, such as waves,
air–sea thermal differences, and evaporation [3–5]. Among these influencing factors, the

Atmosphere 2024, 15, 707. https://doi.org/10.3390/atmos15060707 https://www.mdpi.com/journal/atmosphere

https://doi.org/10.3390/atmos15060707
https://doi.org/10.3390/atmos15060707
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/atmosphere
https://www.mdpi.com
https://orcid.org/0000-0002-0528-0350
https://orcid.org/0000-0002-2628-4107
https://orcid.org/0000-0001-9243-6853
https://doi.org/10.3390/atmos15060707
https://www.mdpi.com/journal/atmosphere
https://www.mdpi.com/article/10.3390/atmos15060707?type=check_update&version=2


Atmosphere 2024, 15, 707 2 of 24

impact of dynamic ocean wave processes on changes in evaporation ducts is of considerable
interest. This is because the shadowing effects over a rough sea surface have been shown
to introduce additional uncertainties in the estimation of scattering and path loss for the
propagation of EM signals [6,7].

Wave processes are recognized for their interaction with the upper atmosphere, notably
by enhancing air–sea fluxes of heat, mass, and momentum [8,9]. Research suggests that
even small waves can perturb atmospheric profiles near the sea surface, thereby influencing
evaporation ducts [10,11].

To explore the impact of ocean waves on EM propagation and atmospheric ducts,
several large-scale intensive observation experiments were conducted to gather data for
validating numerical models’ simulations of rough sea surfaces [12–14]. For instance, the
Rough Evaporation Duct (RED) experiment conducted in Oahu Island, Hawaii, revealed
that waves distorted mean wind streamlines and vertical profiles of temperature and
humidity, resulting in refractivity fluctuations with periods nearly matching those of wave
phases [15]. However, it is regrettable that no significant effects on evaporation ducts were
observed during the RED experiment period due to meteorological conditions.

Previous studies have explored the relationship between waves and evaporation ducts
using field observations, reanalysis data, or numerical models [16–18]. For instance, Yang
et al. examined the interannual variability of the evaporation duct over the South China
Sea utilizing Climate Forecast System Reanalysis (CFSR) data [19]. They observed a strong
correlation between regions of high surface wind, indicative of rough sea surfaces, and
areas with elevated evaporation duct heights. While these studies have identified consistent
changes between waves and evaporation ducts, the mechanisms by which waves affect
changes in evaporation ducts still remain unclear. Additionally, there are a limited number
of quantitative analysis studies focusing on the relationships between evaporation ducts
and wave-induced roughness or changes in fluxes. One contributing factor to this research
gap is the scarcity of vertical observations within the evaporation duct’s height.

Due to a lack of comprehensive vertical observation data within the marine atmo-
spheric boundary layer, many studies investigating the mechanisms of evaporation ducts
have relied on numerical weather models supplemented with empirical evaporation duct
models [20–22]. Despite significant advancements in boundary-layer parameterizations,
these numerical weather models have struggled to accurately represent processes occurring
within the extremely shallow layer near the sea surface in evaporation duct simulations.
Over the past few decades, several empirical models based on the Monin–Obukhov simi-
larity theory have been developed to characterize the properties of evaporation ducts and
have been widely validated for their reliability in subsequent studies [23–25].

Thanks to the comprehensive observational experiments mentioned previously, the
effectiveness of numerical weather simulations combined with empirical evaporation
duct models has been validated through hydro-meteorological and radar field observa-
tions [26,27]. For instance, Ulate et al. analyzed datasets from the Coupled Air-Sea Processes
and Electromagnetic Ducting Research (CASPER) experiment and determined that the Cou-
pled Ocean/Atmospheric Mesoscale Prediction System (COAMPS) performed admirably
in both forecasting meteorological conditions and diagnosing evaporation ducts [28]. In
extreme weather conditions, the changes in waves and atmospheric elements near the sea
surface are more pronounced, which helps researchers delve deeper into the mechanisms
of ocean-atmosphere interaction. However, there have been few studies on the varia-
tion of the evaporative duct phenomenon under extreme weather conditions in the past,
making the response mechanism of the evaporative duct height to waves and roughness
unclear. The establishment of a fully coupled ocean-atmosphere-wave model provides
an excellent tool for studying this aspect. Unlike uncoupled atmospheric models, fully
coupled ocean-atmosphere-wave models can account for dynamic interactions between
atmospheric boundary layers and ocean upper layers, enhancing simulations of processes
near the air–sea interface, particularly in extreme weather conditions and high seas [29–32].
These models enable sensitivity tests and investigations into the mechanisms linking
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wave processes and evaporation ducts. One such prominent coupled model, the Coupled
Ocean-Atmosphere-Wave-Sediment Transport (COAWST), developed by Warner et al., has
seen extensive application in operational forecasting and the study of air–sea interaction
mechanisms [33–38].

In this study, we integrated the COAWST model with an empirical evaporation duct
model—the Naval Postgraduate School (NPS) model, which is widely employed for practi-
cal duct estimation. Several simulation tests were conducted using the COAWST model,
considering different aspects of wave processes, to examine the sensitivity of evaporation
duct characteristics to these processes. A dataset of hydro-meteorological parameters
gathered from an air–sea flux observation tower situated in the Yongxing Island, South
China Sea, was employed, along with the reanalysis dataset, to validate the simulations.

2. Model and Data
2.1. COAWST Model

The COAWST model comprises three component models designed to represent the
atmosphere, ocean, and wave environments [39]. The atmospheric component model
employs the Weather Research and Forecasting (WRF) system with the Advanced Research
WRF (ARW) dynamic core [40]. Utilizing various physical schemes, the WRF model
facilitates simulations across different scales, from synoptic to mesoscale. The ocean
component model is the Regional Ocean Modeling System (ROMS), capable of solving
the three-dimensional Reynolds-averaged Navier–Stokes equations through hydrostatic
and Boussinesq approximations [41]. The wave component model, Simulating Waves
Nearshore (SWAN), operates as a spectral wave model, resolving the spectral density
evolution equation [42].

The three component models communicate via the Model Coupling Toolkit (MCT),
a parallelized tool designed for exchanging model state variables [43]. Furthermore, the
Spherical Coordinate Remapping Interpolation Package (SCRIP) is utilized for grid inter-
polation across different coordinate systems of the component models [44].

During the variable exchange process, the WRF model receives Sea Surface Tempera-
ture (SST) data from the ROMS model while providing atmospheric pressure, temperature,
relative humidity, surface winds, cloud fraction, precipitation, shortwave and longwave
radiation back to the ROMS model. Utilizing these parameters, the ROMS model computes
ocean surface stress and net heat fluxes using the COARE algorithm [45]. Furthermore,
the ROMS model receives wave characteristics such as direction, height, length, period,
percent breaking, energy dissipation, and bottom orbital velocity from the SWAN model
while providing bathymetry, bottom elevation, sea surface height, and depth-averaged
currents to the SWAN model.

In the atmosphere-wave exchange process, the WRF model furnishes surface winds
at the 10 m level to the SWAN model for wave computation. Concurrently, the WRF
model obtains wave height and length data to determine sea surface roughness. In the
Mellor-Yamada Nakanishi Niino (MYNN) level 2.5 planetary boundary layer scheme, the
surface roughness z0 is parameterized as:

z0 = ca
u2
∗

g
+

υ

u∗
, (1)

where ca is the Charnok coefficient taken by 0.016, u* is the surface stress, g is gravity, and υ
is the viscosity [46,47]. Within the COAWST model framework, modifications were made
to the planetary boundary layer scheme, along with its corresponding surface scheme.
Equation (1) was replaced with another one, which considered the wave effects and was
described as:

z0 = 1200.0Hwave

(
Hwave

Lwave

)4.5
+ 0.11

υ

u∗
. (2)
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In this formulation, Hwave is the significant wave height, while Lwave is the mean
wavelength [48].

Based on previous evaluation studies of the COAWST model, the incorporation of
wave processes was found to enhance the cooling effects of SST and mitigate changes in
wind stress at the sea surface [49].

The COAWST model demonstrated excellent performance in simulating marine hydro-
meteorological conditions. For instance, Sian et al. investigated the effects of air–sea
coupling on the simulations of typhoons over the South China Sea. They found that the
root mean square error of the 10 m wind speed from COAWST was reduced by 5.73%
when compared to the WRF simulation [50]. Zheng et al. evaluated the simulation of super
typhoon Megi (2010) from COAWST and found that the mean absolute errors of typhoon
intensity decreased by approximately 36% compared to those of WRF [51].

Utilizing the hydro-meteorological outputs of COAWST near the sea surface, the NPS
model enables the diagnosis of feature parameters associated with evaporation ducts.

2.2. NPS Model

The NPS bulk model, developed by the Naval Postgraduate School in the USA, is
widely employed for conducting duct simulations [52,53]. This model utilizes hydro-
meteorological variables such as wind speed, pressure, temperature, humidity, and SST at
specific levels near the sea surface as inputs. Subsequently, it computes air temperature,
humidity, and pressure profiles based on the Monin–Obukhov similarity theory. In this
study, the scaling parameters at the sea surface were determined using version 3.0 of
the COARE (Coupled Ocean Atmosphere Response Experiment) bulk model [54]. The
modified atmospheric refractive index, M, is derived by

M =
77.6

T
×

(
P +

4810e
T

)
+ 0.157z, (3)

where T is air temperature in K, P is air pressure in hPa, e is water vapor pressure in hPa,
and z is height above the sea surface in m. The evaporation duct height is determined
based on the profile of M, identifying the height at which M reaches its minimum value.

Based on a range of propagation experiments and evaluation studies, the NPS model
demonstrated superior accuracy in generating evaporation duct and atmospheric refrac-
tivity profiles [55]. Guo et al. employed marine observations over the South China Sea to
validate the accuracy of the NPS model. They found the NPS performed better than the P-J
(Paulus-Jeske) model when the duct height lies within the altitudes of 5 m to 20 m. Its mean
absolute error of duct height was 1.45 m, which was 0.2 m lower than the P-J model, but its
mean relative error was higher by 3.3% when the duct height was higher than 1 m [56].

2.3. Observation Data

The validation of the evaporation duct in this study utilized site observations obtained
from the air–sea flux observation experiment conducted between 25 April and 7 October
2008. The experiment took place at a reef-based observation tower located at 16.83◦ N,
112.33◦ E, off the coast of Yongxing Island in the South China Sea [57,58]. The observation
dataset encompasses Sea Surface Temperature (SST), wave data, and evaporation duct
heights diagnosed from meteorological variables at three levels: 3.5 m, 7.0 m, and 10.5 m
above mean sea level. This dataset is currently accessible upon request from the National
Earth System Science Data Center, National Science & Technology Infrastructure of China
(http://www.geodata.cn, accessed on 7 June 2024).

Furthermore, this study also utilized the ERA5 reanalysis data provided by the
European Centre for Medium-Range Weather Forecasts (ECMWF) to validate the duct
diagnosis model established by COAWST and NPS. The dataset can be accessed on-
line at https://www.ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-v5 (accessed on
7 June 2024).

http://www.geodata.cn
https://www.ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-v5
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3. Methodology
3.1. Experimental Design

This study conducted one control test (CTL) and three sensitivity tests (T1, T2, and
T3) with varied settings to assess the influence of wave coupling processes on simulated
evaporation duct characteristics. For ease of comparison, the CTL was configured using
the fully coupled option (WRF-ROMS-SWAN), wherein the surface roughness calculation
adopted Equation (2), accounting for wave processes as previously described.

The T1 test was configured with the air–sea coupling option (WRF-ROMS), neglecting
the wave process and determining surface roughness based on Equation (1). In contrast,
the T2 test maintained the fully coupled option (WRF-ROMS-SWAN) but still employed
Equation (1) for surface roughness calculation. Consequently, the wave model SWAN did
not directly influence WRF dynamics in the T2 test. Compared to the T1 test, variations in
the T2 tests only arose from indirect feedback mechanisms, such as SST or sea surface heat
fluxes induced by wave processes.

The T3 test employed the same configurations as the CTL but incorporated a new
roughness formulation from Drennan et al. to replace Equation (2) mentioned earlier [59].
This new formulation considers sea surface roughness as a function of wave age, which is
described as

z0 = 3.35Hwave

(
u∗

Cwave

)3.4
, (4)

where Cwave is denoted as the wave celerity, and calculated by

Cwave =
Lwave

Twave
, (5)

where Twave is the peak wave period.
The study domain is centered around the observation tower location (16.83◦ N,

112.33◦ E) on Yongxing Island, South China Sea. Figure 1 illustrates the topography
and bathymetry of the study domain. To achieve higher resolution, two sets of nested
model grids were employed, designated as D01 and D02, respectively. The outer domain,
D01, had a resolution of 18 km × 18 km. The inner domain, D02, featured a horizontal
resolution of 6 km × 6 km and was selected for local change analysis. D02 is situated
near the central part of the South China Sea, characterized by increasing water depth from
northwest to southeast. Spatial distribution analysis in subsequent sections was based on
results from the D01 domain, while results from the D02 domain were solely utilized for
station validation and regional time series analysis.

3.2. Model Configuration

The default scheme options of COAWST were employed, with the exception of the
surface roughness settings in the boundary layer scheme. The specific schemes employed
are listed in Table 1.

The component models within COAWST—WRF, ROMS, and SWAN—exchanged
variables every 1800 s, coordinated by the main program through the Model Coupling
Toolkit (MCT). Main configuration parameters for the three component models of COAWST
are presented in Table 2. The NCEP Climate Forecast System Reanalysis (CFSR) data,
accessible at https://cfs.ncep.noaa.gov/cfsr/ (accessed on 7 June 2024), provided boundary
forcing information for WRF model runs. Ocean reanalysis data from the Global Ocean
Forecasting System (GOFS) 3.1, available at https://www.hycom.org/dataserver/gofs-
3pt1/reanalysis (accessed on 7 June 2024), was employed to drive the ROMS model. In this
study, the SWAN model was driven by outputs from WRF and ROMS and did not receive
external forcing data.

https://cfs.ncep.noaa.gov/cfsr/
https://www.hycom.org/dataserver/gofs-3pt1/reanalysis
https://www.hycom.org/dataserver/gofs-3pt1/reanalysis
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Table 1. Physical parameterization schemes employed by each component model of COAWST in the
simulations.

Component
Model Physical Process Parameterization Scheme

WRF

Land surface Noah Land Surface Model (LSM) [60]
Cumulus convection Modified Kain–Fritsch scheme [61]
Cloud microphysics WRF Single-Moment 3-class (WSM3) [62]
Longwave radiation Rapid Radiative Transfer Model (RRTM) [63]
Shortwave radiation Dudhia scheme [64]

ROMS
Vertical turbulent mixing Mellor–Yamada scheme [65]

Barotropic wave propagation Flather boundary condition [66]

SWAN
Wave bottom dissipation Madsen scheme

Wind-induced wave growth Komen scheme [67]

Table 2. Main configuration parameters for the sub-models in COAWST.

WRF ROMS SWAN

Time step 30 s 60 s 180 s
Grid nesting Yes Yes Yes

Outer grid number 100 × 100 90 × 90 90 × 90
Inner grid number 100 × 100 90 × 90 90 × 90

Horizontal grid
resolution

18 km for outer grids,
6 km for inner grids Same as WRF Same as WRF

Vertical layers 47 16 none

Prior to initiating the simulation tests, a 72 h spin-up period was implemented to
achieve balanced hydro-meteorological conditions for subsequent simulations. Following
the completion of the spin-up phase, the four tests were conducted from 21 September, 0:00
to 5 October, 0:00 UTC, 2008.
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3.3. Studied Events

During the simulation period, the study domain was affected by tropical cyclones on
four occasions within two weeks, resulting in local winds stronger than Beaufort force 6.
Such a high frequency of extreme events was rare in the study domain, making it highly
valuable for research. Under high sea state conditions, the differences in near-sea surface
elements from each sensitivity test were more pronounced. Compared to simulations under
normal weather conditions in other time periods, the higher differences were advantageous
in highlighting changes in the main processes without being overshadowed by other pro-
cesses. Detailed background information on these four TCs is provided in Table 3, compiled
from the sorted observation dataset and the National Meteorological Center of China’s
typhoon website (http://typhoon.nmc.cn, accessed on 7 June 2024). Additionally, Figure 2
illustrates the pathways of these four TCs in relation to the observation tower’s location.

Table 3. Background information on TCs during the simulation period.

Name Minimum
Distance * (km)

Occurrence Time of Max
Wind Speed (m/s)

Max Wind
Speed (m/s)

Max Wave
Height (m)

Hagupit 550 24 September 2008 04:00 13.03 2.0
Jangmi 1400 27 September 2008 18:00 11.87 0.8

Mekkhala 60 29 September 2008 06:00 15.9 1.6
Higos 80 3 October 2008 11:00 11.4 1.4

* Minimum distance is denoted as the minimum distance away from the TC center to the observation tower
in Yongxing Island; Max wind speed is the tower–observed maximum wind speed (means in one minute) at
3.5 m level.
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4. Result
4.1. Model Validation of CTL Test

Table 4 presents various statistical indices, such as the temporal correlation coefficient,
root-mean-square error (RMSE), and standard deviation, comparing the CTL results with
ERA5 reanalysis data. The air temperature and relative humidity at 2 m level (T2m and
RH2m) were selected as the variables for validation. These metrics demonstrate a close
correspondence between the CTL and the ERA5 data. Moreover, the statistical indices across
the D02 domain were slightly lower than those across the entire D01 domain, attributable
to the smaller area and pronounced localized features.

http://typhoon.nmc.cn
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Table 4. Statistics of CTL across the D01 and D02 domain.

Variable Domain COR * RMSE
STD

ERA5 Simulation

2 m air
temperature

D01 0.933 0.317 K 0.854 K 0.880 K
D02 0.714 0.548 K 0.722 K 0.531 K

2 m relative
humidity

D01 0.914 3.729% 3.245% 2.672%
D02 0.705 4.904% 2.284% 1.556%

* COR: Correlation Coefficient, COR =
∑n

i=1 (xmi−xm)(xoi−xo)√
∑n

i=1(xmi−xm)2 ·∑n
i=1(xoi−xo)

2
, xmi and xoi are the simulated and observed

monthly mean precipitation or 2 m air temperature in the month i, and n is the number of months; RMSE: Root

Mean Square Error, RMSE =
√

1
n ∑n

i=1(xmi − xoi)
2; STD: Standard Deviation, STD =

√
1
n ∑n

i=1(xi − x)2.

Figure 3 illustrates the hourly series of significant wave height and evaporation duct
height at the observation tower location. As depicted in Figure 3a, the observed significant
wave height exhibited three peaks during the simulation period, corresponding to the
influence periods of Typhoons Hagupit, Mekkhala, and Higos, as listed in Table 1. Typhoon
Jangmi, the most distant from the observation tower, caused short periods of windy weather
but did not result in high waves. While the CTL aligned in magnitude with the ERA5 data,
both indicated higher wave heights compared to the observations. The mean bias of wave
height in the CTL was 0.59 m, slightly higher than the bias observed in the ERA5 data,
which stood at 0.47 m. Notably, during the period surrounding 29 September, coinciding
with Typhoon Mekkahala, the CTL simulated a higher intensity of the typhoon, with a
maximum wave height bias exceeding 3 m. However, this bias rapidly decreased to within
1 m as Typhoon Mekkahala passed.
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Figure 3. The hourly series of (a) significant wave height and (b) evaporation duct height for the CTL,
ERA5 data and station observation in Yongxing Island.

The evaporation duct series depicted in Figure 3b for both the CTL and ERA5 data
were analyzed using the NPS model. The evaporation duct height series exhibited a
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general positive correlation with wave heights. Throughout the simulation period, the
mean evaporation duct height derived from observations was 11.63 m, while ERA5 data
and the CTL indicated heights of 11.47 m and 10.23 m, respectively. Despite the CTL
showing slightly lower numerical values, its temporal variation closely resembled that of
the observations.

Additionally, alongside the time series, Figure 4 illustrates the mean spatial distribu-
tions of evaporation duct height across the D01 domain throughout the simulation period.
In Figure 4a, the height distribution for the ERA5 data revealed two prominent high-value
centers located in the northern and southern boundary regions of the South China Sea,
with a mean height of 8.76 m. Conversely, in the western and eastern areas, the evaporation
ducts tended to exhibit lower heights compared to other regions. Figure 4b shows the
simulated duct heights for the CTL, which exhibit similar distributions, albeit with less
pronounced spatial heterogeneity. The mean duct height over the domain was observed at
10.22 m, underscoring the efficacy of the duct diagnosis model established in this study for
simulating evaporation ducts.
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4.2. Spatial Distributions of Changes Resulted from Sensitivity Tests

To explore deeper into the impacts of wave processes on the evaporative duct under
different roughness schemes, the subsequent section investigated the spatial distribution
changes in three sensitivity tests relative to the CTL.

Figure 5 illustrates the spatial distributions of differences between the three sensitivity
tests and the CTL. As depicted in Figure 5a–c, the simulated surface roughness in T1,
T2, and T3 was generally lower than that in the CTL, with mean differences specifically
measured at −0.24 × 10−5 m, −0.25 × 10−5 m, and −0.84 × 10−5 m, respectively. As per
the experimental design, the T1 test did not factor in wave processes, while the T2 test
included wave processes but still utilized Equation (1) for calculating surface roughness, as
the T1 test did. Consequently, in the T2 test, wave processes solely influenced variables
such as SST and currents without directly impacting the atmosphere. Thus, the difference
in roughness between the T1 and T2 tests was marginal. A slight reduction in roughness in
the T2 test compared to the T1 test was observed, suggesting that the indirect feedback from
wave processes might further diminish roughness. In the T3 test, featuring an alternative
roughness scheme accounting for wave age effects, the roughness lengths were notably
lower than those in the CTL, indicating that Equation (4) resulted in the lowest roughness
among the tests, and winds near the sea surface in the T3 test would encounter less
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resistance. Spatially, the T3 test demonstrated a reduction in roughness across the entire
South China Sea region compared to the CTL. The T1 and T2 tests, which disregarded
direct wave influences, exhibited a decrease in roughness over much of the central and
western areas of the domain, albeit with a slight increase in roughness detected in the
southeastern areas. These changes can further induce variations in near-surface wind fields,
consequently influencing the distribution of heat and evaporative duct processes.
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The distributions of evaporation duct height differences are depicted in Figure 5d–f.
In the absence of wave processes, evaporation ducts were observed to form at lower levels,
as evidenced by a mean duct height decrease of 0.13 m and 0.14 m in the T1 and T2 tests,
respectively. In contrast, the mean duct heights in the T3 test (Figure 5f) exhibited an
increase of 0.23 m across the domain. The spatial distributions of duct height differences in
Figure 5d–f roughly corresponded with those in Figure 5a–c. Notably, in the southeastern
part of the domain where surface roughness increases (Figure 5a,b), centers of negative duct
height differences were identified there (Figure 5d,e). Conversely, stronger correlations
were observed between the distributions in Figure 5c,f. Spatial correlation coefficients were
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computed by converting the 2-D spatial arrays into 1-D series and calculating the linear
correlation coefficient. The coefficient values between Figure 5a–f were −0.46, −0.46, and
−0.81. These negative correlations suggest that the initial decrease in surface roughness led
to an increase in evaporation duct heights. The only difference between T3 and CTL lay in
the roughness calculation, which exhibited the strongest correlations. However, differences
among T1, T2, and CTLs were entangled with more intricate air–sea feedback, potentially
weakening the correlations.

The wind discrepancies at the 10 m level among the three sensitivity tests and the
CTL are illustrated in Figure 5g–i. Throughout the simulation period, influenced by the
summer monsoon in the South China Sea, prevailing wind directions in the region the
predominantly southerly and southwesterly. In the T1 and T2 tests, average wind speeds
decreased by 0.14 m/s and 0.13 m/s, respectively. Increased roughness in the southeastern
part of the domain primarily influenced wind differences there, predominantly leading to
northerly winds, thereby somewhat diminishing the prevailing wind speeds. Conversely,
in the western part of the domain, there was a noticeable strengthening of southwesterly
winds. Consequently, both the T1 and T2 tests induced an anticyclonic difference within
the domain, with its center roughly located in the central South China Sea within the
designated black box labeled as D02. Compared to T1, the T2 test exhibited stronger
differences in southwesterly winds in the western region, and more pronounced northerly
wind differences were observed in the central sea area within the D02 domain, indicating a
further reduction in prevailing wind speeds, consistent with decreased roughness.

The T3 test showed fundamentally opposite wind difference distributions, with an
average wind speed increase of 0.23 m/s. Due to decreased roughness across the entire
region, a significant enhancement of southwesterly winds was observed in the central and
eastern parts of the South China Sea, driving the northward movement of warmer surface
waters. Consequently, the D02 domain in the central South China Sea detected significant
cyclonic differences, further impacting local processes such as evaporation and convection.

In general, wind speed changes resulting from wave parameterization exhibited a
positive correlation with changes in evaporation duct height, with spatial correlation
coefficients of 0.72, 0.66, and 0.82. In regions where wind speeds increased, evaporation
duct height also increased, possibly due to enhanced moisture exchange facilitated by
stronger winds, thereby impeding the formation of large humidity vertical gradients locally.
Consequently, the inversion layer caused by evaporation (i.e., the height of the evaporation
duct) could only form at higher altitudes further from the water surface.

Figure 6 illustrates the spatial distribution of differences in sea level pressure (SLP),
air–sea temperature difference, and RH2m. As depicted in Figure 6a–c, both the T1 and
T2 tests showed an average increase in SLP of 1.54 Pa and 1.77 Pa, respectively, compared
to the CTL within the domain. The center of pressure increase was situated in the central
South China Sea, largely corresponding to the anticyclonic center of difference in sea surface
wind shown in Figure 5. The pressure increase observed in the T2 test slightly exceeded
that in the T1 test, attributed to a further reduction in roughness and prevailing wind speed
within the D02 domain, along with the suppression of the rise of the anticyclonic center.

In contrast, the T3 test, influenced by changes in cyclonic wind fields, demonstrated
noticeable low-pressure differences in the western South China Sea, accompanied by
relatively weaker high-pressure differences, resulting in a modest increase in SLP across the
entire region, approximately 0.70 Pa. The spatial distributions of SLP exhibited relatively
low correlation with evaporation duct heights, with correlation coefficients of −0.01, 0.09,
and 0.03 between the three tests and CTL one.

In the process of diagnosing evaporation ducts, it is important to note that their
formation does not rely solely upon sea surface temperature (SST) or air temperature.
Similar to the evaporation mechanism, the temperature contrast between the air and
surface seawater plays a crucial role. As the air–sea temperature difference increases, there
is a greater likelihood of temperature-inversion layers forming at lower levels. Figure 6d–f
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illustrate the disparities in air–sea temperature difference (T2m minus SST) among the
three sensitivity tests and the CTL one.
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Slight enhancements in the temperature difference between T2m and SST were ob-
served in both the T1 and T2 tests, with mean increases of 0.011 K and 0.012 K, respectively.
These findings suggest that without accounting for wave processes, the thermal differential
between the air and sea surface would widen, favoring duct formation at lower altitudes.



Atmosphere 2024, 15, 707 13 of 24

Although the T2 test exhibited no significant deviation from the T1 test in terms of regional
averages, it showed a slightly stronger air–sea thermal difference.

Conversely, the T3 test showed a reduction in the air–sea temperature difference across
most regions, with a mean value of −0.021 K. This implies that reduced roughness and
higher wind speeds weakened the temperature gradient between the atmosphere and
sea surface, thereby promoting the formation of evaporation ducts at higher altitudes.
Regarding spatial correlation coefficients, the correlations between the air–sea temperature
differences and changes in evaporation duct height were −0.40, −0.41, and −0.69, slightly
lower than those between roughness and evaporation duct height alterations.

Figure 6g–i illustrate the changes in humidity at the 2 m level (RH2m). On average,
humidity increased by 0.23%, 0.22%, and −0.28% across the three sensitivity tests. In the T1
and T2 tests, the absence of wave feedback and the reduction in roughness in most regions
resulted in higher humidity, except for a decrease detected in the western part of the D02
domain. Within this area, the enhanced north wind difference in the T2 test (see Figure 5h)
led to a more pronounced decrease in humidity compared to the T1 test.

In the T3 test, characterized by diminished roughness, increased wind speeds over the
eastern parts of the South China Sea caused a decline in humidity, with an uptick observed
only near the cyclonic divergence center in Figure 5i. Overall, the changes in RH2m
across the three sensitivity tests exhibited an obvious negative correlation with alterations
in evaporation duct height throughout the domain. When compared to changes in other
elements, the correlation between humidity variation and evaporation duct height appeared
to be the strongest, with values of −0.75, −0.74, and −0.89. Despite the primary focus of
these sensitivity tests on dynamic element changes, this study uncovered that humidity’s
correlation with evaporative duct heights surpassed that of wind speed and roughness.
This underscores the significant role of humidity in the evaporation duct processes.

Moreover, the evaporation process near the sea surface is influenced not solely by
changes in regional winds but also by local heat and moisture fluxes. Hence, Figure 7
illustrates the distributions of latent and sensible heat flux differences for the three sensi-
tivity tests. Figure 7a–c depict the changes in sensible heat flux. Sensible heat fluxes in
all tests exhibited varying degrees of increase, with an average value of approximately
0.033 W/m2, 0.012 W/m2, and 0.044 W/m2. Changes in sensible heat flux primarily arose
from fluctuations in sea surface thermal conditions. Spatially, the alterations in sensible
heat flux for the three tests displayed a similar distribution to SST changes (not depicted),
predominantly driven by changes in wind fields leading to heat transport in ocean currents,
with only a weak positive correlation observed with evaporation duct height changes (0.02,
0.05, and 0.22).

The latent heat flux originates from the phase change energy during the sea surface
evaporation process and is typically considered the energy-based description of evapo-
ration. As depicted in Figure 7d–f, the latent heat fluxes for the three tests all demon-
strated a certain decrease, with a regional average decrease of approximately 0.036 W/m2,
0.082 W/m2, and 0.918 W/m2. Generally, the latent heat flux is influenced by both the sea
surface wind speed and the air–sea temperature difference. An increase in sea surface wind
speed or air–sea temperature difference will stimulate more water evaporation from the
sea surface, completing the transfer of heat from liquid seawater to gaseous water vapor.
In this study, it appeared challenging for the changes in sea surface wind speed and air–sea
temperature difference, induced by different parameterizations of roughness, to increase or
decrease simultaneously. In the region of significant changes in wind speed in the eastern
part of the South China Sea, the air–sea temperature difference was nearly opposite to
the wind speed change. The changes in latent heat flux shown in Figure 7d–f bore more
resemblance to the distribution of air–sea temperature differences in Figure 6d–f than to the
distribution of wind speed changes. This also indicated that in the COAWST model, the air–
sea temperature difference played a greater role in determining latent heat or evaporation
processes. Overall, there was a weak negative correlation between the changes in latent
heat flux and evaporation duct heights, with the spatial correlation coefficients of −0.20,
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−0.19, and −0.02. In regions where latent heat flux decreases (or evaporation processes
are suppressed), evaporation duct heights are usually higher. Additionally, the disparities
between the T2 and T1 tests suggested that the wave processes would further diminish the
latent heat flux from the sea surface to the atmosphere through indirect feedback processes,
consequently increasing the evaporation duct heights.
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4.3. Vertical Profiles and Temporal Series of Differences

According to the spatial distributions observed in the South China Sea as described
above, alterations in the general circulation were discovered to induce discrepancies or
even opposing trends in surrounding areas compared to those in central regions. The
computation of regional averages revealed that changes in the central region often became
obscured by those occurring elsewhere. Hence, beyond examining spatial distributions,
this study also focused on the D02 domain within the central South China Sea as a typical
area for investigating the vertical distribution and temporal variations of near-surface
atmospheric elements on a regional average scale. This approach facilitated a deeper
exploration of the localized response of hydro-meteorological processes.

Figure 8 illustrates the discrepancy profiles of the revised atmospheric refractivity
derived from the NPS model output, alongside wind speed, relative humidity, air temper-



Atmosphere 2024, 15, 707 15 of 24

ature, and air pressure within the D02 domain across three sensitivity tests. To enhance
clarity, the profiles in the figure were magnified tenfold. Although some spatial variability
persisted within the D02 domain, the mean values were generally aligned with the regional
distribution. Overall, vertical differences within 200 m were not pronounced across the
three sensitivity tests.
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Figure 8. The vertical profiles of (a) mean wind speed differences, (b) mean air pressure differences,
(c) mean air temperature differences, (d) mean relative humidity differences, and (e) mean revised
atmospheric refractivity differences for the three sensitivity tests within the D02 typical domain
during the simulation period.

As for the wind speed differences depicted in Figure 8a, the T1 test exhibited minimal
changes in wind speed compared to the CTL, whereas T2 showed a decline in wind speed,
with this decrease amplifying as altitude increased. Conversely, the T3 test revealed a
gradual attenuation of the wind speed difference over the sea surface as altitude increased.
Regarding the pressure differences in Figure 8b, the vertical variation for each test was
considerably smaller than the discrepancy among them, resulting in minimal observable
changes within 200 m.

The differential temperature profiles averaged across the region (Figure 8c) revealed
a distinct negative correlation with wind speed differences; as wind speed increased
(or decreased), temperature differences decreased (or increased) correspondingly. For
the T1 and T2 tests, the near-surface cold difference gradually diminished with altitude.
Conversely, the T3 test exhibited a reverse trend, indicating that higher wind speeds
induced more intense heat exchange, thereby reducing temperature differences.

The vertical humidity variances among the three tests (Figure 8d) showed notable
discrepancies. The T3 test within the D02 domain exhibited an overall decline in humidity
with minimal vertical fluctuation. Conversely, the T1 and T2 tests exhibited a tendency
towards elevated humidity levels near the sea surface, gradually transitioning into a drier
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difference at higher altitudes. This transition notably amplified the vertical humidity
gradient within the D02 domain, facilitating the formation of evaporation ducts at lower
altitudes in this area.

Furthermore, the discrepancy profiles of the revised atmospheric refractivity were also
depicted in Figure 8e. The vertical variances indicated an insignificant decreasing trend
within the 200 m. However, the T3 test showed a slight increasing trend with altitude,
without any noticeable abrupt changes.

In addition to the variations in vertical profiles, the temporal series of hydro-meteorological
elements averaged over the D02 domain is also presented. Figure 9 illustrates the difference
series in roughness, evaporation duct height, wind speed at the 10 m level, and SLP. As
depicted in Figure 9a, the roughness differences among the three sensitivity tests were
primarily negative, aligning with the spatial distribution shown in Figure 5d–f. Notably,
during the simulation period, the South China Sea region encountered four typhoon events:
Hagupit (19–25 September), Jangmi (24–30 September), Mekkhala (28–30 September), and
Higos (30 September–4 October). Extreme weather fluctuations on 23–24 and 28–29 Septem-
ber had a particularly significant impact on roughness differences.
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the three sensitivity tests within the D02 typical domain during the simulation period.

Specifically, due to the roughness calculations in the T1 and T2 tests, which solely
considered variations in wind speed, a notable decrease in roughness occurred around
24 September due to the influence of wind speed. Conversely, the T3 test, which factored in
changes in wind speed, wave height, and wave age, exhibited lower roughness changes
compared to the other two tests for most of the period, except around 24 September.

Regarding evaporation duct height (Figure 9b), its positive difference peaks generally
corresponded to the negative difference peaks in roughness. However, this negative
correlation was not universally applicable, as changes in evaporation duct height were
largely influenced by regional environmental alterations at the ocean surface.

Figure 9c depicts the difference in wind speed at the 10 m level. The regional wind
speed variances in the T1 and T2 tests generally aligned, except around 29 September, when
the simulated wind speed notably decreased in the T2 test, corresponding to the passage of
Typhoon Mekkhala through the D02 domain. This suggests that the T2 test, which accounts
for indirect wave feedback, was more sensitive to extreme weather events. Moreover, the
T3 test showed elevated wind speed differences around 29 September, consistent with its
lower roughness and higher evaporation duct height.

The SLP differences illustrated in Figure 9d exhibited a similar trend to the wind speed
differences. Compared to the CTL, all three tests showed more pronounced variations in
simulated pressure during the passage of Typhoon Mekkhala (28–30 September), while
the influence of the other three typhoons on SLP changes in the D02 domain was less
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significant. Furthermore, in line with the spatial distribution, the changes in SLP did not
demonstrate a clear correlation with evaporation duct height.

Similar to Figure 9, Figure 10 presents the temporal series of air–sea temperature
difference, RH2m, sensible heat flux, and latent heat flux within the D02 domain. In
Figure 10a, the series of air–sea temperature differences (T2m minus SST) is depicted. For
the majority of the observation period, both the T1 and T2 tests exhibited an increase in
air–sea temperature difference while the T3 test demonstrated the opposite trend. Notably,
around 28 September, the air–sea temperature difference in the T3 test notably decreased,
attributed to an intensified sensible heat exchange between the sea and the atmosphere.
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Regarding Figure 10b, which illustrates the variations in RH2m, both the T1 and
T2 tests generally indicated an uptick in humidity within the D02 domain, whereas the
T3 test showed a decrease in humidity. This average difference corresponded with the
spatial distributions in Figure 6g–i. Specifically, the T1 and T2 tests exhibited wetter
conditions, while the T3 test showed a negative average humidity difference during the
simulation period.

Figure 10c,d depict the difference series of sensible heat flux and latent heat flux, respec-
tively. Similar to the pressure dynamics, significant variations in sensible and latent heat
flux were observed across all three sensitivity tests during the period of 28–30 September.
Contrasting with the CTL, the T1 test, which excluded wave processes, showed a slight
uptick in sensible heat and a notable decline in latent heat within the D02 region. This
suggests that wave processes may enhance local air–sea heat exchange during extreme
weather scenarios. Despite the absence of direct wave-atmosphere feedback in the T2 test,
the indirect effects of ocean undercurrents influenced by waves resulted in even more
pronounced flux alterations during extreme weather events. These significant flux adjust-
ments align with the slight increase in evaporation duct height observed in the T2 test
during this period. Conversely, the T3 test exhibited an increase in sensible heat flux and
a decrease in latent heat flux during this period, with the heightened sensible heat flux
closely corresponding to the decrease in air–sea temperature difference.

In summary, the temporal difference series of evaporation duct height demonstrated a
strong correlation with variations in air–sea temperature difference and RH2m, consistent
with their spatial distribution. Despite drastic changes in variables such as heat fluxes,
SLP, and roughness within the D02 region during extreme weather events, the variation in
evaporation duct height remained relatively stable. As depicted in the single-point time
series of evaporation duct height in Figure 3, the empirically diagnosed evaporation duct
persisted in relatively stable presence even during extreme weather conditions in this study.
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5. Discussion

This study investigated the influence mechanisms of waves and roughness on the
evaporation ducts over the sea surface under extreme weather conditions. It is worth
noting that this study still had some limitations and uncertainties, primarily stemming
from four aspects: data, model bias, experimental design, and result analysis.

First, in terms of data, the diagnosis of the evaporation duct height required multi-
layer observational data within the altitude of 30~40 m above the sea surface, which was
quite limited. The scarcity of site data posed challenges for model validation, and future
studies should involve more field measurements to capture real-world variations in the
evaporation duct, thereby enhancing the representativeness of simulation results.

Second, in terms of the model bias, the simulated wave heights were higher than
the site observations, and the typhoon simulations were overly intense. Additionally, the
simulated evaporation duct height exhibited a certain bias. During several extreme events
in the simulation period, the temporal variations of evaporation duct height did not demon-
strate drastic changes similar to other hydro-meteorological elements. This discrepancy
was probably related to the applicability of the Monin–Obukhov similarity theory under
extreme weather conditions. Since all evaporation duct models were established based on
similarity theory, the ideal duct estimates derived from this theory may deviate from reality
under highly unstable atmospheric stratification. This is a common challenge faced by all
empirical evaporation duct models, necessitating further research in the fields of air–sea
interaction and boundary layer meteorology.

Third, in terms of experimental design, the simulation period in this study was
relatively short, affecting the representativeness of the conclusions. Hence, future studies
should conduct longer simulations. The sensitivity tests in this study selected several
mature roughness parameterization schemes, but the differences in the simulated roughness
were not linear, posing difficulties in result analysis. Future studies should introduce more
ideal simulations, artificially adjusting roughness changes uniformly, and compare them
with simulations under real conditions to comprehensively investigate the responses of
evaporation ducts. In addition, since this study focused on short-term weather simulation,
the three-day spin-up for the simulation tests may not fully balance the deep ocean and
soil variables. Therefore, we conducted another simulation test with the same settings as
the CTL, running from September 15, 0:00 to October 5, 0:00 UTC. The first six days of
simulations served as the spin-up period. When comparing this test with the CTL, there
were almost no significant differences in the sea-surface elements between the two tests.
This also indicated that the imbalance in deep ocean and soil variables was unlikely to
affect atmospheric variables in a short time. In subsequent studies, conducting simulations
several months in advance is necessary to achieve a more balanced initial state of the
climate system.

Finally, in terms of result analysis, the simulations in the South China Sea indicated
significant spatial variations in the evaporation duct across different areas. In the open sea
areas of the eastern South China Sea, the mechanisms influencing the evaporation duct were
relatively clearer, whereas in the central and western areas, the complex combined effects of
land–sea distribution, local vertical activity, and regional circulation made the mechanism
analysis very challenging, with many signal changes being obscured by other complex
processes. Therefore, it is necessary to construct more sensitivity experiments in the future
to clarify the response of evaporation duct processes to hydro-meteorological environmental
changes within the study domain. The simulation results of this study further validated
and refined previous research conclusions regarding the mechanisms of evaporation ducts
and their relationship with waves and surface roughness. Most of these studies were made
based on local site observational analysis or sensitivity tests under ideal conditions. For
instance, Kulessa et al. found a clear positive correlation between evaporation duct height
and wind speed and a negative correlation with humidity, based on experimental data from
the Tropical Air-Sea Propagation Study along the coast of Queensland, Australia [13]. Ding
et al. conducted sensitivity tests to analyze the relationship between significant wave height,
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wind speed, and evaporation duct height. The results indicated that although significant
wave height and wind speed did not strictly correspond in terms of temporal variability,
both variables exhibited a clear positive correlation with evaporation duct height [18,56].
Yang et al. diagnosed the distribution of evaporation ducts in the South China Sea based
on reanalysis data and found a rough positive correlation between evaporation duct height
and the distribution of wind speed and SST, but did not conduct further analysis on the
influencing mechanisms [19]. These conclusions were further confirmed in the simulated
tests of this study but were only limited to the open waters of the eastern South China
Sea. There, the simulations showed that changes in evaporation duct height corresponded
to the positive correlation observed in previous research with wind speed. However, in
the nearshore central and western areas, this relationship was not fully established due to
greater influences from coastal and regional circulations, making local impact mechanisms
more easily obscured by processes in other regional circulations. The ocean is a fluid, and
local hydro-meteorological changes can easily trigger a response in the overall climate
system, resulting in local analyses in the marine environment being applicable only in
certain cases and not fully suitable for the marine environments. Based on observational
data from the Coastal Waves 96 experiment along the coast of California, Brooks obtained
some results contrary to other studies referred to above [16]. He found that the areas of
increasing wind speed roughly coincided with the areas of decreasing evaporation duct
height, attributing it to the complexity of the climate system. The simulation results of
this study also confirmed that in complex coastal areas, the distribution of evaporation
duct height was able to exhibit patterns of change completely different from open waters.
The root of the problem lay in determining the extent of local impacts in the formation
process of evaporation ducts. The Monin–Obukhov similarity theory does not apply to
all environments, so evaporation duct models based on similarity theory may exhibit
discrepancies between actual patterns of change and theoretical predictions when the
theory cannot accurately describe environmental changes.

6. Conclusions

In this study, a coupled diagnostic model for evaporation ducts was established by
integrating the COAWST ocean-atmosphere model and the NPS evaporation duct model.
By comparison with ERA5 reanalysis data and station observations from Yongxing Island,
the model demonstrated excellent capabilities in simulating evaporation ducts and sea
surface elements. To further investigate the influence of wave processes on evaporation
duct variability under extreme weather conditions, this study modified the wave coupling
methods and roughness parameterization schemes in this model and conducted one control
test and three additional sensitivity tests.

Among them, the CTL adopted the fully coupled atmosphere, ocean, and wave
coupling, along with the default roughness calculation method considering wind speed and
wave height. The T1 test ignored wave processes, and roughness was only related to wind
speed. The T2 test considered wave processes but used the roughness calculation method of
the T1 test without considering wave height. The T3 test adopted the fully coupled scheme
of CTL but modified the roughness calculation to a new method considering wave age.
By comparing the changes in evaporation duct height and sea surface elements between
the three sensitivity tests and the CTL, specific conclusions drawn from this study are
as follows:

(1) During the simulation period from 21 September to 5 October, the sea surface elements
and evaporative duct simulated by the CTL maintained a high level of accuracy,
suitable for further sensitivity mechanism studies. Compared with ERA5 data, the
CTL exhibited RMSEs of less than 0.6 K and 5% for the air temperature and humidity
at 2 m level within the entire domain, respectively. The spatial distribution pattern of
evaporative duct heights closely resembled that of ERA5 data, with an average bias
of approximately 2.0 m. In comparison with observations from the Yongxing Island
station, the CTL simulated significantly higher wave heights around 29 September
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under the influence of Typhoon Mekkhala, but with bias within 1.0 m during other
periods. Overall, the simulated evaporative duct heights were lower than the station
observations, with an average bias of within 1.5 m.

(2) Roughness variations exhibited a clear negative correlation with changes in evapo-
ration duct heights. In the three sensitivity tests (T1, T2, and T3), evaporation duct
heights typically rose within regions of decreased roughness when compared to
the CTL. From a local process perspective, a decrease in the overall regional mean
roughness generally led to an increase in wind speed and a decrease in the air–sea
temperature difference. These changes in oceanic dynamics and thermodynamics
further induce a decline in near-surface humidity, accompanied by a slight increase
in sensible heat flux and a decrease in latent heat flux, thereby inhibiting surface
evaporation. Under enhanced surface wind speeds and weakened evaporation pro-
cesses, it became more challenging for temperature and humidity to establish vertical
gradients near the sea surface, ultimately resulting in the formation of evaporative
ducts at higher altitudes. The reverse held true as well. This localized mechanism can
explain the majority of the response variations in meteorological and hydrological
elements induced by roughness in this study. However, the dynamic atmosphere
posed challenges for analysis using this local mechanism, as changes in regional
atmospheric circulation rendered local impact mechanisms inapplicable to all regions,
especially to the western and central regions near the land.

(3) When investigating the mechanisms by which roughness and wave processes affect
changes in evaporative duct heights, the influence of regional circulation changes
cannot be overlooked alongside local processes. Within the South China Sea region,
variations in surface wind fields induced by wave and roughness changes differed
among the three sensitivity tests. The T1 and T2 tests exhibited weak anticyclonic
differences, whereas the T3 test, conversely, presented regional cyclonic differences.
The centers of cyclonic and anticyclonic differences in all three tests were located in
the central region of the South China Sea, causing hydro-meteorological variations in
the D02 domain to be not entirely consistent or even opposite to those in the coastal
regions surrounding the South China Sea. Overall, in the open seas of the eastern
South China Sea, the local impact mechanisms were more apparent. In contrast,
the western and central regions of the South China Sea were greatly influenced by
the continent, resulting in more chaotic wind field changes and highly nonlinear
variations in each element, with relatively smaller local impacts.

(4) The differences between the T1 and T2 tests indicated that, under the same roughness
scheme, wave processes were able to indirectly affect atmospheric processes through
sea surface temperature and heat flux. However, the magnitude of this influence was
far smaller than the atmospheric motion changes induced by roughness variations. On
a regional average scale, the indirect impact of waves on the atmosphere in the South
China Sea manifested as decreased near-surface wind speeds, increased atmospheric
pressure, and reduced humidity. These changes, to some extent, inhibited the sensible
and latent heat fluxes from the ocean to the atmosphere, further lowering the average
evaporation duct height.

(5) In this study, wave processes primarily affected sea surface wind speed through
changes in roughness, thereby influencing the evaporation duct process. Conse-
quently, variations in roughness and wind speed exhibited a significant spatial cor-
relation with changes in evaporation duct height. Additionally, among the other
parameters required for evaporation duct diagnostics, humidity variation showed the
highest spatial correlation with changes in evaporation duct height, even surpassing
that of roughness and wind speed. The correlation between air–sea temperature
difference and evaporation duct height was similar to that of roughness, while SLP
was essentially unrelated to evaporation duct height.

(6) For the typical D02 domain, the average variations in the T1 and T2 tests generally
opposed those of the T3 test, consistent with the regional distribution. Within the
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200 m altitude range, the most significant changes in humidity vertical gradient
occurred. In T1 and T2 tests, there was a lower-level humidity increase accompanied
by an upper-level humidity decrease, further enhancing the humidity gradient, which
led to a decrease in evaporation duct height. In the T3 test, humidity decreased overall,
with less pronounced vertical variability. Regarding the regional average time series,
significant fluctuations were observed in all elements due to several typhoon events,
with the most notable changes occurring around September 24th and 29th. Among
the three sensitivity tests, the T1 and T2 tests, which lacked direct feedback from
wave processes, exhibited stronger fluctuations compared to the CTL, particularly
under extreme weather conditions. Conversely, the T3 test, which considered wave
processes, showed smoother differences compared to the CTL.
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