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Abstract: This study investigates how urban environments influence boundary layer processes during
the passage of a Great Salt Lake breeze using a multi-scale modeling system, NCAR’s WRF-Coupled
GPU-accelerated FastEddy® (FE) model. Motivated by the need for sub-10 m scale decision support
tools for uncrewed aerial systems (UAS), the FE model was used to simulate turbulent flows around
urban structures at 5 m horizontal resolution with a 9 km × 9 km domain centered on the Salt
Lake City International Airport. FE was one-way nested within a 1 km resolution Weather Research
and Forecasting (WRF) domain spanning 400 × 400 km. Focused on the late morning lake breeze
on 3 June 2022, an FE simulation was compared with WRF outputs and validated using surface
and radar observations. The FE simulation revealed low sensible heat flux and cool near-surface
temperatures, attributed to a relatively low specification of thermal roughness suitable for previously
tested FE applications. Lake breeze characteristics were minimally affected, as FE effectively resolved
interactions between the lake breeze and urban-induced turbulent eddies, providing insights into fine-
scale boundary layer processes. FE’s GPU acceleration ensured efficient simulations, underscoring its
potential for aiding decision support in UAS operations in complex urban environments.

Keywords: large eddy simulation; urban; wind; WRF model; turbulence; lake breeze; boundary layer

1. Introduction

Uncrewed aerial systems (UAS) will increasingly rely on high-resolution weather
models to resolve the potential impacts of boundary layer turbulence on flight operations [1].
UAS studies suggest that turbulence at sub-meter to meter scales significantly affects
UAS flights [2,3]. The resolution of operational numerical weather prediction (NWP)
models at national centers has increased dramatically, with resolutions now approaching
~1 km [4]. The High-Resolution Rapid Refresh (HRRR) model with ∆ = 3 km horizontal
grid spacing is the highest-resolution operational NWP model covering the contiguous
United States [5,6]. However, this grid spacing is too coarse to provide UAS operators with
sufficiently detailed urban wind estimates. The sub-km scales necessary to resolve critical
boundary layer circulations are often referred to as operational NWP’s “terra incognita”
or “grey zone” [7,8]. When mesoscale model grid spacing is less than the largest thermal
eddies (~1 km), boundary layer scale turbulence is often filtered out by fully parametrizing
turbulent scale transfer [9,10]. Planetary boundary layer parameterizations struggle to
estimate average turbulent eddy behavior [11].

Many techniques are available to downscale operational NWP model winds to horizon-
tal grid spacings of O(1 km) or less in complex terrain and urban areas, e.g., mass-conserving
approaches that help the development of parameterizations for coarser resolution NWP
models [12–16]. The HRRR and other operational models are often used to initialize mod-
els such as the Weather Research and Forecasting (WRF) model with embedded nests
at large eddy simulation (LES) scales potentially advantageous for UAS operations and
urban modeling [11,17–20]. For example, the HRRR was utilized in a previous study to
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initialize a WRF-LES simulation with a 111 m horizontal resolution for operational UAS
decision support during the 2018 LAPSE-RATE experiment [17]. However, output from the
simulation was not available until 18 hours after the initialization time.

Although utilizing LES at sub-100 m resolution is possible, Central Processing Unit
(CPU)-based LES codes at those scales are computationally expensive and time-consuming.
The National Center for Atmospheric Research (NCAR) has developed the NCAR Graphics
Processing Unit (GPU)-accelerated LES FastEddy (FE) model, leveraging GPU-based LES
for accelerated simulations [21]. The current generation of NVIDIA GPUs (Tesla V100
GPUs) was shown to speed up simulation times by a factor of 6.0, such that 1 GPU is
equivalent to 256 CPUs [21,22]. One-way coupled meso- to microscale simulations have
demonstrated FE’s ability to diagnose diurnal variations in wind and turbulence with good
agreement relative to observations [23,24].

In urban regions, highly complex flow fields characterized by turbulent mixing of
mass, heat, and moisture prevail throughout the boundary layer. LES models, such as FE,
explicitly resolve prognostic fields at their specified horizontal and vertical length scales
and rely on turbulence closure parameterizations at finer scales. LES models implement
scale separation using low-pass filters (i.e., convolution filters [25]) to retain low frequencies
(large eddies) while attenuating high-frequency signals (small eddies) that are parame-
terized using sub-filter scale stress terms. FE uses several stress tensor parameterizations
derived on work from Lilly [26,27].

Simulations in Dallas, TX by Muñoz-Esparza et al. [23,24] illustrate the FE model’s
ability to simulate turbulent flows in the street canyons of a major metropolitan center. UAS
operations worldwide are likely to be undertaken in highly variable mixes of residential
and commercial areas under wide-ranging meteorological conditions. UAS flights can be
expected from major distribution centers near rail and air transportation hubs and final
destination delivery staging areas within small business or residential areas. Current oper-
ational models at horizontal resolutions of O(3 km) may be useful to alert UAS operators
when wind speeds are likely to exceed 10 m s−1 that affect flight paths and the stability
of lighter UAS [28,29]. However, convection, terrain-flow interactions, or surface heating
during weaker flow periods may lead to small-scale spatially heterogeneous winds and
turbulence that have the potential to further complicate UAS flight operations and which
are parameterized, but not well captured, by mesoscale models.

Summer lake breezes typically require Air Traffic Control at the Salt Lake City (SLC)
International Airport to switch incoming flights during late morning from landing from
the north to landing from the south [30]. The nocturnal and early morning southerly
winds “down” the Salt Lake Valley shift to northwesterly winds “up” the Valley as a
response to the increased surface heating in the Valley relative to the nearby Great Salt Lake
(GSL) [31,32]. Occasionally, a highly turbulent lake breeze front develops at the leading
edge of the breeze, although the ambient horizontal wind speeds may remain below the
criteria expected to curtail UAS operations [33].

The objective of this study is to examine an FE model simulation during the passage
of a weak lake breeze front that progressed across the SLC International Airport on 3 June
2022. Prior FE simulations have focused on situations with stronger mesoscale dynamical
forcing in which surface heating plays a secondary role. The summer lake breeze front
provides a distinctive progressive meteorological signal that interacts in complex yet
relatively well understood ways with other terrain-forced circulations, buildings, and strong
surface heating across heterogeneous land-surface types. This study aims to establish a
foundational understanding of model performance and challenges associated with utilizing
FE in arid complex terrain. A subsequent study will examine the model’s sensitivity
to the presence of buildings and the intensity of surface heating. Section 2 provides a
detailed overview of the model setup. Section 3 presents the results, focusing on the
complex interactions between urban environments and boundary layer processes using
the FE model. Section 4 presents a discussion and summary of the results, along with
outlining future research. These future studies will conduct a detailed sensitivity analysis
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to assess the impact of various parameters, such as the removal of buildings, adjustments
to internal building temperatures, and modifications to thermal surface roughness. These
efforts aim to clarify uncertainties and enhance the reliability of FE model results in urban
environments.

2. WRF and FastEddy Model Configuration

HRRR hourly analyses beginning at 00:00 UTC 3 June 2022 were used to initialize and
provide boundary conditions for a 1 km horizontal resolution WRF [34] 24 h simulation
over a 400 × 400 km domain centered on the SLC International Airport (Figure 1). The
overestimated spatial extent of the GSL in the default WRF land use field was modified
to conform to the lake’s areal extent during 2022 as shown in Figure 1. The WRF lake
depth, land use category, and soil top and bottom values in the WRF geogrid file were
also adjusted similar to the changes made by Blaylock et al. [33]. Other details regarding
the WRF simulation are shown in Table 1. Urban physics parameterization schemes
available in WRF (e.g., single-layer urban canopy model, Kusaka et al. [35] or building
effect parametrizations, Martilli et al. [36]) use the Noah land surface model as a foundation
with additional urban-induced latent and sensible heat and fraction coverage of urban
surface term added to estimate the total grid-scale sensible heat flux [37]. Urban physics
parameterizations, like those available in WRF, were not used in this study since the specific
parameters to characterize buildings required to use them had been developed for other
locations [13,38–41] and are not available for Salt Lake City. WRF ∆ = 1 km resolution
simulations run by us for a Chicago, IL, domain revealed minimal differences in wind and
temperature between the simulations with and without urban physics parameterizations.
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Table 1. WRF and FE configuration details.

Characteristics WRF FastEddy

Time Step 2 s 0.01 s
Grid Spacing 1 km 5 m

E–W size 400 km 9 km
N–S size 400 km 9 km

Vertical Levels 45 122
Microphysics Thompson scheme none

Longwave Rad RRTMG none
Shortwave Rad RRTMG none
Urban Physics none none
Surface Layer MM5 MOST

LS Model Noah LSM 1 km WRF
Land Use MODIS30s NLCD

PBL Physics MYNN none
CU Physics none none

Initialization Data 3 km HRRR 1 km WRF

The FE simulations are initialized at 14:00 UTC (7:00 LST) 3 June 2022 and forced on
the FE’s boundaries over the subsequent 5 h by the WRF simulation. The FE domain is
an 81 km2 square region discretized using (Nz, Ny, Nx) = (1794, 1782, 122) grid points
with a grid spacing of ∆x,y = 5 m horizontally. Thus, the FE domain is comprised of
~400 million grid points and is ~0.05% of the WRF domain. (For reference, the current
operational HRRR model uses 1799 × 1059 grid points and 52 vertical levels for a total
of ~100 million grid points to cover the entire CONUS.) The vertical grid spacing in the
terrain-following grid gradually expands as altitude increases to ~3600 m AGL to allow for
boundary layer growth. Details regarding FE are available in the studies by Muñoz-Esparza
et al. [22–24], and the Open Source version of FE is described online [42]. FE was run on
NCAR’s high-performance computing system, Derecho, at the Wyoming Super Computing
Center in Cheyenne, WY [43]. Each 5 h FE simulation (14:00–19:00 UTC 3 June) required
18 h across 64 GPUs (16 GPU nodes) on Derecho. Dozens of these simulations were made
for testing and development, of which only one is described here. The FE simulation
uses prescribed lateral, bottom, and top boundary conditions from the WRF simulation.
The cell perturbation method described by Muñoz-Esparza et al. [44,45] introduces finite
amplitude perturbations to the potential temperature perturbations near and along the
inflow boundaries that are dynamically updated based on the WRF’s lateral boundary
conditions. This method accelerates the generation and development of turbulence. To
achieve full development and equilibrium of turbulence in regions of interest, a 1 km fetch
from the boundary is imposed, which is less than that required for other methods [46,47].

As shown in Table 1, the FE simulations do not explicitly consider radiative effects and
instead are forced by time-dependent surface boundary conditions (e.g., skin temperature
and water vapor) that are ingested by the FE’s Monin–Obukhov Similarity Theory (MOST)
surface layer scheme. The MOST approach computes friction velocities and exchange
coefficients for surface heat and moisture fluxes in land surface models (LSM), using
momentum roughness from the NLCD reference list and user-prescribed thermal roughness,
feeding into the Noah LSM bulk heat transfer equation to compute sensible heat flux. Hence,
these FE simulations do not consider the urban canopy energy budget and sensible and
latent heat fluxes generated by buildings. Additional details on the FE model configuration
are further described in previous studies [21,24].

Figure 2 illustrates the terrain, land cover, building locations, and roughness length
within the FE domain. A building mask was developed for the FE domain using ArcGIS
Pro software to extract building height, size, elevation, and location from the USGS LPC
UT Wasatch L4 2013 LAS 2016 Lidar dataset [48]. The Lidar dataset was subset into
categories such as ground elevation, vegetation, and buildings. The ground elevation
subset was used to create a digital terrain model (DTM), which is simply the elevation
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of the bare surface after minor smoothing to limit model instabilities. When comparing
Figure 2a to Figure 1, very slight elevation gradients are evident across the FE domain. The
DTM terrain was subtracted from a digital surface model (DSM) comprising the ground
elevation and building subsets to extract building height (Figure 2b). The exact location
and shape of the buildings were verified relative to 2018 building footprints from the Utah
Geospatial Resource Center [49]. Structures with high root mean squared error (>2 m)
were manually adjusted to match the building footprint. Between 2016 and 2022, most
of the buildings remained unchanged, except that manual adjustments were necessary
to reflect major upgrades to the airport during this period. As shown in Figure 2c, the
2016 USGS National Land Cover Database land cover and use were also processed for the
FE domain. Following the same land cover to roughness conversion table used in WRF,
land cover was used to assign to each grid point prescribed roughness length values, as
shown in Figure 2d. These input grids were transformed to the WRF’s Lambert Conformal
projection at 1 m resolution centered on the SLC Airport within the FE domain. The colored
1 × 1 km squares in Figure 2b define four representative subdomains shown in Figure 3:
Open (OP), primarily shrub and grasslands with low roughness; Industrial (IP), large
structures typically housing commercial distribution facilities near the airport; Airport
(AP), open runway area within the airport facility with low roughness; and Urban (UB),
small residential and commercial buildings.
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FE uses a scale-independent version of the Chan and Leach [50] immersed body force
method (IBFM), adding increased drag forces to the momentum equations at building grid
points. IBFM slows flow approaching buildings, similar to fluids encountering solid objects,
and no flow is possible through a building grid point. The scale independence of the
IBFM allows for the modeling of solid bodies at any grid size (Muñoz-Esparza et al. [23]).
Shin et al. [51] suggest that building-induced flow responses become less important when
the turbulence scale becomes larger than the building size. As evident in Figure 2b and
Table 2, the average height and size of the 20,607 buildings in our domain are relatively
small since most are residences and small commercial buildings. (The building maxima
reflects the height of the Air Traffic Control Tower and the primary airport structure’s
spatial footprint.) Although the direct impact of any individual building may be relatively
small, the cumulative effect of all of these buildings may be large and depend on how they
are arranged across the landscape.

Table 2. FE domain building characteristics for the 20,607 buildings.

Mean Maximum

Height [m] 4.8 37.3
Surface [m2] 534.0 116,718.6
Volume [m3] 4815.9 1,939,747

Zero wind speed and constant temperature and moisture are specified inside building-
masked volumes to minimize momentum, energy, and mass exchange between the build-
ings and the environment. Shin et al. [51] note that the extended IBFM does not entirely
eliminate such exchanges arising from advection and diffusion through building walls.
Since prior FE studies have focused primarily on dynamically forced flows across major
urban centers with buildings of sizeable areal extent, such exchanges were less evident
than we found in this study. The configuration of this FE simulation did not include a



Atmosphere 2024, 15, 809 7 of 23

building model. Hence, there is no accounting for the impacts of building radiative effects
on sensible heat fluxes. Our initial FE simulations assumed the initial temperature inside
building-masked grid volumes (20 ◦C at 14:00 UTC) remained constant throughout the
simulation while the outside air temperature increased to over 28 ◦C by 19:00 UTC. For
the simulation investigated in depth in this study, the internal building temperatures are
set to the time-evolving mean WRF-provided lateral boundary profiles. Since buildings
that are close to or smaller than the horizontal resolution are unresolved, internal building
temperatures may be advected into the surrounding environment. Such impacts of building
interior temperatures on the FE simulations will be presented in a later study. Additional
sensitivity experiments will be presented in that study that examine removing all buildings
and varying the thermal roughness length (z0h) that, along with surface temperature, wind
speed, and stability, controls the intensity of surface heat flux. As discussed by Mahrt [52],
z0h is challenging to parameterize and is quite variable but is typically assumed to be
related to, but smaller than, the aerodynamic surface roughness length (z0m). Previous
studies examined six such parameterizations for a land–atmosphere model and illustrated
that high values of z0h lead to overestimates of sensible heat flux [53–55]. The simulation
presented here sets z0h to 0.1 of z0m, which has been used in the default setup for other
FE simulations.

3. Results and Discussion
Observations and Simulations of Lake Breeze Frontal Passage

The western United States on 3 June 2022 was dominated by a north–south-oriented
ridge at 500 hPa extending from eastern Utah to Alberta, Canada. The 12:00 UTC (5:00 LST)
sounding launched from the SLC International Airport indicated clear skies with 6 m s−1

southeasterly down-valley winds near the surface that weakened through the lowest
700 m AGL (Figure 4a). The southeasterly near-surface winds were embedded within
a strong stable layer arising from nocturnal radiational cooling (Figure 4c). The WRF
simulation valid at 12:00 UTC has comparable vertical profiles of wind speed and direction
in the boundary layer near the SLC International Airport. However, the WRF potential
temperature in the lowest 300 m is ~3–4 K higher than observed (Figure 4c). Over the next
6 h, surface heating in the WRF simulation mixes out the near-surface stable layer and
develops an approximately adiabatic profile within the lowest 1500 m. Light southwesterly
winds reflect the prefrontal conditions (Figure 4b).
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Figure 4. Observed vertical profiles (MSL) at KSLC (black) at 12:00 UTC (05:00 LST) 3 June 2022 of:
(a) wind speed; (b) wind direction; and (c) potential temperature (θ). WRF-simulated profiles shown
in each panel for 12:00 UTC (red) and 18:00 UTC (purple).

Meteorological data are available from six surface stations inside the FE domain,
with over a hundred stations across the area shown in Figure 5. Between 14:00 and 16:00
UTC, stations within the FE domain and most of the northern end of the SLV continued
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to experience southeasterly light winds, consistent with the earlier sounding. Southerly
winds increased to 3–4 m s−1 between 16:00 and 17:00 UTC as down-valley flow extended
northward. The distinctive passage of the lake breeze front at the airport was evident
between 17:50 and 17:55 UTC by a shift to northwesterly winds, a wind speed increase to
5–6 m s−1, and a dewpoint temperature increase of 3 K. As documented by Zumpfe and
Horel [30] for other lake breeze fronts, only a slight drop in temperature typically follows
their passage due to the continued surface heating in this arid environment during summer.
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6a), the WRF wind field is characterized by 1–4 m s−1 southerly winds with θ ~309–310 K. 
One hour later (Figure 6b), surface heating during the morning and stronger southerly 
down-valley flow across the western sector of the FE domain leads to higher θ there. The 
influence of the lower lake temperature (19 °C) is evident by the lower θ and westerly–
northwesterly flows preferentially pushing towards the southwest of the FE domain. The 
increased southerly winds to the west of the FE domain slowed the lake breeze’s eastward 
progression. By 17:30 UTC (10:30 LST), the lake breeze front enters the western FE domain, 
characterized by westerly to northwesterly flow and wind speeds between 1 and 4 m s−1 
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Figure 5. Plan view 0.5◦ radial wind speed (m s−1) from TSLC radar (black dot) for (a) 17:01 UTC
3 June 2022 and (b) 18:02 UTC 3 June 2022. Blue (orange) shading denotes flow toward (away) from
the radar. The black box indicates the FE domain. The blue line denotes the position of the lake
breeze front.

Radial wind observations are available from the TSLC Terminal Doppler Weather
Radar located on the valley floor ~20 km north-northeast of the SLC International Airport
(Figure 5). At 17:00 UTC (Figure 5a), the 0.5◦ elevation angle radial wind speeds are
dominated by down-valley (southerly) wind with lighter southerly winds within the FE
domain. Based on surface observations and the radial winds in Figure 5a, the lake breeze
front pushed preferentially into the northeast corner of the Salt Lake Valley, since that
region is adjacent to the GSL’s open water. By 18:00 UTC (Figure 5b), the lake breeze had
crossed nearly all of the FE domain, as evidenced by the outbound radial winds behind
the front. The weak inbound speeds further behind the front result from a shift from
northwesterly to westerly winds by that time.

Figure 6 illustrates the temporal evolution of WRF 2 m potential temperature (θ) and
10 m winds within the 30 km inset outlined in Figure 1. At 15:30 UTC (08:30 LST, Figure 6a),
the WRF wind field is characterized by 1–4 m s−1 southerly winds with θ ~309–310 K.
One hour later (Figure 6b), surface heating during the morning and stronger southerly
down-valley flow across the western sector of the FE domain leads to higher θ there. The
influence of the lower lake temperature (19 ◦C) is evident by the lower θ and westerly–
northwesterly flows preferentially pushing towards the southwest of the FE domain. The
increased southerly winds to the west of the FE domain slowed the lake breeze’s eastward
progression. By 17:30 UTC (10:30 LST), the lake breeze front enters the western FE domain,
characterized by westerly to northwesterly flow and wind speeds between 1 and 4 m s−1

(Figure 6c). The WRF simulation indicates a slower progression of the lake breeze front
through the FE domain, with the front crossing the Airport region by 18:30 UTC instead of
that observed (17:55 UTC).
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For comparison to the output from the WRF simulation, Figure 7 shows θ at every 
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the FE simulation evolves over the first 1.5 h (15:30 UTC, Figure 7a), the FE environment 
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16:30 UTC (Figure 7b), surface heating and down-valley flow result in higher θ along the 
western edge of the domain with fine-scale turbulent features evident in the θ field. The 
FE simulation develops northeasterly winds and sustains lower θ in the eastern half of the 
domain that was not observed or simulated by WRF. This anomalous pool of lower θ is 
exacerbated initially by weak easterly winds across the eastern boundary (Figure 6a) and, 
as will be shown later, maintained by underestimated surface sensible heat fluxes in this 
region. 

By 17:30 UTC (Figure 7c), the lake breeze front was advancing across the western 
third of the domain, the timing of which was influenced by the evolving boundary condi-
tions imposed by the WRF simulation. Note that θ along the western boundary imposed 
by the WRF at this time is higher than that simulated further inside the FE domain. 
Stronger turbulence is evident by the θ streaks in both the prefrontal southerly flow and 

Figure 6. WRF 10 m wind barbs and 2 m θ within the 30 km domain shown in Figure 1 at:
(a) 15:30 UTC; (b) 16:30 UTC; (c) 17:30 UTC); and (d) 18:30 UTC. Wind speeds of 1 m s−1 (5 m s−1)
are denoted by half (full) barbs. The black box outlines the FE domain. The heavy blue line indicates
the location of the lake breeze front.

For comparison to the output from the WRF simulation, Figure 7 shows θ at every
grid point and 10 m winds plotted at every 100th grid point from the FE simulation. After
the FE simulation evolves over the first 1.5 h (15:30 UTC, Figure 7a), the FE environment
is characterized by 1 to 4 m s−1 southeasterly flow and θ values 4 K lower than WRF. By
16:30 UTC (Figure 7b), surface heating and down-valley flow result in higher θ along the
western edge of the domain with fine-scale turbulent features evident in the θ field. The
FE simulation develops northeasterly winds and sustains lower θ in the eastern half of
the domain that was not observed or simulated by WRF. This anomalous pool of lower
θ is exacerbated initially by weak easterly winds across the eastern boundary (Figure 6a)
and, as will be shown later, maintained by underestimated surface sensible heat fluxes in
this region.
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Figure 8. WRF θ along the Y = 2 km east–west cross-section denoted in Figure 7a (shading in
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(b) 17:30 UTC; and (c) 18:00 UTC. Wind speeds of 1 m s−1 (5 m s−1) are denoted by half (full) barbs.

By 17:30 UTC (Figure 7c), the lake breeze front was advancing across the western third
of the domain, the timing of which was influenced by the evolving boundary conditions
imposed by the WRF simulation. Note that θ along the western boundary imposed by
the WRF at this time is higher than that simulated further inside the FE domain. Stronger
turbulence is evident by the θ streaks in both the prefrontal southerly flow and postfrontal
westerly flow. Light and variable winds persist over the residential area east of the airport.
The lake breeze front simulated by FE progresses faster across the domain than WRF
(compare Figures 6d and 7d). FE’s faster frontal speed may have resulted from the weaker
flows opposing its progression across the domain. The lower θ in the FE simulation
relative to WRF continues, as evident by the FE’s “warm” streak imposed along the
western boundary, with turbulent streaks resulting from flow interactions with structures
throughout the model domain.

Figure 8 illustrates the WRF-simulated vertical structure and progression of the lake
breeze within the east–west cross-section outlined in Figure 7a. At 17:00 UTC (10:00 LST),
a well-mixed adiabatic environment is evident across the domain. As surface heating
imposed by the WRF skin temperature increases during this hour, θ increases by several
K throughout the boundary layer ahead of the lake breeze. The simulated lake breeze’s
slower than observed eastward progression is evident by the wind shift to northwesterly
flow, slightly lower θ, and increases in mixing ratio to 3.5–4.0 g kg−1.

The lake breeze structure simulated by FE within the east–west cross-section is shown
in Figure 9. At 17:00 UTC (10:00 LST), the morning stable layer persisted over the eastern
sector with 2 K lower θ compared to those aloft and within the well-mixed adiabatic
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environment across the rest of the domain. The surface heating imposed by the WRF skin
temperature wherever buildings are absent contributed to buoyant thermal plumes rising in
the western portion of the domain, while plumes and rising motion are much weaker within
the eastern stable layer. Mixing ratios within the stable layer ranged from 3 to 3.5 g kg−1 in
contrast to ~2.5 g kg−1 in nearly all of the rest of the cross-section. As will be shown later,
the lower near-surface θ in the eastern sector may result from weaker surface sensible heat
fluxes in this region despite the imposed higher WRF-imposed skin temperatures.
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Figure 9. As in Figure 8, except for the FE simulation with every 100th horizontal wind vector plotted,
at (a) 1700 UTC, (b) 1730 UTC, and (c) 1800 UTC.

By 17:30 UTC (Figure 9b), the stable layer mixes out due to continued surface heating
and buoyant thermals extend upwards across much of the domain in advance of the lake
breeze front. The pronounced lake breeze front’s head [30,33] extends upwards ~900 m,
evident in the sharp horizontal gradients in θ and the mixing ratio between 2 and 2.5 km. A
turbulent plume of higher θ extends upwards immediately ahead of the front as a result of
upward vertical motion exceeding 3 m s−1. Behind the lake breeze front, θ is 1–2 K lower,
winds shift to westerly at 1–4 m s−1, and the mixing ratio transitions rapidly from 2.5 to
4 g kg−1.

The front progresses eastward at a speed of ~2.5 m s−1 during the next 30 min, which
is consistent with the advective speed of FE’s westerly component of the postfrontal flow
(Figure 9c). The front’s head decreases in depth, the leading upward wind speeds drop
to ~1 m s−1, and the gradients in θ and mixing ratio across the front weaken during this
period. The weakening of the front as it progressed across the domain is likely strongly
influenced by the ongoing surface heating imposed by the WRF skin temperature boundary
condition wherever buildings are not present.
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5 m resolution FE winds are mapped in Figure 10 to the TSLC radar’s polar co-
ordinate 0.5◦ elevation angle radial wind reference frame. That transformation of the
three-dimensional FE wind field enables validating the FE winds relative to those observed
from the TSLC radar. While the observed radial scans contain clutter from vehicles and
aircraft, the dominant signal at 17:32 UTC (Figure 10a) is inbound (southerly) winds ahead
of the front and outbound or weak inbound speeds behind it. By 18:02 UTC (Figure 10b),
the front is evident only in the extreme southeast corner of the figure’s domain, with more
substantial outbound velocities in its wake. The FE simulation captures the general sense
of the progression of the lake breeze front across the domain (Figure 10a,c). However,
the slower eastward speed of the front in the WRF simulation affects details in the FE
simulation. For example, the continued inbound flow at 18:02 UTC imposed by WRF on
the southern boundary impedes frontal progression in that area with more rapid frontal
movement near the airport and along the I-80 corridor (i.e., the east–west-oriented red line
in Figure 10c).
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As shown in Figure 11a, the WRF 2 m temperatures are consistently higher than those 
observed at the SLC Airport (KSLC) in the initial hours of the simulation. The high ob-
served temperatures after 17:30 UTC at this site are partly due to its location over a gravel 
surface surrounded by extensive concrete and pavement. Other observations within the 
FE domain remain lower than the WRF throughout the simulation (e.g., Figure 11b,c). 
UCC51 is located in a city park with extensive grass and trees. UT215 is located at the 
intersection of I-15 and I-215 near the airport. The FE 2 m temperatures are comparable to 
those observed after 15:00 UTC, while those at 5 m approach those simulated by WRF. 

Figure 10. Radial wind speed at 0.5◦ elevation angle within the FE 9 km × 9 km domain according to
the colorbar: (a) FE-simulated speeds at 17:32 UTC; (b) as in (a) except for TSLC-observed speeds;
(c) as in (a) except at 18:02 UTC; (d) as in (c) except for TSLC-observed speeds. The red lines denote
the east–west and north–south interstates (I-80 and I-215, respectively). Labels denote locations of
stations in Figure 11.
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increases from 13 °C to 38 °C from 12:00 to 18:00 UTC, which leads to an 8 K increase in 2 
m θ during the same period. (Pavement temperatures at UT215 near the Airport increased 
from 17 °C to 34 °C during this period.) As seen also in Figures 4c and 8, the WRF’s initial 
stable vertical profile in the early morning becomes by 18:00 UTC adiabatic to nearly 3 km 
MSL. The domain-average FE profiles of θ evolve similarly to those evident from the WRF 

Figure 11. Observed 2 m air temperature (◦C, dots) between 14:00 and 19:00 UTC at: (a) KSLC;
(b) UCC51; and (c) UT215. Also shown are time series of WRF air temperature and FE 2 m and 5 m
air temperature at these locations by dash-dot, long dash and short dash lines, respectively.

As shown in Figure 11a, the WRF 2 m temperatures are consistently higher than
those observed at the SLC Airport (KSLC) in the initial hours of the simulation. The high
observed temperatures after 17:30 UTC at this site are partly due to its location over a
gravel surface surrounded by extensive concrete and pavement. Other observations within
the FE domain remain lower than the WRF throughout the simulation (e.g., Figure 11b,c).
UCC51 is located in a city park with extensive grass and trees. UT215 is located at the
intersection of I-15 and I-215 near the airport. The FE 2 m temperatures are comparable to
those observed after 15:00 UTC, while those at 5 m approach those simulated by WRF.

Figure 12 compares the vertical profiles of θ, wind speed, and wind direction averaged
across non-building points within the 9 km × 9 km domain in both the WRF and FE
simulations. While the FE and WRF southerly wind speeds aloft above 2 km MSL tend
to be comparable, the FE domain-averaged near-surface winds are easterly and weaker
relative to the WRF’s southerly winds. The WRF’s increase in southerly flow from 16:00 to
17:00 UTC near the ground is less evident in the FE simulation. Also, the faster progression
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of the front in the FE simulation, which aligned with TDWR observations, leads to more
westerly winds by 18:00 UTC than simulated by WRF across the domain.
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Figure 12. As in Figure 4, except from the WRF (dashed) and FE (solid) simulations at 16:00 UTC
(black), 17:00 UTC (green), and 18:00 UTC (purple), for (a) wind speed, (b) wind direction, and
(c) potential temperature.

The θ vertical profiles in Figure 12c highlight the impact of surface heating in both
the WRF and FE simulations. The WRF skin temperature averaged over the FE domain
increases from 13 ◦C to 38 ◦C from 12:00 to 18:00 UTC, which leads to an 8 K increase in 2 m
θ during the same period. (Pavement temperatures at UT215 near the Airport increased
from 17 ◦C to 34 ◦C during this period.) As seen also in Figures 4c and 8, the WRF’s initial
stable vertical profile in the early morning becomes by 18:00 UTC adiabatic to nearly 3 km
MSL. The domain-average FE profiles of θ evolve similarly to those evident from the WRF
simulation, except that they have lower θ near the ground. A distinctive 0.5–1 ◦C increase
in θ develops between the two lowest model layers (2–5 m AGL) in the FE simulation
during all three time periods. Hence, given the very high skin temperatures, the model’s
2 m air temperature and θ are lower than expected. The thermal plumes evident in the
cross-sections in Figure 9 punch through this thin artificial inversion.

Comparing Figures 6 and 7, there is a general tendency for 10 m AGL FE horizontal
wind speeds to be lower than those simulated by WRF. The weaker wind field and the
possible influence of the 2–5 m inversion layer may help to explain the lower production of
TKE in the FE simulation compared to WRF (Figure 13). WRF TKE values of ~3–3.5 m2 s−2

at 30 m AGL shown in Figure 13a represent the sub-1 km parameterized estimate of TKE
over the 15 min period centered at 17:30 UTC. Figure 13b shows the sum of FE resolvable
scale TKE (5 m–1 km scales) and FE sub-5 m parameterized TKE. FE has lower TKE than
WRF over much of the domain, with large FE TKE limited primarily to the north–south-
aligned frontal zone at this time. The very low TKE along the FE’s inflow boundaries
reflects the spatial scales required to spin up the turbulence [44–47]. Upscaling the FE TKE
to the same 1 km resolution of WRF (Figure 13c) reinforces the differences between TKE in
FE and WRF. It should be noted that WRF exhibited higher surface temperatures relative to
station observations (Figure 11), which could lead to increased buoyant thermal production
and, consequently, higher TKE. Irrespective of the likely overall underestimate of TKE in
this FE simulation, the very large TKE values along the front in excess of 10 m2 s−2 indicate
the types of situations that would hamper UAS operations.
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km. Vector winds plotted as in earlier figures. 
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The potential causes for the FE’s inversion layer between 2 and 5 m and reduced
TKE prompted us to consider the user-assigned thermal roughness parameter and its
impacts on surface sensible heat flux. Late morning summer sensible heat fluxes in arid
open [56] and urban areas [57] can be expected to be greater than 200 W m−2. The WRF
heat flux at 17:30 and 18:00 UTC (Figures 14a and 14c, respectively) typically exceeds
that threshold, particularly in the areas with low roughness lengths in WRF. FE sensible
heat flux is similarly higher (>300 W m−2) in the areas specified as having low roughness
length (Figure 2d). The FE heat flux tends to be substantively lower in wetland regions
(upper left of Figure 2b,d) but also unexpectedly low in urban areas with high roughness
lengths (center left and right of Figure 2b,d). In addition, the sensible heat flux is zero
where buildings are present. These characteristics have not been explicitly recognized
previously as affecting other FE simulations since sensible heating has been less dominant
than dynamical forcing during those simulations.
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Figure 14. Sensible heat flux (W m−2) shaded according to the colorbars: (a) WRF heat flux at
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The sensible heat flux derived from the MOST-based FE surface layer parametrization
scheme is affected by the treatment of surface roughness. The bulk transfer coefficients
are computed using z0m from the NLCD reference list and user-prescribed z0h. These
coefficients are then applied in the Noah land surface model bulk heat transfer equation
to compute sensible heat flux. Given this setup, it is likely that the reduced heat flux was
due to the weak user-prescribed z0h that induces negative feedbacks that tend to maintain
lower near-surface temperatures, enhanced near-surface stability, and reduced near-surface
wind speeds and TKE.

Figure 15 summarizes critical aspects of the FE simulation across the entire domain as
well as in the subdomains shown in Figure 3. The 2 m air temperature (Figure 15a), heat
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flux (Figure 15b), and TKE (Figure 15c) remained relatively unchanged and lower than
simulated by WRF between 14:00 and 16:00 UTC. As mentioned earlier, the underestimated
specification of thermal roughness, z0h, reduces heat transfer efficiency and likely delays
the destruction of the near-surface cold pool simulated during the morning. This reduction
results in less sensible heat flux and provides insufficient energy to warm the near-surface
air and increase turbulence during this period. After 16:00 UTC, lower FE 2 m air tem-
peratures remain relative to WRF across the entire domain and within each subdomain
(Figure 15a). As shown in Figure 15b, WRF sensible heat flux exceeds 200 W m−2 by 16:45
UTC (09:45 LST). Higher FE southerly wind speeds in advance of the lake breeze front at
16:30 UTC (Figure 7b) lead to sharp increases in air temperature, sensible heat flux, and
TKE between 16:00 and 17:00 UTC in the Open (OP) and Industrial (ID) subdomains near
the western edge of the FE domain (Figure 15). As indicated by the westerly wind shift
in Figure 7c and increase in mixing ratio, the front crosses those areas by 17:30 UTC, after
which the changes in temperature, sensible heat flux, and TKE tend to flatten (Figure 15).
The temporary spikes in TKE, which were evident in these two areas between 17:15 and
17:30 UTC, resulted from the frontal passage. Since prefrontal southerly winds did not
develop as strongly in the AP and UB subdomains (Figure 7), and the front weakens as it
progresses further east (Figure 9), smaller peaks in sensible heat flux and TKE are present
in those areas after 17:30 UTC.
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blue). The frontal passage in each subdomain (OP, ID, UB, AP) is indicated by the respective colored
boxes along the x-axis.
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4. Summary

This research uses the FE LES model to investigate the impact of an urban environment
on boundary layer dynamics, temperature, wind, and turbulence. The GPU-based FE
model is forced by one-way nested modeling simulations during which a lake breeze
front traverses the SLC International Airport during the late morning LST on 3 June 2022.
This study is the first application of FE to focus on boundary layer responses to strong
surface heating and is configured to examine a GSL lake breeze frontal passage at a higher
resolution than has been possible before. Using 64 GPUs (16 GPU nodes) on NCAR’s
Derecho compute system, a 5 h FE simulation was completed in 18 h for an 81 km2 domain
at ∆ = 5 m horizontal resolution with 122 vertical levels. The level of resources required to
complete such simulations is reasonable for sensitivity tests and for potentially developing
improved microscale parameterizations relevant to other modeling systems.

The environment surrounding the SLC International Airport provides a rich mix of
land surface and building types relevant to many other urban centers, including a nearby
major water body, undeveloped wetlands, semi-arid fields, large commercial buildings,
and neighborhoods encompassing homes and small commercial buildings. Our study is
motivated by the need to examine the sensitivity of UAS flights to turbulence en route from
distribution points near a major hub, such as the SLC Airport, to diverse locations within
commercial and residential areas. Decisions to curtail flights when wind speeds exceed
aircraft design thresholds are not likely to require fine-scale urban wind estimates from LES
models such as FE. However, understanding how turbulence might affect flight operations,
particularly on takeoff and landing, when the ambient mean wind is under such thresholds
is not well understood. Much is being learned by flight reports from the ever-increasing
number of UAS operations underway [17]. However, model simulations may help inform
why many hazardous UAS flight situations develop and how to plan for them.

While this study presents results from only one FE simulation, many were completed
as part of testing and evaluation in order for it to perform well in a relatively high elevation
(~1230 m MSL), semi-arid environment. Intense surface heating transpires during a clear-
sky, low-humidity summer morning. The skin temperature estimated from the WRF
simulation increased from 13 to 38 ◦C during the morning, which appears reasonable
relative to that observed on highway surfaces in the FE domain. In contrast, the GSL
temperature during the morning likely only increased by 0.5 ◦C from the constant 19 ◦C
specified in the WRF simulation based on remote sensing temperature estimates for that
day, prior remote sensing studies (e.g., Crosman and Horel [58]), and unpublished 5 min
buoy temperatures during earlier summers developed by the United States Geological
Survey. This lake temperature is slightly lower than what is expected for 3 June 2022,
which may have resulted in a more robust lake breeze front in the WRF simulation. The
nocturnal and early morning down-valley winds observed through the Salt Lake Valley
arise from mountain–valley and lake–land temperature differences that reverse to up-
valley during late morning LST. The meteorological situation on 3 June 2022, with a
well-defined lake breeze front traversing the FE domain in roughly one hour, is relatively
common [30,33]. Observed station reports and TDWR radial wind speeds suggest that
the FE simulation captures the general evolution underway during this period. However,
the slower progression of the lake breeze front imposed by the WRF lateral boundary
conditions on both the western and southern boundaries constrains details within the small
FE domain. Several earlier FE studies examined mesoscale situations where strong external
dynamical forcing was directed primarily in one direction such that the simulations were
less affected by boundary forcing opposing the primary flow direction [24].

Lower TKE than expected during the FE simulation across much of the domain likely
arose from underestimates of surface sensible heat flux, resulting from an assignment
of thermal roughness lower than optimal. In this study, the user-prescribed FE surface
thermal roughness length, z0h, was set to 10% of the surface roughness length, z0m. While
this assumption appears appropriate in low roughness length areas within the FE domain,
it leads to underestimates of the efficiency of heat transfer between the surface and the
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atmosphere and sensible heat flux in urban areas where z0m is higher. This reduced heat
transfer leads to lower temperatures near the surface and enhances near-surface stability at
the outset of the FE model simulation that is difficult to overcome since dynamical forcing
then is weak. A later study will present additional simulations for this case in which
increasing z0h leads to higher surface sensible heat flux.

In addition, the FE version used in this study does not consider direct radiative heating
of buildings, which leads to substantial heating adjacent to the buildings [35,36,59]. Adding
such building radiative effects would increase sensible heat fluxes wherever buildings
are present.

Despite the underestimated TKE, the FE simulation captures turbulent interactions
with the mean flow and buildings, highlighting physical processes that must be understood
for UAS operations and air-quality studies [60,61]. Buoyant plumes develop in favored
areas in response to the surface sensible heating that helps establish adiabatic mixing of
momentum, heat, moisture, and pollutants with increasing depth as the morning progresses.
Turbulent θ streaks illustrate the interaction between the ambient flow and structures, with
wakes often evident in the lee of larger buildings. With over 20,000 buildings within the FE
domain, the cumulative effect of these structures on the flow is, as expected, substantial.

The simulated structure of the lake breeze frontal head provides more detail than has
been possible from observations [30,33] or WRF simulations at lower resolution [33]. Sharp
horizontal gradients observed and simulated across the front and vertical velocities in
excess of 3 m s−1 immediately in advance of it in the lowest km are capable of both increas-
ing ozone concentrations at its leading edge and lofting them throughout the boundary
layer [33]. As the simulated lake breeze front moves further away from the GSL, its depth
and intensity weaken in a realistic fashion, partly due to the aforementioned imposed
slower WRF frontal speed along the FE southern boundary.

A manuscript is being developed to assess the sensitivity of FE simulations for this
case to removing all buildings, lowering the internal building temperature, and increasing
the thermal surface roughness length so that the surface sensible heat flux is increased. In
addition, work is underway to “fly” typical UAS package delivery drones along routes
likely to be undertaken in the future using the turbulent wind fields available from the
FE simulation in this study. The extent to which the drones would be affected by the
turbulence along the flight path will be assessed.
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