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(1) ELISA and UPLC-MS/MS Results 

Figures S1 and S2 depict typical calibration curves used in both the ADDA-ELISA analysis and 
UPLC-MS/MS confirmations of microcystin (MC) concentration. Excellent agreement was observed 
between the standard concentrations and the response of either measurement technique for all 
replicate experiments (r2 approaching 1). These results ensured that each measurement of MC 
concentration was reproducible and subject to low variability.  

 
Figure S1 Sample calibration curve for ELISA tests for determination of MC concentration in batch 
degradation experiments. The correlation coefficient in this case was 0.99137, indicating good 
agreement between measured and standard concentrations. 
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Figure S2 Sample calibration curve for UPLC-MS/MS tests for comparison against ELISA tests. The 
correlation coefficient in this was 0.9997, indicating very good agreement between measured and 
standard concentrations. 

(2) Flow Cytometry Results 

For consortia cultured without the presence of ethanol, optical density was not sensitive enough 
to detect changes in the concentration of MC-degrading bacterial cells. Therefore, flow cytometry was 
used to qualify the changes in cell counts during additional batch biodegradation experiments or 
each consortium in the presence of MC-LR. In brief, a Novocyte Flow cytometer (ABEA Biosciences) 
equipped with a single 488 nm excitation laser was used for bacterial cell detection. The cells were 
diluted, fixed, and stained with fluorescent SYBR Gold dye following a similar procedure presented 
by Huang et al. (2016) [1]. Based on the SYBR Gold fluorescent properties, the forward scatter (FSC-
H), side scatter (SSC-H), and main fluorescence intensity (FITC-H) channels were monitored during 
measurement. Flow cytometer settings were set to the following for each run: slow flow rate, 35 µL 
of sample injection, and FSC-H/FITC-H cutoffs at 150 and 500. respectively. These cutoffs were 
empirically determined to properly separate the bacterial signal from the smaller virus or debris 
particle signal.  

Figure S3 illustrates the results of the 11B consortia degrading MC-LR at an initial concentration 
of 100 µg/L after three replicate experiments.  Other consortia (i.e., 10B and LSB) shared similar cell 
growth behavior of the 11B consortium (data not shown). MC-LR was rapidly degraded by 11B 
consortium 2-4 days after the initial inoculation. Cell growth was highly variable for this consortium 
after 27, 66, and 98 hours (1, 3, and 4 days) of the duration of the experiment. However, there was 
relatively low variability in measured MC concentrations throughout the course of the experiment, 
indicating that MC metabolism was similar across each replicate experiment. Differences in cell 
growth may be attributed to a wide range in factors, including the composition of the initial 
inoculum. Although the initial cell counts were relatively equivalent across replicates (as intended), 
it was difficult to control, for example, the ratio of the initial number of MC degrading organisms to 
non-degrading organisms, which may have substantially influenced the cell growth profiles. Overall, 
the flow cytometry data was useful as it indicated that cell growth was occurring in each consortium 
using MC as the sole carbon and energy source and that the initial bacterial cell concentrations were 
relatively uniform across each experimental replicate.  
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Figure S3 MC-LR batch biodegradation experiment for the 11B consortia cultured without ethanol. 
Both the A) concentration of MC-LR (blue) measured using ELISA and B) cell counts (red) measured 
by flow cytometry are reported. Solid lines indicate the mean of three individual replicates, whereas 
grey shading indicates one standard deviation of the replicated measurements. The y-axis for cell 
count concentration is plotted on a log (base 10)-scale. 

(3) MC-LR Abiotic Degradation Experiments  

Control experiments (MC-LR without added consortia or ethanol) were run in triplicate to assess 
the effect of abiotic degradation potentially taking place during the batch biodegradation 
experiments (Figure S4). Experimental conditions for these experiments were kept identical to those 
described for batch biodegradation; however, monitoring was only performed for 4-days (shaken, 
room temperature, same volume and sterile tissue flasks used, 200 µg/L MC-LR initial concentration). 
As observed in Figure S4, there was a slight decline in MC-LR during experimentation, with some 
variation observed across replicates. The decline in MC concentrations may be attributed to sorption 
to the tissue flask rather than abiotic degradation as the experiments were performed in the dark and 
under room temperature (ruling out photo or thermal degradation) and the stability of MC is very 
high compared to other chemicals or toxicants.  
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Figure S4. Concentration of MC-LR as observed during the batch control experiments. 

(4) Derivation of the Bi-Phasic Kinetic Model 

The derivation of the analytical solution for the bi-phasic kinetic model presented in Equation 1 
is shown below and is similar to that presented by Ouiroga and co-workers [2].  𝑑𝐶𝑑𝑡 =  −𝐾𝐶𝑋 (1) 

First, a substitution is made for the microorganism concentration (X) given that the substrate 
(MC concentration) is rate limiting by introducing the cell yield coefficient (Y), resulting in Equation 
4. 𝑌 = 𝑋 − 𝑋0𝐶0 − 𝐶 (2) 𝑋 = 𝑌(𝐶 − 𝐶) + 𝑋 (3) 𝑑𝐶𝑑𝑡 = −𝐾𝑌𝐶ଶ + 𝐶(𝐾𝑋 + 𝐾𝑌𝐶) (4) 

The proposed model also considers some fraction of the initial substrate (MC) to be non-
biodegradable, which is realistic given that complete degradation of MC often is not performed by 
the degrader population (and depends on the non-degrader population present). 𝐶் = 𝐶 + 𝐶ே  𝑎𝑛𝑑  𝐶் = 𝐶 + 𝐶ே (5) 

where 𝐶் is the total substrate, 𝐶 is the biodegradeable substrate, and CNB is the non-biodegradable 
substrate portion, 𝐶் is the initial total susbtrate, 𝐶 is the initial biodegradeable substrate, in which 
the non-biodegradeable substrate remains non-transformed during degradation. 

Substituting the above relations for total substrate and grouping together like terms, three rate 
coefficients are observed, K0, K1, and K2. The mathematical meanings of each of these kinetic constants 
are described below (Equations 7-9). 𝑑𝐶𝑑𝑡 = 𝐾ଶ𝐶ଶ + 𝐾ଵ𝐶 + 𝐾 (6) 𝐾ଶ = −𝐾𝑌 (7) 
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𝐾ଵ = 𝐾𝑌 ൬𝑋𝑌 + (𝐶் − 𝐶ே) + 2𝐶ே൰ (8) 

  𝐾 = −𝐾𝑌 ൬𝑋𝑌 𝐶ே + (𝐶் − 𝐶ே)𝐶ே + 𝐶ேଶ൰ (9) 

The physical meaning of each of these constants can be determined by factoring Equation 6 and 
defining a new set of model parameters, p, q, and h. It can be shown mathematically that h is one 
limiting solution of the quadratic equation, and represents one solution where biodegradation rates 
are at a minimum (dc/dt = 0). In this way, h is termed the maximum amount of substrate available for 
biodegradation. On the other hand, q is another limiting case from the quadratic equation where 
biodegradation rates reach a minimum. Thus, q signifies the non-biodegradable fraction of substrate 
remaining when the biodegradable substrate is exhausted. Finally, when substituting K1, K2, and K0 
into Equation 10, it is evident that the p value represents the maximum specific growth rate of the 
microorganisms (ଵ ௗௗ௧ ).    𝑝 = ට(𝐾ଵଶ − 4𝐾ଶ𝐾) (10) 

   𝑞 = −𝐾ଵ + 𝑝2𝐾ଶ  (11) 

ℎ = −𝐾ଵ − 𝑝2𝐾ଶ  (12) 

where h represents the maximum amount of substrate (MC-LR) available for biodegradation (µg/L), 
q represents the non-biodegradable portion of MC-LR (µg/L), and p represents the maximum growth 
rate of the microorganisms (1/day).  

(5) Summary of Model-Data Fitting Procedure and Metrics 

DREAMZS (v1.0), a variant of the well-known Bayesian, Differential Evolution Adaptive 
Metropolis (DREAM) algorithm, was used to estimate the posterior distribution of model parameters 
and associated half-lives. DREAMZS differs from DREAM in that it samples from the past states of 
each designated Markov chain exploring the specified parameter space and was selected for this 
study for the following advantages: a) a smaller number of chains is required to search the parameter 
space (reducing CPU time); b) the CPU time can be further reduced since each chain can run on a 
different processor (better parallel distribution); and c) outlier chains do not need as forceful of 
treatment as compared to DREAM [3]. Advantage c) was particularly important since the parameter 
space for this kinetic model was marked by a very large number of local minima.  

The specific settings used to run the DREAMZS algorithm are described in Table S1. The choice 
of objective function was set to Gaussian likelihood without measurement error (with the assumption 
that the error residuals are normal, independent, and homoscedastic), as the sample size (n=3) was 
small. With a smaller number of replicates, the standard deviation will vary considerably by chance; 
therefore, weighting by the measurement error should, in most cases, always be avoided [4].  

Table S1 – DREAM_ZS settings for Model-Data Fitting Procedure. 

Parameter Setting Nominal Value 

Objective Function Gaussian Likelihood: 
measurement error integrated out 

Number of Markov Chains (N) 6 
Number of Generations (T) 50,000 

Prior Distribution Uniform 
Boundary Handling Reflection 

Number of Crossover Values (nCR) 3 
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Number of Chain Pairs for Proposal (δ) 3 
Random Error for Ergodicity (λ) 0.05 

Randomization (ζ) 0.05 
Probability of Jump Rate 1 

Adapt Selection Probability Crossover Yes 
Scaling Factor of Jump Rate (b0) 0.75 

For all cases, a small number of chains (~6-15) and a high number of generations (50K-200K) 
resulted in convergence of the search algorithm for all datasets (Figure S5). The number of chains for 
low-dimensional problems (d<10) in DREAMZS was recommended to at least 3; therefore, between 6-
15 were used to be as conservative as possible. For runs requiring greater than 6 chains to reach 
convergence, outlying chains (with poor progress to the global minimum solution) were removed so 
that the number of chains compared was always consistent between experiments (6). In addition, the 
number of posterior samples (n) used after each fitting procedure was set to 25,000 (discarding half 
of samples for “burn in”). If the number of generations required to reach convergence was greater 
than 50,000, the last 25,000 samples were used to keep the number of posterior samples consistent 
between experiments. Convergence of the search algorithm to the target distribution was observed 
when the multivariate Rhat statistic, which compares the variance of the parameter distributions both 
within and between chains, reached a value below the threshold value of 1.2 [3,5] (Figure S5).  

The prior distribution was set to a uniform range between 195-205, 0-10, and 0-10 for the three 
parameters h, q, and p due to lack of information provided in the literature concerning the typical 
range in these parameters. The scaling factor jump rate (b0) was another parameter that was changed 
from the default value, where it was reduced from 1 to 0.75 to allow improved mixing and acceptance 
probabilities for each chain [3]. The remaining settings used in DREAMZS were all default values, as 
pre-specified by the algorithm.  

 
Figure S5 Evolution of the multivariate convergence statistic (Rhat) using the DREAM_ZS algorithm 
for a) consortia without and b) consortia with the presence of ethanol. 
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A summary of the best performing parameter sets (maximum log-likelihood) and the mean/95% 
credible intervals for the parameter estimations is presented in Tables S2 and S3. In addition, the 
marginal densities of the posterior parameter distributions are plotted in Figure S6. To reiterate the 
meaning of each model parameter, h represents the maximum amount of substrate (MC-LR) available 
for biodegradation (µg/L), q represents the non-biodegradable portion of MC-LR (µg/L), and p 
represents the maximum growth rate of the microorganisms (1/day). The credible intervals were 
generally widest (highest uncertainty) for the non-biodegradable fraction of MC (q), especially for 
10B, 12B, and LSB without the presence of ethanol (Table S3). These results can be observed visually 
(Figure S6) as the spread of the distribution for some model-data fits for q appears uniform across the 
specified interval of the prior parameter distributions. This wide interval suggests that there was an 
array of potential local minimum solutions in the parameters search space, and possibly some 
correlation between parameters. The posterior distributions for the maximum specific growth rates 
(p) and the initial concentration of biodegradable substrate (h) were well defined for all model-data 
fitting procedures (with best performing parameters close to the peak of all distributions), with 
reasonable credible intervals observed (Table S3). The shape of the posterior parameter distributions 
for p appeared gaussian for most consortia, with and without ethanol, while the shape of the 
parameter distributions for h were negatively skewed, with many parameter values congregating 
close to the initial concentration of 200 µg/L. The posterior distribution of half-lives for MC 
biodegradation were well defined for most cases; however, some discontinuities in the distributions 
were observed for both the 11B with ethanol and LSB without ethanol cases (Figure S6).  

Table S2 – Best Performing Parameter Sets and Associated Fitting Metrics. 

Consortia ID h (µg/L) q (µg/L) p (1/day) t1/2 (days) r2 RMSE 
LR-NE-10B 200.0003 1.82 6.80 1.98 1.00 0.4299 
LR-NE-11B 200.0001 1.63 6.69 2.12 1.00 0.4526 
LR-NE-12B 204.9624 0.098 1.27 2.94 0.745 39.10 
LR-NE-14A 204.9597 0.419 1.36 2.75 0.672 44.99 
LR-NE-LSB 200.0001 1.69 6.81 2.15 1.00 0.3141 
LR-WE-10B 200.0004 1.44 3.87 3.38 0.975 14.52 
LR-WE-11B 200.0000 2.43 8.05 2.27 1.00 0.1451 
LR-WE-12B 200.0000 0.169 4.58 3.43 0.995 6.943 
LR-WE-14A 200.0000 1.97 9.87 2.45 1.00 0.2539 
LR-WE-LSB 200.0016 0.710 2.64 4.43 0.975 12.63 

Table S3 – Summary of Posterior Parameter Distributions. 

Consortia 
ID 

h (µg/L) q (µg/L) p (1/day) t1/2 (days) 
µ 95% C.I. µ 95% C.I. µ 95%C.I. µ 95%C.I. 

LR-NE-10B 200.0025 [200.0003,200.0121] 1.78 [1.08,2.43] 5.97 [4.93,6.78] 1.976 [1.967,1.981] 
LR-NE-11B 200.001 [200.0002,200.0052] 1.57 [0.604,2.43] 6.03 [4.88,6.65] 2.14 [2.12,2.18] 
LR-NE-12B 202.4767 [199.9905,204.8917] 4.99 [0.238,9.74] 1.99 [1.05,6.28] 2.74 [0.733,4.01] 
LR-NE-14A 202.3028 [197.6178,204.8869] 5.10 [0.252,9.76] 2.71 [1.14,8.13] 2.14 [0.56,3.67] 
LR-NE-LSB 200.0004 [200.0000,200.0012] 1.61 [0.912,2.26] 6.47 [5.53,7.40] 2.16 [2.14,2.19] 
LR-WE-10B 201.353 [200.0012,204.706] 4.71 [0.219,9.69] 1.92 [1.08,3.59] 3.28 [2.55,3.96] 
LR-WE-11B 200.0000 [200.0000,200.0000] 2.34 [1.88,2.69] 7.59 [6.96,8.07] 2.30 [2.27,2.35] 
LR-WE-12B 201.0049 [200.0000,204.594] 4.64 [0.199,9.67] 2.22 [1.07,4.58] 3.37 [2.68,4.00] 

LR-WE-
14A 

200.0184 [200.0000,200.0042] 1.95 [0.135,6.43] 7.48 [4.36,9.72] 2.47 [2.38,2.56] 

LR-WE-
LSB 

201.269 [200.0020,204.643] 4.72 [0.204,9.72] 1.41 [0.806,2.64] 4.41 [3.82,5.12] 
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Figure S6 Marginal densities of parameters and half-lives developed from DREAM_ZS for each 
consortium without (red) and with (blue) the presence of ethanol. Green crosses (on the top of each 
plot) indicate the best performing parameters (and half-lives) associated with each distribution. 

A potential reason for the lack of definition of the posterior distribution of some parameters 
(most often the non-biodegradable fraction of MC, q) may be due to either structural issues of the 
model (structural identifiability) or the quality of the data collected (practical identifiability) [5].  Since 
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the model structure used was relatively simplistic and previous studies have determined that the 
Monod kinetic model is globally identifiable, we can assume that the main problem is not due to 
structural identifiability, but rather parameter estimability [7]. In the case of estimability, we are 
concerned with whether we can estimate unique values of each parameter given the quality of the 
experimental data collected [6]. For many empirical models, such as the well-known Monod kinetic 
model, the initial conditions of the experiment (i.e., the initial biomass or substrate concentrations) 
have a drastic effect on whether unique parameters can be estimated [7–10]. In addition, a parameter 
may not be estimable if a) the model predictions are not sensitive to the parameter value or b) the 
effect of the parameter on model predictions is correlated with the effects of other parameters, where 
the latter is generally the case for unstructured bacterial growth models [6,9]. 

Thus, the degree of linear correlation between parameter values was evaluated using Pearson’s 
correlation coefficients to assess whether parameter correlation was the main issue affecting 
estimability. This analysis indicated that there was a strong, significant negative correlation between 
the parameters h and p for all consortia, with and without ethanol (Table S4). For most cases, there 
was also a slight positive correlation between the parameters q and p, and a slight negative correlation 
between parameters h and q for all consortia, with and without ethanol (Table S4). These results 
indicate that, due to some inherent correlations between parameter values, the parameter estimability 
was low for some experimental data. The presence of these correlations provides evidence as to why 
in some cases the distribution of the non-biodegradable fraction of microcystin, q, was ill-defined.   

Table S4 – Summary of Pearson’s correlation and p-values for different model parameters. 

Consortia I.D. 
h vs. q h vs. p q vs. p 

rho p-value rho p-value rho p-value 
10B-NE -0.1510 0 -0.6810 0 0.1726 0 
10B-WE 0.0174 1.54E-11 -0.6776 0 9.85E-04 0.7026 
11B-NE -0.1649 0 -0.6198 0 0.2690 0 
11B-WE -0.3956 0 -0.7708 0 0.3797 0 
12B-NE -0.0146 1.55E-08 -0.4813 0 0.0457 3.70E-70 
12B-WE 0.0646 3.15E-138 -0.6766 0 -0.1002 0 
14A-NE -0.0389 3.06E-51 -0.5214 0 0.0533 1.17E-94 
14A-WE 0.1515 0 -0.3655 0 -0.2825 0 
LSB-NE -0.3259 0 -0.8949 0 0.3398 0 
LSB-WE 0.01 1.02E-04 -0.7529 0 -0.0118 4.78E-06 

(6) Monte Carlo Simulations for Comparison of Alpha Diversity Metrics 

Monte Carlo (MC) simulations were carried out to arrive at statistical distributions in true Alpha 
diversity metrics. The first step of this process was to develop an empirical relationship between 
mean relative abundance and the standard deviation expected among experimental replicates for 
corresponding taxa within a given community. By “experimental” replicates we refer to the 
combination of biological and technical replicate classes. Biological replicates can be defined as 
sampling multiple times at a given location and then performing identical 16S rRNA processing on 
the replicated samples [11,12]. The 16S rRNA processing protocol includes everything from sample 
preparation and DNA extraction, to pyrosequencing and downstream analysis (i.e., QIIME). 
Biological replication includes uncertainty related to the heterogeneity of the bacterial populations at 
the location of sampling as well as uncertainty related to the measurement/processing techniques. 
Technical replicates, however, are defined as processing a single sample from a location or treatment 
multiple times to solely assess the uncertainty in the measurement/processing technique [11,12]. We 
focused our search to obtain relevant data from studies analyzing bacterial community structure, as 
opposed to other microbes (from environmental samples only). Both mean relative abundances and 
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standard deviations of relative abundances were compiled from these studies (from at least 2 
technical replicates) to develop the empirical model described above (Table S5).  

A total of 10 metagenomic studies [13-22] were ultimately used to develop the empirical 
relationship between taxon mean relative abundance and expected standard deviation among 
replicates (Table S1). The pooled data from all these studies provided a sufficient number of samples 
to develop the empirical model (N = 1,188). Ideally, studies that performed biological replicates were 
more desirable, as they included uncertainty corresponding to both the community composition at 
the sampling location and the potential measurement error. However, very few studies that 
conducted biological replicates were found in the literature that presented relative abundance data 
on the genus level of analysis. In this way, we supplemented studies that performed biological 
replicates (5) with those that only performed technical replicates to aid in the development of this 
empirical model (5).  

As observed in Table S5, the studies selected sampled a diverse array of environmental media 
for conducting the bacterial community analyses, ranging from drinking water, wastewater, 
seawater, soil, and aquifer sediments. The studies selected were split evenly between sequencing 
platforms, where half used the 454-pyrosequencing technology (as in this study) and the other half 
relied on Illumina MiSeq technologies. A majority of studies targeted the V4 region of the 16S rRNA, 
which was close to the region targeted in this study. In addition, most of the studies incorporated the 
QIIME/Greengenes analysis pipeline and reference database, which was nearly identical to that 
selected in this study (Table S5). 

Table S5 – Summary of studies selected to develop the empirical model. 

Reference 
Source 

Location 
Environ. 
Media 

Seq. 
Platform 

16S 
Region 

Analysis Pipeline 
/Ref Database 

Tax. 
Level 

# 
Replica

tes 

Type of 
Replicate 

[13] 

North Shore 
Channel, 
Chicago, 

USA 

Stormwat
er/ 

Wastewat
er 

Illumina 
MiSeq 

V1-V3 
QIIME/ 

Greengenes 
Genus 2 Biological 

[14] 

Laboratory 
cultures, 
isolated 

from 
Mediterrane

an Sea 

Seawater 
454-FLX 
Titanium 

V2-V3 
QIIME/ 

Greengenes 
Genus 3 Technical 

[15] 
Farm in 
Portugal 

Soil 
454-FLX 
Titanium 

V3-V4 
QIIME/ 

Greengenes 
Genus 3 Biological 

[16] 

Energy 
Farm, 

University 
of Illinois, 

USA 

Soil 
454-FLX 
Titanium 

V4-V5 RDP Pipeline Genus 4 Biological 

[17] 

Helmholtz 
Centre for 
Infection 
Research, 
Germany 

Drinking 
Water 

Illumina 
MiSeq 

V3-V4 SILVA Pipeline Genus 3 Technical 

[18] 

Tar oil 
contaminate

d aquifer, 
Germany 

Aquifer 
Sediments 

454-FLX 
Titanium 

Unkno
wn 

GS Run 
Processor/Greenge

nes 
Genus 3 Biological 

[19] 
Orchard 

near Beijing, 
China 

Soil 
Illumina 
MiSeq 

V4 QIIME/Greengenes Genus 3 Technical 
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[20] 

Forest floor 
samples, 

Upper 
Michigan, 

USA 

Soil 
PacBio RS 

II 
Unkno

wn 
MOTHUR Pipeline Order 4 Biological 

[21] 
Laboratory 

grown 
cultures 

Soil 
Illumina 
MiSeq 

V4 QIIME/Greengenes Genus 3 Technical 

[22] 

Experiment
al Station, 
Harbin, 
China 

Soil 
Illumina 
MiSeq 

V3-V4 QIIME/Greengenes Genus 3 Technical 

A non-linear, yet monotonic, relationship between taxon mean relative abundance and standard 
deviation of replicate measurements was observed from the compiled data. This monotonic 
relationship makes sense intuitively, as the abundance of a given taxon increases, the associated 
variability across replicate samples should also increase. The dependency structure between the 
mean relative abundance and standard deviation was deemed significant as the magnitude of 
Spearman’s rho was high (0.84). To be as objective as possible, a non-parametric regression model 
(LOESS) was used to describe the compiled data. LOESS stands for locally weighted polynomial 
regression and is a simple, but powerful tool to model unknown, empirical relationships between 
variables [23]. LOESS provides a smooth interpretation of the relationship between two variables 
through use of two main model parameters, the polynomial order (λ) and the spanning parameter 
(α). In general, the polynomial order dictates what shapes the curve can take, while the spanning 
parameter balances “overfitting” vs. “smoothing” of the data [23]. Larger values of α (close to 1) will 
provide a smoother curve at the cost of a poorer fit, while smaller values of α (close to 0) provide an 
optimal fit, but a very haphazard (and non-generalizable) curve. In this study, we selected a 
polynomial of order two (λ = 2) and an optimal spanning parameter of 0.85 based on the procedure 
outlined in [23]. A bootstrap re-sampling approach (using N = 10,000 samples) was used to estimate 
both the 95% confidence and prediction intervals for the LOESS regression model. The algorithm 
presented by [24] was implemented in this study to develop the 95% confidence and prediction 
intervals of the empirical model. 

Figure S7 portrays the results of the LOESS nonparametric regression and bootstrapping 
analysis. Given that the main underlying trend in the observed data is captured by the LOESS 
prediction, the regression model was concluded to satisfactorily predict the nonlinear relationship 
between mean relative abundance and standard deviation among experimental replicates. As 
observed in Figure S7, several data points fall outside the 95% prediction and confidence intervals 
and may be considered outliers in this analysis. In addition, most of the data points are clustered 
towards the origin of Figure S7 (where corresponding certainty in the regression is higher). This result 
was expected given that, on the genus level of analysis, most of the identified taxa among studies had 
low relative abundances (<10%). The uncertainty in the model predictions rises substantially when 
the mean relative abundance increases to 30% and beyond (Figure S7). This result was a direct 
consequence of the small number of data points compiled from the literature that were above a mean 
relative abundance of 30%. Since this was a locally weighted regression analysis, higher confidence 
would be achieved if the density of points above this mean relative abundance threshold of 30% was 
greater.  
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Figure S7 Empirical relationship developed between mean relative abundance and expected standard 
deviation among experimental replicates using the LOESS regression approach. Dark and light grey 
shading indicate the 95% bootstrapped prediction and confidence intervals for the LOESS predictions. 
The blue dots and red line correspond to the observed data points and best fitting prediction of the 
LOESS regression. 

With the main empirical relationship between taxon mean relative abundance and expected 
standard deviation established, the main approach behind the MC simulations to determine 
distributions in true Alpha diversity metrics will now be described. The objective of the MC 
simulations was to randomly and repeatedly generate a new bacterial community composition, given 
the known extrapolated uncertainty in the experimental measurements, and calculate Alpha 
diversity metrics for each of these re-sampled communities. Figure S8 describes the main workflow 
of the MC simulations from start to finish. First, the experimental data containing the identified genus 
(rows) vs. absolute abundances (columns) for a given community is loaded and transformed into 
relative abundances (on a scale from 0-1).  

After entering the main Monte Carlo loop (which is performed for Nmax = 20,000 times), the 
following two steps (2, 3) involve sampling the relative taxonomic abundances for all genera within 
the community (Figure S8). We first assume that the measurement error (which includes uncertainty 
about the heterogeneity of each community within each location and the measurement methodology) 
is normally distributed. In addition, we center each normal distribution describing the uncertainty in 
taxonomic abundance from each location around the observed relative abundances obtained from 
the experimental results. Thus, given the mean relative abundance from step 1, step 2 involves 
randomly sampling the 95% prediction intervals of the LOESS regression to obtain the expected 
standard deviation across replicates. The 95% prediction intervals were approximated by a kernel 
density estimation (KDE) since the distribution of the predictions within each interval appeared to 
be non-parametric and multi-modal (data not shown). Using the obtained standard deviation, step 3 
involves randomly sampling a relative abundance value from this normal distribution. Steps 2 and 3 
are repeated until relative abundances have been sampled for all existing genera within the original 
community.  

As the sampled standard deviations can vary, there is a possibility of selecting either a negative 
standard deviation or a negative relative abundance. To circumnavigate this issue, we only sample 
positive standard deviations from the empirical model. However, it is important to note the 
significance of a negative relative abundance draw. Instead of only sampling positive values (the 
right side of the normal distribution) for relative abundance, we assume that a negative relative 
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abundance is indicative of several replicates (out of how many were conducted) that may have 
demonstrated relative abundance values of 0. Thus, when a negative relative abundance value is 
obtained, we assume that this draw was effectively 0 (and not a member of the simulated 
community). Importantly, this step allows the MC simulations the probability of not drawing relative 
abundances for genera that were in fact experimentally observed, providing some measure of 
variability for richness-based measures of Alpha diversity for each community (true Alpha diversity 
measures of order 0).  

The final two steps within the MC loop involve the re-sampling (4) and calculation of true Alpha 
diversity metrics (5) (Figure S8). With the relative abundances of the simulated community now 
sampled, a weighted re-sampling of the original community is performed to obtain absolute 
abundances for each genus (using a weighted random sample with replacement). Step (4) is 
essentially the main bootstrapping component of this procedure. Finally, the true Alpha diversity 
metrics are calculated using the absolute abundances sampled during the previous weighted 
bootstrapping step. This series of sampling and calculations is effectively repeated (Nmax = 20,000 
times) and a final distribution in true diversity metrics is obtained (Figures S9 and S10, Tables S6 and 
S7).  

 
Figure S8 The MC algorithm developed to simulate distributions in true Alpha diversity metrics. 

Typically, in many MC applications, N = 10,000 MC samples are enough to arrive at a parametric 
and stable distribution [25]. In this study, we found that 20,000 samples were necessary to arrive at a 
series of stable distributions for each true diversity order, all of which qualitatively appeared 
distinctly normal (Figures S9 and S10, Tables S6 and S7). The lack of extreme outliers (low kurtosis 
values) and characteristic bell shape of the plotted histograms indicated satisfactory fits to a normal 
distribution for most diversity orders describing each MC-degrading community. It is important to 
note that for some higher order diversity indices (q = 1-3) describing communities with the addition 
of ethanol, the resulting distributions were slightly right skewed, more notably for 10B and 12B 
consortia. This skew was confirmed with the relatively higher coefficient of variations observed for 
10B (with ethanol) for the higher order diversity metrics (1-3) (Table S7). Otherwise, variability in 
simulated metrics generally increased moving from the far-right side of both Tables S6 and S7 (q =3) 
to the far-left side (q = -1), as the magnitude of the indices increased. Both the 10B and 12B 
communities (in the presence of ethanol), contained genera that had higher relative abundances 
(>30%) than the other MC-degrading communities analyzed. As the empirical model demonstrated 
higher uncertainty in predicting the standard deviations in replicated measurements for high relative 
abundances (>30%), deviation from a perfectly normal distribution was as expected. However, other, 
more complex parametric distributions were not applied in this study to account for the skew in these 
aforementioned probability distributions.   
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Figure S9. Resulting probability distributions in simulated true Alpha diversity metrics of orders -
1,0,1,2,3 (column-wise) grouped by MC degrading community (row-wise) without the addition of 
ethanol. The solid red line indicates the normal probability distribution function fitted to the data, 
whereas the dashed red line indicates the 95% confidence interval for the distribution of each diversity 
order. The ‘x’ indicates the mean of each distribution. 

 
Figure S10 Resulting probability distributions in simulated true Alpha diversity metrics of orders -
1,0,1,2,3 (column-wise) grouped by MC degrading community (row-wise) with the addition of 
ethanol. The solid red line indicates the normal probability distribution function fitted to the data, 
whereas the dashed red line indicates the 95% confidence interval for the distribution of each diversity 
order. The ‘x’ indicates the mean of each distribution. 
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Table S6 – Summary of normal distributions fitted to the MC simulation output in calculated Alpha 
diversity orders for consortia without ethanol addition. 

Consortia ID Metric 
True Alpha diversity order 

q = -1 q = 0 q = 1 q = 2 q = 3 

10B 
µ 149 28.6 6.76 3.79 3.01 
σ 22.1 1.50 0.241 0.152 0.119 

COV 14.8 5.2 3.6 4.0 4.0 

11B 
µ 115 18.3 2.89 1.85 1.64 
σ 13.9 1.70 0.125 0.0641 0.0493 

COV 12.1 9.3 4.3 3.5 3.0 

12B 
µ 143 25.7 5.28 3.18 2.64 
σ 20.1 1.49 0.182 0.110 0.0895 

COV 14.0 5.8 3.5 3.4 3.4 

14A 
µ 147 26.0 5.17 3.35 2.92 
σ 23.2 1.39 0.164 0.0872 0.0727 

COV 15.7 5.4 3.2 2.6 2.5 

LSB 
µ 122 22.4 5.36 3.29 2.75 
σ 22.6 1.28 0.175 0.102 0.0832 

COV 18.5 5.7 3.3 3.1 3.0 

Table S7 – Summary of normal distributions fitted to the MC simulation output in calculated Alpha 
diversity orders for consortia with ethanol addition. 

Consortia ID Metric 
True Alpha diversity order 

q = -1 q = 0 q = 1 q = 2 q = 3 

10B 
µ 524 138 8.95 2.73 2.16 
σ 29.1 4.19 1.57 0.597 0.394 

COV 5.6 3.0 17.5 21.9 18.3 

11B 
µ 83.6 15.4 3.21 1.89 1.64 
σ 15.0 1.24 0.140 0.0644 0.0459 

COV 18.0 8.1 4.4 3.4 2.8 

12B 
µ 478 114 18.78 9.88 8.05 
σ 29.8 4.01 1.13 0.502 0.355 

COV 6.2 3.5 6.0 5.1 4.4 

14A 
µ 102 17.8 6.32 4.77 4.09 
σ 15.4 1.21 0.180 0.155 0.147 

COV 15.1 6.8 2.8 3.2 3.6 

LSB 
µ 150 23.0 2.21 1.39 1.28 
σ 19.7 1.59 0.0896 0.0307 0.0216 

COV 13.1 6.9 4.1 2.2 1.7 

When comparing simulated diversity profiles of each MC-degrading community, with and 
without the addition of ethanol, there were distinct differences in trends across communities (Figure 
S11). For example, as diversity order increased, the dominance of certain genera (with higher relative 
abundance) increased for both the 10B and LSB communities (Figure S11). An opposing trend was 
observed for the 12B and 14A species, where the addition of ethanol may have an evening effect on 
the more abundant genera, as the slope of the diversity profile (with ethanol) is not as steep as 
compared to without (Figure S11). In addition, the differences in the diversity profiles for 11B 
consortium appear to be insignificant to make any definitive conclusions. These results confirm that 
ethanol addition had a unique effect on both the abundance and presence of certain genera within 
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each community, either increasing the evenness, increasing the dominance, or exerting a negligible 
effect as evidenced in Figure S11. 

 
Figure S11 True Alpha diversity profiles for MC-degrading communities cultured with and without 
ethanol addition. The bar charts signify the median and 95% confidence intervals for the distributions 
of the true Alpha diversity values as a function of diversity order. The y-axis is plotted on a Log10-
scale to highlight the differences in diversity profiles between treatments. 

We also present a summary of the “raw” Alpha diversity values as returned by the QIIME 
pipeline (Table S8). The “raw” indices include Shannon index, Simpson’s Dominance, and 
Equitability values. These values were included as reference to existing studies that have reported 
similar “raw” indices for bacterial communities isolated from lakes of different trophic statuses.  

Table S8 - Summary of “raw” Alpha diversity metrics for MC-LR degrading bacterial consortia 
without (NE) and with (WE) ethanol addition. Individual values of each metric are calculated for each 
of the five consortia within a given treatment. 

Consortia ID Culture Condition Shannon Index Simpson Dominance Equitability 

10B 
NE 3.20 0.236 0.540 
WE 4.03 0.356 0.462 

11B 
NE 2.89 0.207 0.547 
WE 3.22 0.177 0.633 

12B 
NE 3.07 0.231 0.520 
WE 4.88 0.079 0.599 

14A 
NE 3.30 0.196 0.550 
WE 2.70 0.207 0.606 

LSB NE 3.82 0.104 0.666 
WE 3.18 0.208 0.545 

(7) Quality Control of QIIME Analysis 

A total of 66,716 16S rRNA gene reads were qualified for further QIIME metagenomics analysis 
from ten individual consortia samples after initial de-multiplexing, denoising, chimera removal and 
quality checking. The average number of 16S rRNA gene reads per sample was 6,672, ranging from 



Water 2018, 10, 1523 17 of 29 

S17 
 

2,212 to 13,659 across all samples (Table S9). The average length of individual reads was 
approximately 488 base pairs, in which a majority of reads ranged between 300 to 500 base pairs in 
length (data not shown). A high percent recovery (OTU assignment/filtering retrieval) was observed 
for the Usearch quality filtering, clustering, and OTU picking. An average of 96% of the total reads 
were assigned to 690 distinct operational taxonomic units (Table S9). 

Table S9- Summary of the consortia samples analyzed and the general results of the QIIME/Usearch 
analysis pipelines. 

Consortia ID Number of Reads Qualified Number of Reads  
Retrieved 

% Reads  
Retrieved 

LR-NE-10B 6,790 6,527 96 
LR-NE-11B 2,212 2,180 99 
LR-NE-12B 5,758 5,390 94 
LR-NE-14A 8,011 7,834 98 
LR-NE-LSB 6,731 6,582 98 
LR-WE-10B 13,659 12,384 91 
LR-WE-11B 2,496 2,431 97 
LR-WE-12B 12,380 11,364 92 
LR-WE-14A 3,462 3,315 96 
LR-WE-LSB 5,217 4,949 95 

Total 66,716 62,956 961 
1This represents the average of the percentage of reads that were retrieved. 

(8) Rarefaction Analysis 

The Shannon indices as a function of the number of sequences retrieved by the QIIME module 
were investigated in the rarefaction analysis. It is evident that the sequencing depth was adequate for 
all consortia, as the Shannon indices were observed to plateau (Figure S12). 

 
Figure S12 Rarefaction plots showing Shannon Diversity indices for microcystin-LR degrading 
consortia. 

(9) Taxonomic Summary of MC-Degrading Communities on the Genera Level of Analysis 

Figures S13-S15 further dissect the taxonomic composition of each MC-LR degrading 
community in the absence of ethanol on the genera level of analysis and are grouped by each 
representative order (i.e., Rhizobiales, Burkholderiales, Xanthomonadales, or “Other”). These orders were 
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selected for grouping each taxon since they represent a large proportion of taxa within each 
community. Figure S13, S14, and S15 depict the proportions of all detected genera within the 
Rhizobiales Burkholderiales, and Xanthomonadales orders. It is important to note that all of these genera 
were obtained by filtering out extremely underrepresented taxa from each consortium (relative 
abundance < 0.001 %).  

As observed in each Figure below, there appears to be similar genera present (albeit in different 
proportions) within the sediment samples (10B-14A) as compared to the lake water sample (LSB). It 
is important to note that in Figure S16 the proportion of taxa on the genera level of analysis are 
portrayed from all remaining orders (i.e., the residuals not contained within Rhizobiales 

Burkholderiales, or Xanthomonadales). In addition, to better illustrate differences in composition, Figure 
S16 includes the taxonomic composition without the Pseudomonas (for 10B, 11B, 14A, LSB only) or 
Azospirillum (for 12B only) genera, as these taxa dominate the composition (>90%) of each community.  

 
Figure S13 Pie charts depicting the taxonomic composition of MC-LR degrading communities (in the 
absence of ethanol) on the genera level of analysis within the Rhizobiales order. 

 
Figure S14 Pie charts depicting the taxonomic composition of MC-LR degrading communities (in the 
absence of ethanol) on the genera level of analysis within the Burkholderiales order. 
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Figure S15 Pie charts depicting the taxonomic composition of MC-LR degrading communities (in the 
absence of ethanol) on the genera level of analysis within the Xanthomonadales order. 

 
Figure S16 Pie charts depicting the taxonomic composition of MC-LR degrading communities (in the 
absence of ethanol) on the genera level of analysis within all remaining orders (other than Rhizobiales, 
Burkholderiales, or Xanthomonadales). It is important to note that the Pseudomonas genera (pictured here 
on the bottom row of pie charts) makes up 71.6, 95.3, 98, and 89% of the genera for the “Other” orders 
grouping for 10B,11B,14A, and LSB, respectively. In addition, the Azospirillum genera comprises 96.8% 
of the “Other” orders grouping for the 12B consortia. Thus, the pie charts on the top row above depict 
the proportions of the other genera without Pseudomonas (for 10B,11B,14A, and LSB only) or 
Azosprillum (for 12B only) included to highlight differences in the less representative taxa. 

(10) Summary of Affiliated MC-Degrading Genera With and Without Ethanol Addition 

Table S10 summarizes the bacterial genera present in different consortia that have been 
associated with species of MC-degrading bacteria. The bacterial genera identified within each 
consortium included the following:  Sphingopyxis, Sphingomonas, Acinetobacter, Aeromonas, 
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Sphingomonas, Novosphingobium, Pseudomonas, Stenotrophomonas, Ochrobactrum, Rhodococcus, and 
Steroidobacter. Although 10 distinct genera were initially identified, not all genera were present in 
each consortium, as indicated in the “Consortia Detected” column. Several genera are affiliated with 
species that degrade MC using the well-known mlr gene pathway; however, several degrading 
pathways are either unknown or have not been detected (Table S10).  

Table S10 – Bacterial genera identified within each consortium that have been previously affiliated 
with species of MC-degrading bacteria. 

Bacterial Genera Consortia Detected  mlr pathway? Reference 

Ochrobactrum 
14A-NE, LSB-NE, 10B-WE, 

14A-WE Unknown [41, 52] 

Pseudomonas 
10B-NE, 11B-NE, 14A-NE, LSB-

NE, 10B-WE, 11B-WE, 14A-
WE, LSB-WE  

Unknown [44, 98 

Steroidobacter 
10B-NE, 11B-NE, 12B-NE, LSB-

NE, 10B-WE Unknown [102] 

Stenotrophomonas 
10B-NE, 14A-NE, 10B-WE, 12B-

WE, 14A-WE + [31] 

Sphingomonas 10B-NE, 14A-NE, 12B-NE + [28, 33, 38, 39, 51, 57, 62, 63] 

Sphingopyxis 
10B-NE, 11B-NE, 12B-NE,14A-
NE, LSB-NE, 10B-WE, 12B-WE + [66-68, 100, 101] 

Rhodococcus 12B-NE, 12B-WE - [26, 49] 
Novosphingobium 12B-WE + [40] 

Acinetobacter 10B-WE, 12B-WE Unknown [98] 
Aeromonas 10B-WE, 12B-WE - [50] 

Aside from the Pseudomonas genera, the relative abundance of the potential known MC 
degrading bacteria within each community was found to be relatively small and sometimes quite 
variable across each consortium (below 0.5-1%) With the addition of ethanol, the proportion of 
sequences from genera affiliated with MC biodegradation was observed to change significantly 
(Figure S17). In general, the relative abundance of bacterial species associated with the Sphingopyxis 
genera was observed to significantly decline across all consortia, whereas the relative abundance of 
bacterial species associated with the Stenotrophomonas was observed to significantly increase in the 
presence of ethanol (Figure S17). In addition, in the presence of ethanol, the relative abundance was 
observed to generally increase for the following bacterial genera: Aeromonas, Acinetobacter, 
Novosphingobium, and Ochrobactrum across all consortia. Some of these increases in relative 
abundance were not statistically significant (Figure S17). Trends in relative abundance were less 
apparent for the remaining genera affiliated with MC degradation across all consortia. For example, 
the relative abundance of Steroidobacter increased for 10B consortia in the presence of ethanol but 
decreased for 11B and 12B consortia.  Similar mixed results were detected for the Pseudomonas genera 
with and without the addition of ethanol (Figure S17).  
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Figure S17 Differences in relative abundance of the phylogenetic genera previously affiliated with 
MC degradation that were identified within consortia treated with (WE) and without ethanol (NE). 
Statistically significant differences in relative abundance are marked with an asterisk (p-value < 0.05, 
Bonferroni corrected). 

(11) Summary of Reported MC Biodegradation Half Lives 

A detailed review of studies examining MC biodegradation kinetics was conducted to compare 
the half-lives for isolated MC degrading bacterial populations against those reported for enriched 
MC degrading consortia. The reported half-lives were estimated by each study using three unique 
approaches a) simply interpolating the time until 50% of the initial substrate was degraded [26]; b) 
fitting a zero-order model to the kinetic data [27] (Equations 13-14); or c) fitting a first-order model to 
the kinetic data [28] (Equations 15-16). If the study did not report a half-life value, we fitted a simple 
0-order model to predict the MC biodegradation half-lives using the data provided in the study. A 
total of 50 [26, 28-76] and 27 [27, 28, 77–97] studies were compiled for MC degrading isolates and 
consortia, respectively. Only studies that focused on aerobic (not anaerobic) MC biodegradation 
through bacterial activity were incorporated in this analysis. All half-lives were included from each 
study for each experimental condition tested, regardless of environmental condition studied (i.e., pH, 
temperature, initial MC concentration), giving rise to a higher number of half-lives reported over 
studies compiled (i.e., N=167 vs. 27 studies). Comparably, we did not make a distinction between 
aqueous and biofilm MC degrading bacterial communities when compiling the reported half-lives 
for isolated consortia.  𝑡ଵ/ଶ, =  𝐶2 ∗ 𝐾 (13) 

where C0 is the initial concentration of MC (µg/L) and K0 is the zero-order rate constant (µg/L/day) 
determined using Eq. 2. 𝐾 =  (𝐶 − 𝐶ி)∆𝑡  (14) 

Where CF is the final concentration of MC (µg/L, usually 0), and Δt is the total time elapsed until CF 
is reached.  
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𝑡ଵ/ଶ,ଵ =  ln (2)𝐾ଵ  (15) 

Where K1 (1/day) is the first order rate constant that is derived from fitting the experimental data to 
the first order kinetic equation. In the absence of non-linear curve fitting tools, K1 can be estimated 
from Equation 4 using the natural logarithm of MC concentration. 𝐾ଵ =  𝑙𝑛(𝐶) − ln (𝐶ி)∆𝑡  (16) 

where CF is the final concentration of MC (µg/L, usually 0), and Δt is the total time elapsed until CF is 
reached.  

In general, isolated degrading populations demonstrated faster biodegradation kinetics than the 
enriched consortia studied (Figure S18). The statistical results of a two-tailed t-test with 
homoscedastic error variance (α = 0.05) indicated that the MC biodegradation half-lives for isolated 
degrading populations were significantly faster than those for enriched consortia (p = 2.45E-14). The 
distribution of reported biodegradation half-lives for isolated populations was also much narrower 
as compared to consortia (small interquartile range and whiskers), indicating that the biodegradation 
behavior was more consistent and less variable than isolated consortia. The range of half-lives 
predicted for consortia isolated in this study (without organic carbon) was within the 25-50% 
interquartile range for isolated consortia, signifying that the biodegradation kinetics were fast as 
compared to other kinetics reported in the literature for various consortia (Figure S18). However, the 
range of half-lives predicted for consortia isolated in this study (without organic carbon) was above 
the 50-75% interquartile range for isolated consortia, implying that the biodegradation kinetics for 
consortia may not be as rapid or comparable in efficiency to isolated degrading populations (Figure 
S18).  

 
Figure S18 Boxplot summary of reported MC biodegradation half-lives in the literature for studies 
involving both enriched consortia and isolated degradation populations. The green and magenta 
dashed/dot-dashed lines indicate the range (average value ± 1 standard deviation) in predicted half-
lives determined in this study for consortia without and with ethanol, respectively. The number of 
reported half lives used to develop each distribution is indicated in the x-axis title (i.e., N value). Black 
diamonds indicate mean biodegradation half-lives for each distribution. 
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(12) Monte Carlo Analysis to Assess the Effect of Sampling Frequency 

In this section, we investigate to what extent the number of data points used in model calibration 
(which depends on the sampling frequency) will affect the main conclusions presented in the 
manuscript. This analysis was conducted out of our own mindfulness that the sampling frequency 
used in this study may not have been high enough to provide meaningful data. Ultimately, we argue 
that no matter how many data points are acquired during experimentation that may “fill the missing 
gaps” between existing data points (serving as “partials”), the main conclusions presented in the 
manuscript will not change significantly.  

To prove our point, we have run a brief Monte Carlo (MCA) simulation using experimental 
results from the 11B consortium as an example. The 11B consortium was used since it demonstrated 
very similar MC-LR degradation kinetic profiles between the two treatments. We performed this 
MCA by simulating (or re-creating) our experimental dataset with a greater number of data points 
included (changing from N=7 to N=13) to represent the “what if” scenario of collecting more data 
points during experimentation. For example, using the original dataset as a foundation, three data 
points were simulated between Days 1 and 2 and three data points were simulated between Days 2 
and 3, effectively doubling the number of datapoints in the dataset. Data points were added in the 
timeframe from Day 1 to Day 3 since this was the most dynamic portion of the experiment.  

To run these MCA simulations, the simulated datapoints were taken as random, uniform draws 
using 0 and 200 (µg/L) as lower and upper boundaries of the selection interval. The selection of this 
interval for MCA sampling allows many different types of degradation behavior to be simulated 
during this time period. In addition, new selections were made from the existing data using normal, 
random draws (assuming the measurement error was normally distributed and using the mean and 
standard deviation obtained from the original measurements). Once the dataset was re-sampled, we 
performed non-linear, least squares regression to obtain a best-fitting parameter estimate and 
determined the half-lives from the best fitting prediction accordingly. This procedure was repeated 
for 50,000 unique simulations to arrive at a distribution in half-lives for statistical comparison 
between each treatment. Significant differences in predicted half-lives between both simulated 
datasets (between consortia with and without ethanol) were assessed using a two-sample t-test (two-
sided, unequal variance). The effect size was also calculated to evaluate the magnitude of difference 
between both distributions (see Equation 4 in the manuscript).  

The results of the MCA analysis indicated that the addition of new data points to the existing 
dataset did not change our initial conclusion presented in the manuscript, as MC-LR biodegradation 
half-lives between treatments remained significantly different (Table S11, under “MCA” tab). 
However, the standard deviations of the distribution in half-lives increased an order of magnitude 
with the introduction of new data points in the MCA analysis (Table S11). In addition, the values of 
the effect sizes presented for the original dataset were larger than those observed for the MCA 
modified datasets, suggesting that MCA simulation created more variability in the simulated MC-LR 
removal kinetics (i.e., with/without ethanol) (Table S11). This result provides enough quantitative 
evidence that even if we increased the sampling intensity between the time periods that 
demonstrated the most change, the main conclusions reached would not be drastically different. 

Table S11 – Statistical comparison of simulated half-lives between treatments (with vs. without 
ethanol) for both original and MC analysis datasets. 

Criteria 
Original MCA 

11B-NE 11B-WE 11B-NE 11B-WE 
µ 2.14 2.30 2.05 2.16 
σ 0.017 0.016 0.314 0.293 

p-value <1E-08 <1E-08 
Effect Size 9.693 0.348 
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Figure S19 visually demonstrates that the distribution in 50,000 simulated MC-LR degradation 
curves is relatively uniform (especially for panel B), despite the extremely wide range in 
concentrations sampled from (i.e., 0-200 µg/L) for each of the three time points between Days 1-2 or 
2-3 of analysis. The relatively narrow 25-75% confidence interval bands indicate that although the 
concentrations of MC-LR in the simulated datasets were drastically changing, the model response 
was relatively similar across different MCA simulations. This result is because, mechanistically, the 
model cannot account for the very dynamic (perhaps up and down) degradation behavior simulated 
in the MCA analysis. Similar results were observed for the 12B and 14A consortia (without ethanol) 
in Figure 2 of the original manuscript, where the best fits of the model would pass through data 
points for Days 2 and 3 of analysis. Therefore, we can conclude (after assessing statistical and 
qualitative data) that even if we sampled more data points between Days 1-2 and 2-3, our initial 
conclusions would not change significantly. This result is due to the fact that the model is not 
sophisticated enough to mechanistically account for very dynamic changes in MC-LR concentrations 
over time.     

 
Figure S19. Distribution in simulated MC-LR biodegradation kinetics obtained from the MC analysis 
for consortia treated A) without ethanol and B) with ethanol. The shading indicates the nonparametric 
confidence intervals (25, 50, 75, and 95%) estimated from the distribution of kinetic curves obtained 
from the MC analysis. The blue circles represent the experimental data, whereas the red line indicates 
the mean of the 50,000 simulated MC-LR removal curves. 
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