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Abstract: This study introduces a holistic approach for the hydrological modelling of peak flows for
the major Bavarian river basins, referred to as Hydrological Bavaria. This approach, intended to
develop a robust modelling framework to support water resources management under climate change
conditions, comprises a regionalized parameterization of the water balance simulation model (WaSiM)
for 98 catchments in high temporal (3 h) and spatial (500 m) resolution using spatially coherent
information and an automatized calibration (dynamically dimensioned search–simulated annealing,
DDS-SA) for storage components. The performance of the model was examined using common
metrics (Nash & Sutcliffe Efficiency (NSE), Kling-Gupta Efficiency (KGE)). The simulations provided
the means for the calculation of a level of trust (LOT) by comparing observed and simulated high
flows with a five, ten, and 20-year return period. These estimates were derived by the Generalized
Pareto Distribution (GPD) applying the peak over threshold (POT) sampling method. Results show
that the model overall performs well with regard to the selected objective measures, but also exhibits
regional disparities mainly due to the availability of meteorological inputs or water management data.
For most catchments, the LOT shows moderate to high confidence in the estimation of return periods
with the hydrological model. Therefore, we consider the holistic modelling approach applicable for
climate change impact studies concerned with dynamic alterations in peak flows.

Keywords: hydrological modelling; holistic parameterization; return levels; peak flows; Bavaria;
dynamically dimensioned search; GPD

1. Introduction

Within the last three decades hydrological extreme events (i.e., major floods and droughts)
frequently occurred in Bavaria (floods: 1999, 2002, 2005, 2013, 2016; droughts: 2003, 2007, 2011,
2015, 2018). Such events impose severe risk and damage to infrastructure, economies, and civil
security and–according to the Intergovernmental Panel on Climate Change (IPCC)–are likely to
amplify in the future due to changes in extreme precipitation [1,2]. Providing a hydrological
modelling scheme that will remain applicable under changing (climatic) driving conditions requires
a high-resolution, process-based, and spatially explicit and thus often computationally demanding
solution tool. The ever-increasing computational power (especially the application of high-performance
computing (HPC)) allows for new approaches to be developed and applied to investigate current
and future extreme events. Most hydrological models-usually driven by daily data on the mesoscale
(i.e., 102 to 104 km2 [3])–are supposed to sufficiently simulate mean hydrological conditions and
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long-term water balances using different approaches. However, observed hydrological extreme events
show, that over complex terrain processes on shorter timescales are important and that peak flows are
underestimated on daily timescales.

In order to investigate the possible changes in extreme hydrological events for Bavarian
catchments the ClimEx project (Climate Change and Extreme Events–Risks and Perspectives for
Water Resources Management in Bavaria and Québec) was founded to investigate and assess changes
in hydro-meteorological extreme events induced by a changing climate. In this project a complex model
chain was introduced comprising the creation of a large ensemble of a single initial condition climate
model [4] employing the IPCC emission scenario (Representative Concentration Pathways RCP8.5 [5]).
The project concludes in an application of these data for a hydrological model to investigate the impacts
of climate change on the hydrology of Bavaria.

In recent years, several other studies focused on the analysis of the impacts of climate or global
change on the water resources of the Danube [6–8]. Therefore, these studies employed different climate
models to drive different hydrological models (e.g., PROMET [9], WaSiM, former WaSiM-ETH [10]) to
assess climate induced changes in the hydrology of the upper Danube basin by measures of mean
yearly and monthly flows. Apart from the model PROMET, the hydrological models applied in these
studies were locally calibrated for each sub-catchment and were set up on rather coarse spatio-temporal
resolutions. In Bavaria changes in frequency and intensity of hydrological extreme events have so far
not been extensively investigated. In a recent study by Hattermann et al. [11] the semi-distributed
hydrological model SWIM (Soil and Water Integrated Model) [12] was employed to investigate possible
future changes of flood events (frequency and intensity) in the entire Danube basin divided into
50 sub-catchments.

Hydrological simulations for individual catchments within a larger river basin are prone to
equifinality of the parameters gained by local calibration since these parameters are non-unique and
may vary from catchment to catchment [13–15]. However, Samaniego et al. [16] and Kouchi et al. [17]
summarize that parameters for process based hydrological models operating on the mesoscale have
to be calibrated as they cannot be measured. To overcome the issue of equifinality (i.e., multiple
sets of parameters provide similar model performance [15]) and over-parameterization (i.e., fitting
parameters to countervail flaws in the model structure and observations [18,19]) there are several
approaches proposed by various authors. One of these approaches is the application of a macroscale
model that employs a vast amount of gauges for a local calibration [18,20]. Another approach
proposed by Gaborit et al. [18] is the use of a physically based hydrological model that does not
require calibration over a large area (e.g., PROMET). However, this approach requires a profound
database and is demanding in terms of labor and time [18,20]. Finally, the regionalization of model
parameters among various but similar catchment is widely adopted for hydrological modelling on the
mesoscale [14,16,18,19,21], also referred to as global parameterization [14,18]. This approach assumes
that similar catchments exhibit a similar runoff behavior, with similarity being defined by spatial
proximity or catchment characteristics (i.e., land use, topography, soil types) [15,18,19].

In this study, the hydrological model WaSiM is set up for the major Bavarian river basins, i.e., upper
Danube (comprising Danube, its tributaries and the Inn), Main and small parts of the Elbe (hereafter
referred to as Hydrological Bavaria) covering basins from different German states and adjacent
countries (Austria and Switzerland). Following the work of Ricard et al. [14] and Gaborit et al. [18],
this approach comprises the identification of a set of model parameters which are valid for similar
catchment characteristics of the Hydrological Bavaria. Since the regionalization is conducted over
an entire region rather than pre-selected individual catchments, we further refer to this approach as
holistic. Hence, we opt for global model settings (i.e., one model approach representing a specific
process of the hydrological cycle) if the model structure supports it. Therefore, the hydrological model
WaSiM is set up using a database comprised of a single data set for each spatially distributed input
(soil, land use, hydrogeology, and meteorology) to foster a holistic parameterization approach during
the calibration.
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To our knowledge, this is the first time a single hydrological model is set up for the 98 selected
catchments of the entire Hydrological Bavaria in high spatial (500 m) and temporal (3 h) resolution.
Hence, compared to preceding studies [6,8,9], the focus on the upper Danube basin is expanded with the
Main basin. With regard to Hattermann et al. [11], the study area is narrowed but displayed in more detail
in terms of examined gauges and sub-catchments. The global parameterization approach presented
by Ricard et al. [14] and Gaborit et al. [18] is extended to interconnected rather than independent
catchments an incorporated into a single model setup.

With regard to the aforementioned projected changes in hydrological extremes, the intention of
the presented analysis in this paper is to provide a modelling framework to support the estimation
of robust return levels of peak flows to foster climate change impact studies concerning high flows.
Therefore, this paper seeks to provide insight about the capability of the holistic modelling approach
(i.e., one set of parameters applied to a variety of catchments) to sufficiently represent the observed
discharge, with a focus on peak flows and their return levels, at the 98 presented gauges distributed
across the Hydrological Bavaria.

2. Study Area, Data, and Methods

2.1. Study Area

The study area illustrated in Figure 1 encompasses the catchments of three major river systems
and its tributaries flowing inward and outward of Bavaria. Namely the upper Danube upstream of
Achleiten, the river Main upstream of Frankfurt Osthafen, and the Inn river to its confluence with the
Danube at the city of Passau. Furthermore, it comprises three minor tributaries to the Elbe catchment.
The Hydrological Bavaria covers parts of multiple German states (Bavaria, Baden-Württemberg,
Hessen, and Thuringia) along the upper Danube, Main and Elbe tributaries as well as parts of Austria
and Switzerland on the Inn. For this study, the Hydrological Bavaria was further divided into
98 sub-catchments due to their importance for flood protection and representation of the respective
catchment characteristics.

With an overall catchment size of approximately 103,200 km2 the Hydrological Bavaria includes
different complex landscapes: the Alps in the South, the Alpine foreland north of the Alps bounded by
the course of the Danube, the southern German escarpment and the eastern mountain ranges to the East.
The elevation ranges from 90 m.a.s.l. at the gauge Frankfurt Osthafen in the North to 4049 m.a.s.l. at Piz
Bernina (Switzerland) in the Southwest. Hence, the Hydrological Bavaria is characterized by a complex
geography featuring a variety of runoff regimes [22] as well as different climatological conditions.

The rivers of the Hydrological Bavaria are in parts severely influenced by structural retention
facilities (i.e., reservoirs for flood protection or hydro power generation) or transfer systems for drinking
water supply or raising low flow levels in the Regnitz and Main river (e.g., Main-Donau-Channel).
Only a few rivers remain in their natural condition. Besides these artificial retention structures, also
natural lakes influence the discharge of rivers. These natural and artificial structures must be considered
for the hydrological modelling to avoid large deviations between simulated and observed runoff.

The mean climate of the Hydrological Bavaria is characterized by a general increase of mean
annual precipitation (Figure 2a) sums from north (500–1100 mm, the southern German escarpment)
to south (1500–2500 mm, the northern Alps). However, within the Austrian Alps the Inn catchment
represents a more arid region with its dry valley encompassing precipitation sums between 600 and
1400 mm, whereas outside the valley exceeding 1400 mm. The catchment of the upper Salzach exhibits
higher yearly mean precipitation sums between 800 and 2100 mm. The annual mean temperatures
(Figure 2b) also depict a North-South gradient with higher values in the Main catchment (10 ◦C) and
lower values in the Alps (5 ◦C). While the lowest values are observed on alpine summits (−8 ◦C),
the highest values occur along the Main valley as well as near the Main outlet (10.5 ◦C) Annual air
temperatures for catchments of the upper Danube north of the Alps vary between 6 ◦C in the vicinity
of the Alps and 9 ◦C for the remaining regions.
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Figure 1. Map of the Hydrological Bavaria (red line) comprising different landscape regions (black 
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2.2. Data

2.2.1. Spatial Model Inputs and Discharge Data

The applied hydrological model requires a plethora of data to perform the simulation in its most
physically based process representation. Table 1 gives an overview of the data used for this study
either as model input (e.g., spatially distributed inputs) or for validation purposes (e.g., discharge data).
The digital elevation model forms the basis for the hydrological simulations since it is used to derive
important model inputs (e.g., slope, exposition, catchment delineation). For this study the Digital
Elevation Model over Europe (EU-DEM) [23] was used. Information on land use was obtained from the
Corine Land Cover 2006 (CLC) [24] dataset. Similar land use types were merged to a single category to
avoid redundancy and overfitting of land use parameters. Soil data from the European Soil Database
(ESDB v2.0) [25,26] was used to provide a common basis for the political Bavaria and adjacent states
and countries. This dataset fits into the study’s framework of a holistic parameterization approach as
the provided parameters were derived by homogenizing particle-size and hydraulic properties of soils
across European datasets yielding the Hydraulic Properties of European Soils (HYPRES) database [27].
HYPRES provides Mualem–van Genuchten parameters for eleven soil textural classes (5 for topsoil,
5 for subsoil and one organic) required for the hydrological modelling. These parameters were used
to describe the hydraulic properties for each individual soil type and their two different horizons.
Apart from data for land use and soil texture, information regarding groundwater conductivity was
required to model groundwater fluxes. While detailed data was available for the German regions of
the Hydrological Bavaria from the Hydrogeologische Übersichtskarte 200 (HÜK200) [28], for regions
outside of Germany the information on groundwater conductivity was retrieved from the coarser
resolution International Hydrogeological Map of Europe (IHME1500 v1.1) [29]. This coarser resolution
IMHE1500 was further refined based on the slope, with steeper slopes receiving lower values of
conductivity values and flat areas higher values. The rationale behind this approach is that shallow
areas within the Alps (mainly valleys) tend to accumulate gravel and other coarse material with
higher hydraulic conductivity than steep areas with raw soils or bare rocks. Overall, the resulting
spatial pattern of hydraulic conductivity classes was comparable with that of the IHME1500 dataset.
All spatial data were scaled to a spatial resolution of 500 m × 500 m.

Table 1. Input and validation data for the hydrological model.

Type Name Resolution Source

Land use Corine Land Cover 2006 v17
(CLC) 100 m × 100 m [24]

Soil European Soil Database v2.0
(ESDB) 1:1,000,000 [25,26]

Digital elevation model
(DEM)

Digital Elevation Model over
Europe (EU-DEM) 1′ (�25 m) [23]

Hydrogeology

Hydrogeologische
Übersichtskarte 200 (HÜK200)

v2.5/International
Hydrogeological Map of Europe

1:1,500,000 (IHME1500 v1.1)

1:200,000/1:1,500,000

HÜK200© BGR & SGD
2011, [28]/IHME1500 v1.1
© BGR, Hannover,

2014, [29]

Meteorological data Sub Daily Climate Reference
(SDCLIREF) 500 m × 500 m

Discharge Gauging stations Bavarian Environment
Agency (LfU)

For this study discharge data of 98 gauges for the period of 1 January 1980 to 31 December 2010
was provided by the Bavarian Environment Agency (Bayerisches Landesamt für Umwelt-LfU) in a
temporal resolution of 1 h. This data was aggregated to a 3-hourly timestep.
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2.2.2. Meteorological Data

In the framework of this study a new spatially distributed dataset of meteorological observations
was created. Therefore, available meteorological data comprising point measurements of precipitation
(P), air temperature (T), relative humidity (RH), incoming shortwave radiation (R), and near surface wind
speed (WS) at various temporal scales (daily, hourly, sub-hourly) were homogenized (temporal scale)
and spatially interpolated. Sub-daily records of precipitation data began in 1989. However, the spatial
coverage and the number of available stations was insufficient for a robust spatial interpolation.
Hence, daily observations were temporally disaggregated to time series of 3-hourly resolution using the
method of fragments (MOF) approach [30] to extend the otherwise scarce data base. The disaggregation
is based on resampling sub-daily fragments for a daily observation by choosing from a set of ratios
(fragments) of sub-daily to daily precipitation. Compared to other stochastic methods for disaggregation
of precipitation (e.g., Bartlet–Lewis or cascade-based methods) MOF does not require parameterization
and is supposed to outperform more complex methods [31]. For this study the regionalized MOF
after Westra et al. [32] was applied as it provides a larger sampling size by including records of nearby
stations and also acknowledges the characteristics of preceding and successive rainfall of a prolonged
event. The applied MOF framework is also described in Poschlod et al. [33]. The approach was further
adjusted regarding the temporal course to be applicable to other meteorological data. The received
time series of P, T, RH, R and WS were spatially interpolated according to the REGNIE (REgionaler
NIEderschlag; eng.: regionalized precipitation) method [34] on a spatial resolution of 500 m. Originally
developed as an interpolation scheme for precipitation it combines inverse distance weighting and
a multiple linear regression which considers orographical conditions. Adjustments regarding the
statistics of the remaining meteorological variables were made to provide a consistent approach.
This new high-resolution set of meteorological data is hereafter referred to as Sub-Daily CLImate
REFerence (SDCLIREF).

2.3. Methods

2.3.1. The Holistic Modelling Approach

The goal of the holistic modelling approach is to find a single set of parameters for the hydrological
model, which is valid across the entire domain of the Hydrological Bavaria. This approach is similar to
a global parameterization which might be performed using independent catchments as well as model
setups [14,18]. However, it is considered as holistic as it derives model parameters using a single model
setup for several interconnected (and thus interdependent) sub-catchments. Hence, this approach
encompasses two major premises: the application of homogeneous spatially distributed input data as
well as a set of homogeneous model parameters for spatially distributed components of the hydrological
model. The holistic approach should make the results from individual catchments more comparable
across the domain by reducing the risk of over-parameterization often seen in single modeling setups.
Especially in hydrological setups focused on the impacts from external forcing (e.g., climate change)
a holistic approach is preferable. Furthermore, by avoiding over-parameterization the holistic approach
may contribute to a convergence of the different philosophies of climate and hydrological modelling.

To assure the homogeneity of spatially distributed input data, we opted for data sets covering
the entire Hydrological Bavaria. In limited cases where no high detailed data was available for the
entirety of the domain, we have merged datasets and applied an additional set of refinement steps in
post-processing (e.g., for the hydrogeology inputs).

The parameters for spatially distributed model components (i.e., parameters for land use, snow,
and glaciers) were manually calibrated over the entire Hydrological Bavaria. Other parameters directly
influencing the shape of discharge compartments (recession parameters for inter-, and direct flow)
which are dependent on the unique features of each catchment, were automatically calibrated for
each gauge separately. Hence, the final parameter set of the model can be divided in a global and
local component.
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2.3.2. The Hydrological Model and Parameterization Approach

In this study the water balance simulation model WaSiM [10] was applied to perform the
hydrological simulations. This model is characterized as being physically based, fully distributed, and
deterministic, operating on constant time steps ranging from minutes to days. WaSiM is parallelized
for distributed memory architectures using the message passing interface (MPI) and shows a good
scalability on modern high-performance clusters. This enables the model to simulate physical processes
with a high degree of accuracy using complex methods for the representation of hydrological processes
(see Table 2). It also enables high spatial and temporal resolutions for this study. For this study,
the hydrological model runs have been performed on the high-performance hardware on the Leibniz
Supercomputing Centre (LRZ).

Table 2. Applied processes and their associated approaches within the WaSiM setup.

WaSiM Module Approach Source (If Available)

Evapotranspiration Penman-Monteith [35]

Snowmelt Enhanced energy balance with snow redistribution
by wind and gravitation [36]

Soil water movement Richards equation [37]

Groundwater movement Darcy equation

Soil parameterization Van Genuchten parameter [27]

For the parameterization of the model a split sample approach was used for calibration and
validation. Therefore, two periods comprising the hydrological years (1 November to 31 October) from
2004 to 2010 and 1995 to 2002 were selected from the reference period from 1981 to 2010 for calibration
and validation, respectively. The calibration period was set at the end of the reference period, since here
a larger availability of observed sub-daily meteorological records can be found (Figure 3a). This should
minimize errors in the simulation due to possible changes in the temporal distribution imposed by the
temporal disaggregation of observations. The calibration period (Figure 3b, orange dots) covers rather
average or below average years in terms of annual precipitation and air temperature with regard to
the entire reference period (1981–2010). Only two years exhibit moister conditions than the mean
of the reference period. Contrary, the validation period (Figure 3b, blue dots) covers mainly above
average years (six years), with three of the six years showing a mean deviation greater than 100 mm.
Hence, the results of the hydrological simulations for the validation period as well as for the entire
reference period should indicate whether the parameters received by the calibration are suitable for the
simulation of above average moist conditions. Whether the parameters are time invariant regarding
future periods cannot be decided based on the presented data. However, it should be noted that the
choice of reference period might affect climate change signals [38].

The calibration was performed in parts by manual alternation of parameters for spatially
distributed processes (i.e., parameters regarding evapotranspiration, infiltration rate, groundwater
fluxes, snowmelt, and glacier dynamics), while four free parameters directly affecting the shape of
the discharge (i.e., drainage density, recession factors for direct and interflow, snow fraction factor)
were automatically estimated for each of the 98 individual catchments separately. Here, the adjusted
dynamically dimensioned search (DDS) algorithm after Tolson and Shoemaker [39] was used for the
automatic parameter estimation. This approach can be described as a simple stochastic and adaptive
algorithm and is supposed to provide robust parameter sets if the number of iterations or evaluations
is small as it adapts its search strategy according to the predefined number of iterations [40–42].
Preliminary tests have shown that an evaluation budget of 200 is sufficient for finding appropriate
combinations of the four free parameters. Since the applied model was complex and computationally
demanding, this resulted in run times of approximately 48 h per run. The adjusted algorithm applies
a simulated annealing (SA) approach to diminish the limits of variation for the parameters to be
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calibrated with increasing iterations. Since the algorithm starts its search globally and becomes more
and more local with increasing iterations [41], the SA further enhances the transition from a global to a
local search. This approach is further referred to as DDS-SA.
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In this study, several different objective measures (OM) were applied to evaluate the capability
of the model to reproduce observed discharge values at the 98 gauges. The OM include the Nash
and Sutcliffe Efficiency and its logarithmic form (NSE; logNSE, [43]), the Kling Gupta Efficiency
(KGE, [44]), and the ratio of the root mean square error to standard deviation of measured data
(RSR, [45]). The respective equations are presented in the Supplementary Materials. The choice of these
efficiency measures is based on their respective focus on the evaluation of observed and simulated
discharge (NSE: high flows; KGE: shape and bias; logNSE: low flows; RSR: volume error) [45,46].
Since the automatic calibration requires a single value to be optimized (here minimized), the efficiency
criteria were combined to an overall objective measure (OMoverall) using different weights according to
their contribution to calibrate the model towards high flows (see Equation (1)). A perfect fit would
receive a value of zero.

OMoverall = 0.5× (1−NSE) + 0.25× (1−KGE) + 0.15× (1− logNSE) + 0.1×RSR (1)

In order to avoid downstream propagation of simulation errors, observed discharges were used
as external input for individual downstream catchments during the automatized calibration.

2.3.3. Evaluation of Simulated Return Levels

In the field of flood frequency analysis (FFA) there are two different approaches to estimate return
levels: the annual maximum (AM) method relying solely on the yearly peak flow, and the peak over
threshold method (POT, also known as partial duration series approach) that considers all discharge
values exceeding a predefined threshold [47–50]. While the AM method is still used as a standard in
many countries, its application is often criticized due to a loss of information by only employing the
annual maximum peak flows of a complete time series [47,50]. Hence, low peak flow values, which
are not considered an actual flood, are used to fit an extreme value distribution function (EVDF).
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Since historical records of stream flow are often incomplete or short, the AM method does not provide
a sufficient sample size. The POT approach offers more flexibility in the representation of a flood
by including all values above a chosen threshold into consideration yielding a larger sample size
for an EVDF fit [47–50]. Therefore, in this study we opt for the POT method. According to [51,52] a
series of samples of independent and identically distributed (iid) data which exceed a high enough
threshold follow a Generalized Pareto Distribution (GPD) [48,50,53,54]. This theorem emphasizes two
major requirements for the POT approach: independence of events (i.e., independent clusters of excess
values) and the careful selection of a threshold. Although a plethora of methods for the estimation of a
suitable threshold (e.g., graphical methods, analytical methods, mixture models) [48,50,55,56] exists to
date, the selection remains subjective to an extent where several values may lead to similar results [49].
The independence criteria is described by a minimum time span between events and determined by
the nature of the underlying physical process [49,50,54].

In this study we use a common procedure for all observed and simulated data as it fits the scope
of a holistic modelling and evaluation approach. Nevertheless, we are aware, that this might lead to
deviations from an optimal fit of the GPD at some gauges as the choice of threshold affects the bias
and/or variance of the fit [48,53], and that the inherent relation between discharge and return levels
for a certain gauging period may be disturbed [47]. At first, a series of independent events is created
by de-clustering the observations using a physically based threshold up [54] which is defined by the
average number of events per year λT [49] (see Equation (2)). Here, we opt for a value λT = 8.

up = 1−
(

λT

365.25

)
(2)

The events are further separated by an intermittence time of 5 days following [48,49,57,58].
The resulting series of separated events (clusters) form the basis for the GPD fit. A statistical threshold
us [54] equal to the 90th highest value of the clustered data is applied for the model fit to ensure that
only values of an actual flood event are included for the estimation. Thus, the requirement of the GPD
for a sufficiently high threshold is met. The GPD parameters (shape and scale) were estimated using
the method of L-moments (LM) [59] as it shows good performance for small and moderate sample
sizes [60,61]. Figure 4 illustrates the different steps of our workflow to derive return levels from the
complete time series of discharge.
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The applied thresholds up (λT, respectively) and us are seemingly large compared to other
studies [47,49,54,57,62,63]. However, a sensitivity analysis using several thresholds for the evaluation of the
GPD model fit showed the best results for this combination across all gauges (see Supplementary Materials).

Further, we use the GPD model fit to estimate the return levels of five, ten, and 20-year return
periods for both observations and simulated data, respectively. The 20-year return period is deemed
as an appropriate level for comparison, since for 90% of the gauges at least once the associated
20-year return level occurred within the observational record, considering a 10% error for observed
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maximum flows. Choosing a return period beyond 20-years means relying on an extrapolation for
most gauges (e.g., more than 50% percent of gauges at a 50-year return period). A level of trust
(LOT) is then calculated by a simple comparison after Equation (3) using the estimates of the return
periods, where HFx represents the high flow values of return interval x, for the simulated sim data and
observations obs.

LOT = abs
(

HFxsim −HFxobs

HFxobs

)
× 100 (3)

The LOT is subdivided into the qualitative categories very high (LOT≤ 10%), high (10% < LOT≤ 20%),
moderate (20% < LOT ≤ 30%), low (30% < LOT < 50%), and very low (LOT ≥ 50%). These categories
are considered to be feasible for the comparison of high flows and return levels due to the uncertainties
immanent to high flow observations which are imposed by the calculation of discharge using the water
level to discharge relationships established for the individual gauges. These relationships might change
over time (e.g., with changes in the riverbed at the gauge) and are further limited by a maximum water
level which might be exceeded by severe floods (overflowing).

3. Results

3.1. Results from the Holistic Modelling

Although multiple performance criteria were used during the calibration, the focus in this section
is on the NSE and KGE. These two metrics provide a thorough overview of the quality of the model.
In addition, the NSE provides a first hint on the model’s capability to reproduce observed high flows,
since it is sensitive to deviations in high values of a time series. The KGE is less sensitive to these high
value deviations, and hence often indicates a better performance than the NSE.

The results for the periods of model calibration, validation, and the reference period for all gauges
of the Hydrological Bavaria are shown in Figure 5 (top). Overall, the model shows sufficient values in
both criteria.

Regarding the NSE, the model calibration yields sufficient representations of observed discharge
for more than 75% of the gauges (values above 0.5). Furthermore, the holistic model setup results in a
very good fit for almost half of the gauges of the Hydrological Bavaria. However, for some gauges,
the proposed approach leads to an insufficient model performance with values below zero. The KGE
indicates a better overall model fit than the NSE. 75% of the gauges exhibit a very good performance
according to the KGE. Only two gauges show values below 0.5. Furthermore, a smaller variance in
performance for the KGE than for the NSE indicates that the model is more robust regarding the overall
regime than discharge extremes.

The validation of the model also illustrates a sufficient model performance with respect to the
NSE, as more than 75% of the gauges of the Hydrological Bavaria exhibit values greater than 0.5.
Compared to the calibration period, the model overall represents the observations better with more
than 50% of gauges showing values above 0.7. However, the simulations show insufficient NSE values
(NSE < 0) for three gauges. The KGE shows an overall better fit of the model to the observations as
well. A significantly worse performance is also recognizable for two gauges for the KGE and follows
the development of NSE for the validation period.

The model performance of the reference period is particularly interesting for the subsequent
estimation of return levels based on the simulations and the comparison with return levels derived
from observations. The simulation results for this period indicate an overall slight decrease in model
performance for the NSE and KGE, respectively. However, more than 75% of all gauges exhibit
sufficient values for both objective measures. Almost 50% of the simulated discharges exhibit a very
good model performance in terms of NSE and almost 75% in terms of KGE. As for the validation
period, the simulation results for three gauges yields insufficient model fit regarding the NSE.

Figure 5 further illustrates the model performance for all gauges separated by their location within
the greater landscape.
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Figure 5. WaSiM model performance (NSE and KGE) for the three different periods (calibration,
validation, reference period) for gauges of the Hydrological Bavaria and further subdivided by the four
different landscapes (Alps, Alpine foreland, escarpment, mountain ranges). The number of gauges in
each subregion is marked in brackets. The dashed lines indicate margins of a sufficient (light blue) and
very good (dark blue) model fit. The values at the top of each frame indicate the number of gauges
where the model performance of NSE or KGE is below zero.

The gauges within the Alps show a sufficient performance at most gauges for the calibration
and validation period. Here, the model performance of the validation period is worse than for
the calibration. The reference period exhibits the worst values, particularly for the NSE where the
model yields sufficient results for slightly more than 50% of the gauges. Again, the variance in the
criteria increases from calibration to the reference simulation. This in parts unsatisfactory model
performance for the Alps may be ascribed to three major factors. First, meteorological observation is
the Alps are scarce and most gauges are located in the valleys rather than in high altitudes with steep
slopes or even glaciers. Hence, there is an undercatch in the precipitation measurements [22,34,64,65],
which influences runoff generation. Furthermore, since the model also employs a dynamic glacier
routine to simulate glacier runoff, the globally defined parameters may not be suitable for every
glacier within the study area. At last, the discharge within the Alps is severely influenced by water
management infrastructure (e.g., hydro power generation, detention basins) and operation data of these
facilities is usually not available. In this study, only the most dominant structures were implemented.

The model overall performs better for gauges within the Alpine foreland. However, two gauges
show an insufficient model fit for the validation and reference period regarding the NSE. These gauges
exhibit a poorly distinctive annual runoff regime compared to the remaining gauges of the Hydrological
Bavaria. Hence, some unique processes leading to these regimes might not be reproduced by the
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holistic modelling approach. Apart from those two gauges, more than 75% of the gauges show at least
a sufficient agreement between simulations and observations. Furthermore, the rivers of the Alpine
foreland are affected by water management structures as well. In many cases, the modes of operation
are estimated and stationary with time as explicit operation data are again not available.

For gauges situated in the escarpment, the model performance shows better results compared to
the Alps and the Alpine foreland throughout all simulation periods. The NSE and KGE are sufficient at
most gauges with only a few outliers. These underperforming simulation results are either induced by
a lack of information about the fuzzy control mechanisms of the Main-Danube transfer system or an
insufficient parameterization of karstic soils of the Franconian Jura. Along the Main there are several
hydro power plants as well. However, since these structures are run-of-river power plants, they have
less impact on the natural runoff regime than the structures in the Alps and Alpine foreland. Hence,
the model yields better representations of observed runoff for the Main.

Gauges situated in the eastern mountain ranges exhibit the best model performance among all
gauges. Across all periods, the NSE and KGE never fall below 0.5. Furthermore, the variance of these
values is rather small compared to those of the gauges within other landscapes. An explanation for the
better performance is, that almost all gauges are unaffected by water management and thus considered
as natural.

Figure 6 shows the spatial distribution of the NSE and KGE (adapted from Poschlod et al. [22]) for
the reference period. Despite the efforts taken to reduce forward propagation of model errors from
upstream to downstream gauges (i.e., use of observed discharge as input for the automatic calibration
of a downstream sub-catchment), the gauges along the Danube show a decrease in performance from
its source to the outlet. The model performance in most cases is better for headwater catchments.
However, the figure illustrates an overall sufficient performance for most of the gauges.
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Figure 6. Maps of the WaSiM model performance for the 98 gauges ((a) NSE, (b) KGE) for the reference
period (1981–2010). Blueish colors indicate values above zero with better performance indicated by
darker colors. Red dots represent gauges with values below zero and white dots gauges with no
observations available for the reference period.

The two illustrated model criterions exhibit–with the exceptions mentioned–only little variation
for the respective modelling period. Hence, the model parameters are to some extent robust towards
changes in land use, water management and other non-stationary conditions affecting the runoff

formation. However, the presented reference period is rather short and thus, these changes might
be moderate.
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An indication for the applicability of the holistic model setup to estimate return levels is provided
by the relative deviations between the observed and simulated mean high flows (MHF, i.e., average
of annual maximum peaks of discharge over a given period, here 30 years of the reference period)
illustrated in Figure 7. The deviations of MHF between simulations and observations are diverse
within the entire Hydrological Bavaria. However, there are regions that exhibit considerable larger
deviations than others. Simulated MHF for gauges situated in the Alps tend to underestimate the MHF
derived from observations with values below −20% and up to −10% difference. This underestimation
in MHF is ascribed to the underrepresentation of precipitation in the meteorological data that results in
a smaller storage of snow and ice during the winter and thus a reduced discharge from snow and ice
melt together with precipitation during spring and summer. For gauges in the vicinity of the Alps and
south of the Danube, there are only few gauges that depict a larger deviation in MHF. For the majority
of these gauges, the deviation is between −10% and +10%. However, along the Danube and the Isar,
the differences in MHF become larger with distance from the source and with the increasing number of
tributaries contributing to the Danube’s discharge. These deviations originate to some extent from the
automatized calibration approach using observed discharge of tributaries as input for downstream
catchments. Since the discharge of a downstream catchment is to a certain extent governed by the
discharge of its tributaries (stronger dependency with larger upstream catchments), this approach
leads to very good model fits during the calibration regardless of the automatized algorithm efforts to
find an optimal parameter set. On the other hand, some tributaries to the Danube and Inn exhibit a
stronger underestimation of simulated MHF (<−20%). In these cases, the model in general performs
rather poorly leading to these deviations. For the gauges of the escarpment we generally find an
underestimation along the upper Main, an overestimation along the lower Main, and small deviations
for the gauges of the Regnitz river system. For the mountain ranges the model performs sufficiently
well for most gauges.
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3.2. Qualitiy Assessment of the Representation of Return Levels

The quality of the estimates of return levels, based on the model results and observations in
the reference period is illustrated by LOT. The LOT is analyzed for the return periods of five, ten,
and 20 years. Higher return periods are not considered here, as their estimate would be a result of an
extrapolation of the GPD fit. The high flow values of the prior mentioned return periods are further
referred to as HF5, HF10, and HF20, respectively.

The LOT of the HF5 for all gauges are shown in Figure 8. Most gauges of the Danube basin exhibit
a moderate to very high LOT. Exceptions with little to no trust in absolute values of the simulations
are found for eight gauges, most of them situated at the Danube or its tributaries. Gauges within the
Alps in most cases show a moderate to very high LOT as well, whereas only two values indicate a low
confidence. The Main and Elbe basins depict a moderate to very high confidence in the representation
of the HF5. Only four gauges downstream the Main show a low to very low LOT as well as one
tributary to the Regnitz.
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The LOT for high flow events with a return period of 10 years (HF10) is given in Figure 9.
Here, a moderate to high LOT may be declared for gauges within the Danube basin. As it was the case
for the HF5, the model does not allow for statements about actual values of the HF10 for some gauges
of the Danube and its southern confluxes since the LOT is low or worse. The gauges of the basins of
the Main and Elbe depict a decent confidence in HF10 values derived from simulations (moderate
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to very high LOT). Just a few gauges show a low confidence level. Compared to the HF5 the LOT
diminishes for some gauges within the Alps, but still shows moderate to very high confidence for most
gauges except for two smaller Austrian tributaries to the Inn.
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Figure 10 shows the LOT for high flows with a 20-year return period (HF20). Compared to the HF5
and HF10, the overall confidence in simulated HF20 values decreases slightly. However, the confidence
in the simulations is still moderate to very high for most gauges of the Danube with exceptions already
noted for the HF5 and HF10. Hence, the simulations for these gauges are not suitable for the estimation
of actual values of recurrence periods of any annuality. The simulations for the Main and Elbe basins
still yield moderate to very high confidence in the representation of the HF20 as well. There are only
minor shifts in confidence for the individual gauges and those showing a low or very low LOT for HF5
and HF10 remain within this category for the HF20, too. The model results for alpine gauges show a
sustained moderate to very high confidence in the estimates of HF20. However, there is a shift from
high to low confidence for one gauge of the Salzach catchment, indicating a divergence of the GPD
between observations and model data for higher annualities.
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(LOT ≥ 50%).

In some cases, the LOT does not show a distinct pattern of decrease or increase for individual
gauges with higher annualities, but instead gains or loses confidence independently from the annuality.
Hence, the GPD features a distinct difference in shape between observations and modelled discharge
for these gauges.

4. Discussion

4.1. On the Holistic Model Approach

The holistic modelling approach applied in this study to simulate the discharges for 98 catchments
allows for a sufficient representation of the observations with regard to the presented objective measures
of the NSE and KGE. Furthermore, the model provides sufficient results over different runoff regimes,
including glacio-nival to nival regimes in the Alps, pluvio-nival in the Pre-Alps, nivo-pluvial in the
Alpine foreland, and pluvial regimes of the Main and its tributaries [22]. Since the results are similar
throughout the simulated periods for most of the individual gauges, the model is considered robust
(i.e., unlikely over-parameterization [19]) towards changes in land cover and use, water management,
and other processes affecting runoff formation. However, there are catchments with poor performance
in every simulation period. Here, the model may not be able to represent the observations using
parameters that are considered valid for various regions of the Hydrological Bavaria. This loss of
performance when applying regionalized parameters is reported in several studies (e.g., [14,18,19,44]).
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These studies seek to find optimal regionalized or globally applicable parameters by
analyzing catchments which are either not affected by water management or other kinds of
anthropogenic alteration, or the implemented structures only have minor effects on runoff formation.
Hence, the parameters reflect the physical processes of these catchments. However, the catchments of the
Hydrological Bavaria are severely influenced by different water management structures (e.g., detention
basins, hydropower plants) or governed by the discharge of natural lakes. For the political Bavaria,
the Bavarian Environment Agency (LfU) lists more than 4200 hydropower plants, 25 reservoirs or
detention basins governed by the Bavarian state, and 150 larger natural lakes [66]. Since not every
structure or natural lake affects the discharge of the catchments presented in this study, only the most
important were included in the modeling approach. These structures might have a certain impact on
the global definition of parameters. This is especially the case for the Main-Danube transfer system
which is a complex structure comprising the transfer channel as well as the transfer of water between
three artificial lakes which are additionally used for low flow elevation.

The holistic modelling approach might further benefit from an improved data basis for soils and
hydrogeology as this information is crucial for the hydrological simulation with WaSiM. Since the
data provided by the ESDB comprises only eleven texture classes (five for top- and sub-soils each
and one organic) [27] for European soils, the parameterization of the individual soil types is limited
to these classes. To avoid larger uncertainties due to over-parameterization, these parameters were
not adjusted for most catchments of the Hydrological Bavaria. However, for three catchments the
calibration indicated that the parameter values for a dominating soil type were responsible for an
insufficient performance. By comparing the grain size distribution of the USDA metric [67] with the
common soil texture metric for Germany [68] these EDSB parameters have been replaced.

Furthermore, the hydrological model itself could be improved to further enhance the overall
performance of the holistic modelling approach. WaSiM employs a single selected routine for the
simulation of snowfall and -melt, as well as glacier development. For this study we opted for a method
after Warscher et al. [36] which includes a high degree of physical processes (i.e., radiation-based melt,
distribution of snow by gravity and wind). This approach was developed for high Alpine terrain and
thus might not yield any benefit in regions outside the Alps. Hence, the hydrological model could be
adapted to employ several different snow melt approaches suitable for different landscapes.

Usually, automatized calibration approaches like SCE-UA or DDS are used to facilitate the
parameterization of a model [14,18,19,39,69–71]. However, in most cases these algorithms are applied
to single headwater catchments. The automatic calibration approach for downstream catchments
applied in this study using observed discharge as inflows seems to affect the performance of gauges
with further distance from its headwater. The intension of this practice was to avoid the propagation
of modelling errors. Since the discharge at gauges defining larger catchments is mostly governed by
its tributaries, the objective metrics during the calibration using the DDS-SA approach were close to
optimal by definition. Hence, the parameters gained by the automatized calibration for downstream
catchments do not reflect the physical processes of that sub-catchment but rather an attempt to adjust
the cumulative discharge of its tributaries.

Nonetheless, a poor performance at individual gauges is overall outweighed by a gain in spatial
consistency, reduction of equifinality by avoiding over-parameterization, and the provisioning of a
holistic simulation approach [14].

4.2. On the LOT

The four performance criteria used in this study were selected due to their focus on different
regions of the statistical distribution of discharge values according to [44–46]. Furthermore, for the
automatic calibration the NSE and KGE were emphasized by assigning higher weights. Since the model
was targeted at representing the high flows, we have assigned the highest weights to the NSE. The NSE
is known to be more sensitive for deviations in high flows [46] due to its sensitivity to deviations
between higher discharge values, received the highest weight. However, Mizukami et al. [72] state that
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a parameterization based on the KGE leads to a better simulation of high flow values as it considers the
mean and variance. The performance of a model with respect to high flows might further increase when
weights are applied to the compartments of the KGE (correlation coefficient, bias of mean and variance).
Hence, the selected weights for the automatic calibration might be misleading for the parameterization
of the model towards a sufficient representation of high flows. On the other hand, Knoben et al. [73]
point out that the NSE and the KGE should not be interpreted the same way as the “KGE does not have
an inherent benchmark against which flows are compared”. For the NSE this benchmark is represented
by the mean of the observations, whereas for the KGE the benchmark must be specified by the user.
Therefore, the weights of the overall calibration metric can be considered reasonable.

The LOT of return periods strongly depends on the model’s capability to sufficiently simulate
high flows. Furthermore, it also relies on the approach selected for the estimation of EVD. In this study
we opt for the GPD in conjunction with the POT to estimate for the reference period from 1981 to 2010.
The POT method is supposed to yield a better EVD than when applying AM, especially if the time
series is short (i.e., less than 14 years) [62]. However, an estimation of higher return periods requires a
larger sample size that cannot be provided by AM in most cases. Since the reference period comprises
30 years, the sample of 30 annual peaks is still not sufficient for the estimation of longer return periods.
Therefore, the POT method was chosen to form a sufficient sample size for the EVD. The GPD is
sensitive to the threshold defining the sample size as well as to the statistical threshold defining the
value when an event is considered extreme [47–49,54]. Thus, an individual threshold for each gauge of
the Hydrological Bavaria might result in an increase in confidence in the presented estimated return
periods. Nevertheless, these thresholds derived by either graphical or analytical methods are still prone
to the subjective choice by the user as there is no optimal value [48,49,53]. Furthermore, an individual
threshold might still not increase the LOT for the worst performing gauges.

A low LOT implies that the model is not applicable to estimate actual values of return levels.
Here, the holistic modelling approach does not provide parameters that result in a sufficient
representation of high flows. This behavior is also reported by Ricard et al. [14] when applying
regionalized parameters to model various catchments.

Further improvements for the presented hydrological model comprise the adjustment of the
undercatch of precipitation in the Alps and the adjustment of operating rules for the implemented
reservoirs and lakes. These features affect the runoff formation and thus the simulation of high flows.

5. Conclusions

A first holistic modelling approach intended to develop a robust toolset to support water resources
management under climate change conditions with robust estimates of return levels was introduced.
The approach comprises a semi-global and semi-automatized calibration for the 98 catchments of the
Hydrological Bavaria. The model applies a regionalized set of parameters that exhibit satisfactory
results with regard to the presented evaluation metrics and simulation periods, with the values of the
NSE and KGE exceeding 0.6 for the majority of the 98 gauges. For many gauges, the holistic modelling
approach lead to satisfactory results for the MHF where relative deviations between observed and
simulated values were kept at around ±10%. However, there are gauges where deviations are larger
in MHF and for various return levels (>20%), thus creating lower confidence. Deviations of such
magnitude reduce the trustworthiness of model performance; in consequence, a low level of confidence
should be markedly illustrated when estimating changes in absolute values of peak flow return
levels. Most of these poor performances can be attributed to deficiencies in the provided input data
(e.g., lack of operational rulesets for water management structures, soil data, meteorological data)
rather than the holistic modelling approach.

Even though individual adjustments could be made to improve the performance of single
catchments, the overall benefits gained from a holistic modelling approach outweighs the shortcomings
of a few gauges. By using a holistic modelling approach, it is possible to model larger catchments
without the need to sacrifice model complexity.
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For many applications, CCI studies are interested in the course of future trends compared to a
certain reference period rather than in absolute values [18]. Changes in streamflow are a response to
changes in climate conditions (or changes in land use or water management). Hence, we consider
the model to perform sufficiently well to derive relative changes in the frequency and intensity
from simulations.

For future applications of the model, there is potential to further improve its performance.
One would be to increase the volume of precipitation over the Alps in the meteorological reference
SDCLIREF to reduce the underestimation of runoff in this region. The model could also benefit from
an increase of the level of detail of homogenized soil information, and a better representation of
humanmade hydraulic/hydrologic structures.

Supplementary Materials: The following refer to [43–45,49] and are available online at http://www.mdpi.com/
2073-4441/12/9/2349/s1, Equations (S1a) and (S1b): The Nash & Sutcliffe efficiency (a) and its logarithmic form (b),
Equations (S2a), (S2b), and (S2c): The Kling-Gupta Efficiency (a) and its compartments (b) and (c). Equation (S3):
the ratio of root mean square error to standard deviation of observations, Equation (S4): Normalization of return
levels of discharge, Figure S1: Mean and standard deviation for standardized return levels of the HF5 over all
98 gauges, Figure S2: Mean and standard deviation for standardized return levels of the HF10 over all 98 gauges,
Figure S3: Mean and standard deviation for standardized return levels of the HF20 over all 98 gauges.
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