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Abstract: Numerical simulation models are commonly used to analyze and simulate urban water-
logging risk. However, the computational efficiency of numerical models is too low to meet the
requirements of urban emergency management. In this study, a new method was established by
combining a long short-term memory neural network model with a numerical model, which can
quickly predict the waterlogging depth of a city. First, a numerical model was used to simulate
and calculate the ponding depth of each ponding point under different rainfall schemes. Using the
simulation results as training samples, the long short-term memory neural network was trained to
predict and simulate the waterlogging process. The results showed that the proposed “double model”
prediction model appropriately reflected the relationship between the changes in waterlogging depth
and the temporal and spatial changes in rainfall, and the accuracy and speed of computation were
higher than those of the numerical model alone. The simulation speed of the “double model” was
324,000 times that of the numerical model alone. The proposed “double model” method provides a
new idea for the application of artificial intelligence technology in the field of disaster prevention
and reduction.

Keywords: artificial intelligence; numerical model; “double model” prediction model; urban waterlogging;
fast forecasting method; Shenzhen

1. Introduction

With recent changes in the global climate and environment, the situation regarding
natural disasters has become complex and severe, and the prevalence of extreme rainstorms
and flood disasters has increased [1]. According to the statistics of an international disaster
database (EM-DAT, https://www.emdat.be, accessed on 2 April 2022), for approximately
the past 20 years (2001–2020), the most frequent climate-related natural disasters have been
floods and storms, accounting for 41% and 27% of the total disasters, respectively, in Europe.
According to the statistics of the China Emergency Management Department (Department
of Disaster Relief and Material Support, 2022), in 2021, extreme weather and climate events
occurred frequently in China, with highly disastrous results. In July of 2021, there were
four extremely heavy rainfall events, causing serious waterlogging, mountain torrents,
and geological disasters. Cities are highly populated areas with an increased economic
presence. Extreme heavy rain severely impacts city development, not only causing traffic
paralysis but also threatening the safety of people’s lives and property. Extreme heavy rain
is the primary cause of natural disaster-related damage in cities [2]. Urban waterlogging
prevention and control have important scientific value, ensuring national water security
and supporting social and economic development [3]. Thus, the accurate prediction of
urban waterlogging risk, the publication of forewarning messages, and the reduction in
losses from flood disasters are key focuses of urban management [4].
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Numerical modeling is the main method used in urban waterlogging risk analysis. It
mainly includes the hydrological model, hydrodynamic model, and hydrological and hy-
drodynamic model [5]. The hydrological method has a simple structure and high efficiency,
but it cannot calculate the flood routing process. The hydrodynamic method can calculate
hydraulic elements such as velocity and water depth in the grid [6]. Two-dimensional
hydrodynamic technology is used in all regions, which is called the two-dimensional full
dynamic model, but its calculation efficiency is low, and there are problems of numerical
format stability [7]. The hydrological and hydrodynamic model couples the distributed
hydrological model and two-dimensional hydrodynamic model, which not only ensures
the accuracy of the model but also has good calculation efficiency. It is a promising research
direction for the flood model [8]. Mature commercial flood routing models abroad include
MIKE11, Mike21, HEC-RAS, TUFLOW, etc. [9–12]. With the development of coupling
algorithms and the improvement of basic data quality, the accuracy of the hydrological
and hydrodynamic model for urban waterlogging simulation is also becoming higher and
higher [13]. It is the main analysis method of urban waterlogging risk at present [14]. With
the development of numerical simulation technology and the improvement of basic data
accuracy, the accuracy of numerical simulation models has increased [15].

However, with the development of cities, the underlying urban surface has become
complex, and more grids are required for the numerical simulation model to describe
and simulate, which leads to the consumption of huge computing resources. With the
development of hardware, such as supercomputers and parallel computing technology
based on GPU, the speed of numerical simulation has been greatly improved. However, it
still cannot meet the needs of urban waterlogging emergency management. Therefore, it is
necessary to find a new method that can quickly analyze the risk of urban waterlogging
under current rainstorm conditions, predict the risk of rainstorm waterlogging in advance,
dispatch personnel and materials in time, and reduce the risk of waterlogging.

In recent years, deep learning technology [16] has made great progress, especially
in computer vision [17], language processing [18], machine translation, and the identi-
fication of extreme disasters [19]. It is also widely used in water resource management
and dispatching of water supply and drainage plants in many cities [20]. Convolutional
neural networks (CNN) have been preliminarily applied to lake water level prediction [21],
flood routing [22], and road ponding identification [23]. However, these algorithms require
high computing power and many training samples, which are difficult to popularize and
apply. Artificial intelligence (AI) models require many high-quality data samples. However,
neither the number of rainfall events nor the measured waterlogging can meet the needs
of AI technology, which limits its application in urban waterlogging risk management. In
this study, a new intelligent model prediction method was established by combining a
numerical simulation model with AI technology. In addition, a case study of the Shenzhen
River and Bay Basin was conducted to simulate and predict the waterlogging process.

The results show that the intelligent prediction method produces reasonable and
reliable results, and the accuracy and computation speed are greater than those of the
numerical model alone. This method significantly shortens the prediction time for ur-
ban waterlogging risk compared to that with the numerical simulation model and can
release early warning information in time to minimize the potential impacts of extreme
weather events.

2. Data and Methods
2.1. Research Process

The Shenzhen River and Bay Basin is one of the five major basins in Shenzhen, which
has a high hardening surface and short confluence time. In recent years, the damage caused
by waterlogging has increased [24]. Heavy rainfall within a short period (approximately
3 h) is the main cause of waterlogging and ponding in urban areas. Therefore, a short heavy
rainfall process of 3 h was used as the rainfall scheme in the numerical model to simulate
waterlogging. A neural network prediction model for each ponding point was established
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based on the simulation results. Finally, untrained rainstorm waterlogging samples were
used as prediction samples to predict the waterlogging of the ponding point.

2.2. Methods
2.2.1. Construction of Rainfall Schemes

Many types of learning samples are necessary to train neural network models. The
larger the training sample size, the more information it contains, and thus, the more
intelligent the trained model [25]. Therefore, in this study, a variety of rainfall processes
were used as input rainfall conditions to obtain waterlogging samples through numerical
model simulations.

The rainfall scheme mainly included three forms: 1© the actual short-duration heavy
rainfall process in Shenzhen over 10 years, from 2008 to 2018; 2© the designed rainfall
process according to the temporal and spatial distribution characteristics of short-duration
rainfall; and 3© the design rainfall process with the Chicago rainfall pattern. The study area
and distribution of the automated weather stations are shown in Figure 1.
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1. Actual short-duration heavy rainfallscheme

Based on an analysis of rainfall data from 63 meteorological stations in Shenzhen from
2008 to 2018, 178 short-term rainstorm events [26] occurring within a 3 h rainfall period
were selected as the actual rainfall scheme.

2. Characteristic rainfall schemes with different temporal and spatial distributions

Taking 5 min rainfall data for Shenzhen from 2008 to 2018 as the research object, the
temporal and spatial distribution characteristics of rainstorms in Shenzhen were extracted
by a machine learning model. The ML (machine learning) model was used to extract the
main features from a massive amount of rainstorm samples. First, the rainstorm events
were digitized and structured. High-dimensional arrays were established from temporal
and spatial dimension perspectives. Dynamic clustering was used to categorize samples
describing the temporal and spatial distribution patterns of rainstorms. The centers of
rainfall events of each type were extracted to reconstruct the dynamic temporal and spatial
distribution patterns of this type of rainfall event.

According to the different temporal and spatial distribution types of rainstorms, the
short-duration heavy rainfall process in Shenzhen was divided into three categories. The
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trajectories of the centroids for the three types of rainfall events are shown in Figure 2, in
which different colored points represent rainstorm centers in different periods [26]. In the
first type, the rainstorm center moves rapidly from west to southeast within 180 min; in
the second type, the rainstorm center moves rapidly from east to west within 180 min; and
the third type of rainfall is concentrated, and there is no movement. These three types of
characteristic rainfall processes express the temporal and spatial distribution characteristics
of short-term heavy rainfall in Shenzhen, of which the first type of rainfall has the highest
frequency in the flood season.
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Based on these three types of rainfall characteristics, a rainfall process in which the
cumulative rainfall at a single station in 3 h ranges from 30–500 mm with 2 mm steps was
designed in this study for 708 rainfall events.

3. The rainfall process with the Chicago rainfall pattern

The rainfall process with the Chicago rainfall pattern with 3 h cumulative rainfall at
each station from 30–500 mm with 2 mm steps, as shown in Figure 3, was designed for a
total of 236 rainfall events.
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Through these three types of rainfall schemes, a numerical simulation model was used
to simulate waterlogging and ponding, and 1122 rainfall events lasting 3 h were calculated.
The number and type of samples satisfied the requirements of the neural network model
for learning samples. This method is illustrated in Figure 4.
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2.2.2. Numerical Simulation Model

With recent advances in technology, the urban flood simulation method has evolved
from a simple model to a complex model that combines hydrological and hydrodynamic
models with underground pipe network models [27]. In this study, hydrological and
hydrodynamic models were established in built-up areas, while only hydrological models
were established in non-built-up areas. The coupled model, including the one-dimensional
river model, two-dimensional surface model, and an underground pipe network, was
established in key areas.

1. One dimensional hydrodynamic model of river channel

The flood routing in the study area was simulated by the one-dimensional hydrody-
namic model, and its basic control equations are:

Continuity equation:
∂A
∂t

+
∂Q
∂x

= q (1)
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Energy equation:

∂Q
∂t

+
∂

∂x

(
α

Q2

A

)
+ gA

(
∂y
∂x

)
+ gAS f − u · q = 0 (2)

where A is the cross-section (m2), Q is section flow (m3/s), u is the velocity of lateral
confluence (m/s), t is time (s), x is horizontal coordinates along the flow direction (m), q is
lateral flow (m2/s), y is the water level (m), and S f is the friction gradient.

There are 1284 sections in the one-dimensional model in the region, and the distribu-
tion and construction range of each section are shown in Figure 5.
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2. Surface runoff model

The continuity equation and momentum equation of the two-dimensional surface
hydrodynamic model are as follows:

∂H
∂t

+
∂M
∂x

+
∂N
∂y

= q (3)

∂M
∂t

+
∂(uM)

∂x
+

∂(vM)

∂y
+ gH

∂Z
∂x

+ g
n2u
√

u2 + v2

H1/3 = 0 (4)

∂N
∂t

+
∂(uN)

∂x
+

∂(vN)

∂y
+ gH

∂Z
∂y

+ g
n2v
√

u2 + v2

H1/3 = 0 (5)

where H is the depth of water (m); t is time(s); M and N are the average vertical unit width
discharge in x and y directions, respectively (m2/s); q is the rainfall intensity (m/s); Z is the
water level (m); and u and v are the average vertical velocity in x and y directions (m/s).

During modeling, the hydrodynamic confluence model is divided by irregular grids
with side lengths of 5–10 m. The water-blocking micro-terrain in important areas such as
overpasses, roads, water bodies, rivers, railways, communities, bridges, and culverts is
the control line. There are a total of 3.04 million grids and 5.64 million sides within the
construction scope, with a total simulated area of 226.76 km2, which is shown in Figure 6.
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3. Underground pipe network confluence model

Saint Venant equations combined with the Preissmann virtual slit method [28] were
used to establish the underground pipe network confluence model and accurately calculate
free surface flow and pressure flow.

The continuity equation is:
∂Z
∂t

+
1
B

∂Q
∂x

= 0 (6)

The momentum equation is:

∂Q
∂t

+
∂

∂x

(
Q2

A

)
+ gA

(
∂Z
∂x

)
+ gAS f = 0 (7)

where Z is the water level (m) when there is pressure flow, and B is the width of the virtual
slit (m).

The details of the coupled model are shown in Figure 7, in which the green area
represents the non-built-up area where the hydrological model was built, and the yellow
grid area represents the built-up area where the hydrodynamic model was built. The
hydrological model calculated the runoff and confluence process of the surface and river
network, divided independent hydrological calculation units, and provided inflow profiles
for the hydrodynamic model in the built-up area. The two-dimensional hydrodynamic
model calculated the water depth and velocity in the surface grid, the one-dimensional
model calculated the water level and flow of the river section, and the underground pipe
network model calculated the flow and other physical elements in the underground pipe
network. These models were coupled according to their three-dimensional urban spatial
structures and physical mechanisms.
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The one-dimensional river model was coupled with a two-dimensional surface model
through a river embankment. The pipe network model was coupled with the one-dimensional
model of the river channel through the outlet of the pipe network and with the two-dimensional
surface model through the rainwater inlet and drainage outlet. The coupled model not
only improved the calculation efficiency but also described and simulated the process of
rainfall runoff and waterlogging.

The numerical simulation model has a physical mechanism that describes the produc-
tion and concentration processes of rainwater on the underlying surface of a city in detail.
However, because of the complexity of the model and the large amount of calculation, the
calculation time of the 3 h rainfall scheme is more than 18 h, which obviously cannot meet
the timeliness requirements of urban risk management. Therefore, it is necessary to select a
new technical method to quickly predict urban flood risk.

2.2.3. Training Samples

In this study, a numerical simulation model was used to analyze and calculate the
waterlogging and ponding caused by the actual short-duration heavy rainfall process,
designed rainfall process characteristics, and the rainfall process with the Chicago rain-
fall pattern in Shenzhen over a span of 10 years. A total of 1122 rainfall events lasting
3 h and 5 min were obtained, and 40,392 rainstorm waterlogging samples were used to
train the network model. The number of training samples met the requirements of the
network model.

Intelligent and accurate neural network models require high-quality samples for
training. Therefore, in this study, the actual rainfall process was used to check the numerical
simulation model to obtain more accurate training samples. The results showed that
the accuracy of the numerical model simulation results was high and could satisfy the
requirements for the learning sample quality. This study utilized a rainstorm in Shenzhen
on 29 August 2018 as an example. A total of 12 ponding points from west to east in the
Shenzhen River and Bay Basin were selected to compare the maximum ponding depths of
these points between the measured values and model simulation data. The distribution
of the ponding points is shown in Figure 8, and the comparison results are presented in
Table 1.
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Table 1. Comparison of maximum ponding depths of measured values and simulated results at
waterlogging points during a heavy rainstorm in Shenzhen on 29 August 2018.

Serial Number Waterlogging Point Maximum Ponding Depth,
Measured Values (cm)

Maximum Ponding Depth,
Simulation Results (cm)

Error
(%)

1 Point A 40 39.8 0.50
2 Point B 50 47 6.00
3 Point C 30 29.3 2.33
4 Point D 25 24.2 3.20
5 Point E 40 42.9 7.25
6 Point F 48 46.9 2.29
7 Point G 55 56.1 2.00
8 Point H 35 34.9 0.29
9 Point I 55 54.5 0.91
10 Point J 50 49.7 0.60
11 Point K 15 14.8 1.33
12 Point L 20 18.9 5.50

Average error 2.68

As shown in Table 1, the average prediction error between the simulation results and
actual measured values of the maximum ponding depth of 12 points was 2.68%, which
meets the requirements of the neural network model for the learning sample.

2.2.4. Introduction to LSTM Neural Network Model

A long short-term memory (LSTM) neural network model is an improved version
of the recurrent neural network (RNN) model, which was proposed by Hochreiter and
Schmidhuber [29]. Compared with the RNN model, a hidden state Ct and three gates, the
forget, input, and output gates, were added to the LSTM model to solve the problem of
gradient disappearance or gradient explosion in the RNN model [30]. The structure of the
model is shown in Figure 9.
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The output of the forget gate is ft, shown in Equation (8):

ft = σ
(

W f St−1 + U f xt + b f

)
(8)

where the output of the forget gate ft is determined by the sample xt of this time series
and the outputs of the previous time’s hidden layer St−1, where σ is the activation and
sigmoid functions. The output of the forget gate represents the probability of forgetting
the hidden-cell state of the previous layer. The output of the input gate is shown in
Equations (9) and (10), where the activation function in Equation (9) is a sigmoid function,
and the activation function in Equation (10) is the tanh function.

it = σ(WiSt−1 + Uixt + bi) (9)

at = tanh(WaSt−1 + Uaxt + ba) (10)

Ct is output from it and at:

Ct = Ct−1e ft + iteat (11)

where e is the Hadamard product.
The output of the output gate is shown in Equation (12), where the activation function

is a sigmoid function:
ot = σ(WoSt−1 + Uoxt + bo) (12)

The output of the hidden layer St is the product of the output gate ot and Ct:

St = ote tan h(Ct) (13)

The output result is shown in Equation (14), and the activation function is a sig-
moid function:

ŷt = σ(VSt + bt) (14)

W f , U f , b f , Wa, Ua, ba, Wi, Ui, bi, Wo, Uo, bo, V, and bt are all parameters that are itera-
tively updated by LSTM through the gradient descent method, similar to the RNN algorithm.
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2.2.5. Waterlogging and Ponding Prediction Model Based on LSTM

The process of ponding at the ponding point is a continuous time series. The ponding
depth of the ponding point is mainly related to the rainfall and the ponding depth in the
previous time series. For example, the depth of the ponding point at t has a relationship
with the depth of this ponding point at t − 1, t − 2, t − 3, . . . , and so on. Predicting the
ponding depth is a problem of time series prediction. It mainly involves calculating the
value of the time series at time t + 1 according to the observation data at the previous
times. The LSTM neural network model is suitable for solving the prediction problem of a
multi-factor time series. The input value is the historical value, and the output value is the
predicted value.

In this study, the 12 waterlogging points in Figure 8 were taken as the research object,
and the LSTM neural network prediction model of waterlogging was established with a
total of six input factors, as shown in Figure 10.
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Figure 10. Factors related to prediction of ponding.

The output of the LSTM model is the ponding depth of the ponding point at the next
time. The future ponding depth was predicted according to the rainfall in the previous
time series and ponding depth. Through continuous circulation and training of the model,
the ponding depth of each ponding point was predicted for the entire rainfall process. The
number of neurons in the input and hidden layers of the model was 50 each. The output y
at time Yt was considered the prediction result. Ninety percent of the samples were used as
training samples, and the remaining 10% were used as test samples. The rainstorm process
without model training was forecasted by using the trained model.

The batch size was 128, the epoch was 300, the loss function was the mean absolute
error, and the optimizer was the Adam algorithm. The training results of the model were
evaluated by calculating the root mean square error between the predicted and real data.
The results showed that the error of the LSTM prediction model decreased rapidly when
the training time was approximately 100. When the training time was approximately 120,
the error curve reached an inflection point, the error decline speed tended to be gentle,
and the model gradually converged. This shows that the LSTM neural network algorithm
selected in this study is reasonable and that the data sample quality of the training model
is reliable.

3. Results and Discussion

Using 12 points (points A–L) from west to east in the Shenzhen River and Bay Basin
(Figure 8) as the analysis object, the rainfall process without training was input into the
numerical simulation model and the trained LSTM neural network to predict the ponding
depth. The input rainfall was 6 h at 5 min intervals. The first 3 h was the design rainfall
process with the Chicago and characteristic rain types, and there was no rainfall in the
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last 3 h to completely simulate the rain–waterlogging–recession process. To compare
the calculation results of the two models more intuitively, process lines of the prediction
results of the numerical and neural network models were constructed. The similarity
between the two curves was determined by the determination coefficient R2. The closer the
determination coefficient R2 is to 1, the higher the fitting degree of the two curves.

The rainfall process in which the rainstorm center moves from west to east is the
characteristic rainfall process with the highest frequency in the study area. Owing to space
limitations, in this study, the simulation results of this type of characteristic rainfall process
and the rainfall process with the Chicago rainfall pattern were analyzed and compared.
The prediction results of these two models are shown in Figures 11 and 12.
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As shown in Figures 11 and 12, the numerical and LSTM models could simulate and
predict the ponding process of each ponding point under different rainfall conditions.
Moreover, the fitting error of the simulation results of the two models was very small, and
the determination coefficient, R2, was greater than 0.85.

The simulation results of rainfall schemes with the Chicago rainfall pattern are shown
in Figure 11. Due to the similar shape of the rainfall patterns, the ponding depth change
curves of the 12 ponding points from points A–L, which were distributed in the west,
middle, and east of the area, as well as the occurrence times of the maximum ponding
depth and retreat time, were also similar.

The simulation results of the rainfall schemes moving from west to east are shown in
Figure 12. This type of rainfall is the most frequent during the flood season in the Shenzhen
River and Bay Basin. The characteristics of the temporal and spatial distribution of this type
are that the rainstorm center moves from the west to the east within 180 min, the rain in the
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west and central regions is flat with a small amount of rainfall, and rainfall in the northeast
and eastern regions is concentrated, with a large amount of rainfall in the northeast.

The change in ponding depth of the 12 ponding points, points A–L in Figure 12,
reflects the movement of the rainfall peak. The rainfall peak in the western region occurred
within the first 30 min after rainfall, and the water accumulation points A and B in the
western region reached the maximum water accumulation depth within the first hour. The
rainfall peak in the middle region occurred approximately 1 h after the rainfall process,
and the ponding points C, D, and E in the middle region reached the maximum ponding
depth 1.5–2 h after the beginning of rainfall. The rainfall peak in the northeast region
occurred approximately 2 h after the beginning of rainfall, and the ponding points F, G,
and H reached the maximum ponding depth approximately 2.5 h after the beginning of
rainfall. In addition, the maximum ponding depth of the I–L ponding points reached the
maximum ponding depth 3 h after rainfall. For different regions, the peak time of ponding
depth varies, and this key time point is very important for urban waterlogging prediction
and early warning.

It can also be seen in Figure 12 that the shape of the rainfall pattern had a direct impact
on the shape of the water process curve at the ponding point. The gentler the rainfall, the
gentler the ponding curve corresponding to the ponding point; the more concentrated the
rainfall, the more concentrated the ponding curve.

The numerical simulation model used in this study and the neural network model
trained based on the simulation results of the numerical model reflect the relationship
between the change in ponding depth and temporal and spatial changes in rainfall. The
prediction results were reasonable and reliable and could simulate and predict the change
in ponding depth at ponding points under different rainfall conditions.

Due to the influence of natural environmental factors, the continuity of the measured
data was poor; therefore, only the measured maximum ponding depth was compared. The
results of the numerical and LSTM models were compared with the measured maximum
ponding depth from heavy rain in Shenzhen on 29 August 2018, without training, and the
results are shown in Table 2.

Table 2. Comparison between the maximum ponding depths predicted by the numerical model and
long short-term memory (LSTM) model and the measured values.

Serial
Number

Waterlogging
Point

Measured
Values (cm)

Numerical
Model Results

(cm)

Error with
Numerical
Model (%)

LSTM Results
(cm)

Error with
LSTM (%)

1 Point A 40 39.8 0.50 39.2 2.00
2 Point B 50 47 6.00 51.2 2.40
3 Point C 30 29.3 2.33 28.3 5.67
4 Point D 25 24.2 3.20 23.5 6.00
5 Point E 40 42.9 7.25 41.2 3.00
6 Point F 48 46.9 2.29 46.9 2.29
7 Point G 55 56.1 2.00 56.1 2.00
8 Point H 35 34.9 0.29 35.7 2.00
9 Point I 55 54.5 0.91 55.2 0.36
10 Point J 50 49.7 0.60 50.7 1.40
11 Point K 15 14.8 1.33 15.9 6.00
12 Point L 20 18.9 5.50 19.3 3.50

Average error 2.68 3.05

Standard deviations of errors 2.25 1.80

As shown in Table 2, the average error between the maximum ponding depths simu-
lated by the numerical model and the measured values was 2.68%, while the error between
the maximum ponding depths simulated by the LSTM neural network model and the mea-
sured values was 3.05%. The prediction error increased by 0.37% between the two models,
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mainly because the neural network model was trained based on the numerical simulation
results, leading to error accumulation in the predicted results.

When calculating the same rainfall scheme for 3 h rainfall, the LSTM model required
only 0.2 s, while the numerical model required 18 h, with a 324,000-times increase in
calculation speed. The computational time of the numerical model increased linearly with
the size of the grid. If the computational range is expanded, the computational efficiency
will not meet the application requirements. The prediction time of hundreds of ponding
points with the LSTM model was maintained at the scale of minutes, which greatly reduces
the calculation time and can effectively meet emergency needs.

4. Conclusions

In this study, a “double models” method was established by combining a numerical
simulation model and an artificial neural network. Through the numerical simulation
model, numerous rainstorm waterlogging samples were generated under different rainfall
conditions, and the LSTM neural network model was trained using this sample. The trained
LSTM neural network model could quickly predict the ponding situation.

Compared with the actual measured values, the predicted values of the numerical
and LSTM prediction models had a small average error and high prediction accuracy. The
average error of the prediction value of the numerical model was 2.68%, while that of the
LSTM neural network model was 3.05%, with a 0.37% increase in that of LSTM. However,
as the neural network model was trained based on the numerical simulation results, the
prediction result errors accumulated. However, as shown in Table 2, the standard deviation
of the LSTM model error was only 1.08, indicating that the prediction error of the LSTM
model was more concentrated.

The simulation speed of the “double models” method was 324,000 times that of the
traditional numerical model. If the computing area is expanded, the efficiency advantage
of the LSTM neural network trained by the numerical model will be more evident at large
and high-density scales.

The “double models” prediction method combining a numerical simulation model and
AI technology proposed in this study not only addresses the low calculation efficiency of
the numerical simulation model but also meets the demands of AI technology for numerous
training samples. In addition, the proposed method has a fast calculation speed and high
accuracy. This provides a new idea for the application of AI technology in the field of
disaster prevention and reduction.

The input factors of the simulation model presented in this paper are the ponding
depth and rainfall of the previous time series, and the rainfall refers to the rainfall caused
by any weather system, which is independent of the weather system causing the rainfall.
Any weather system that produces rainfall and waterlogging can be predicted by the
model described in this paper. This paper only puts forward the method of forecasting
rainstorms and waterlogging. This method still has many shortcomings and deficiencies.
With the development of technology and the improvement of data samples, this method
will gradually mature and can be integrated into the early warning system. Moreover, as
the AI model is updated and improved, the requirements of AI technology for samples will
be gradually reduced, and the prediction accuracy will be greatly improved.
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