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Abstract: In this paper, a numerical model of the White Sea is presented. The White Sea is a small
shallow sea with strong tidal currents and complex ice behavior. The model is the only comprehensive
numerical model for the White Sea. It consists of several coupled submodels (for water, ice, pelagic,
and sympagic ecology). In this work, the focus is on the dynamics of sea ice and its ecosystem. The
model is described and its results are compared to available sea–ice data, mostly satellite data. The
spatial resolution of the model is 3 km. High current velocities require the time step of 3 min. The
model is shown to reproduce sea–ice concentration well; in particular, timing of the sea ice is perfect.
The dynamics of the sea–ice ecosystem also looks reasonable. Chlorophyll-a content agrees well with
measurements, and the ratio of algal, bacterial, and faunal biomass is correct. Sympagic biomass is
underestimated. Light is limiting at the early stage of sympagic bloom, nutrient limitation is for the
second half. We show that sympagic component influences the spring bloom (in terms of timing and
height of the peaks) but has little effect on the dynamics during the warm period of the year.

Keywords: White Sea; sea ice; numerical simulation; marine ecology dynamics; sympagic ecology

1. Introduction

The White Sea plays an important role in the economy of the North-West of the Russian
Federation: the routes of the White Sea-Baltic Canal and the Northern Sea Route intersect
here; the flow of tourists visiting the sights, including UNESCO sites, is constantly increas-
ing; various biological and mineral resources are also available. Therefore, information
about the sea–ice regime is important for performing safe navigation during a long period
of the year (from November to May). It is important to forecast timing and specifics of ice
formation and ice breakup, and dangerous ice phenomena in river estuaries (for example,
areas of jams, accumulations, presence of ice fields).

The White Sea is a small shallow sea in northwestern Russia. Its surface area is
91,000 km2; its average depth is about 67 m, with a small deep area up to 340 m (Figure 1).
The coastline has a length of more than 5 thousand km [1]. Different bays and parts of
the White Sea differ significantly in their features. In particular, the sea is divided into
two parts of comparable size (33% and 55% of the sea) separated by a shallow (37 m) and
narrow (45–55 km) strait called the Gorlo. The sea has one liquid boundary with the Barents
Sea. The incoming tidal wave creates a dominant pattern of tidal currents in the White Sea.
Many rivers flow into the sea, so its salinity is lower than in the neighboring Barents Sea.
These rivers also bring biogenic matter, which is important for the productivity of the sea.
The balance between evaporation and precipitation is close to zero, so the monthly water
exchange is shifted on average towards the outflow, which is very close to the monthly
river discharge. However, on the daily scale the flow balance can be both in and out, due to
the strong tide M2.
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Figure 1. The model domain with bathymetry marked by color and White Sea boundary shown as
the red line. The red and black dots mark the positions of biological stations: the MSU Biological
Station and the Biological Station of the ZIN RAS.

The White Sea is free of ice in the warm season. Although in winter the ice thickness
is very heterogeneous and there are hummocks (a consequence of strong currents), there
is no perennial ice in the sea. Due to significant daily variability in sea level, the ice often
touches the bottom and becomes stratified, so it is heavier than normal ice. It may even
contain surviving benthic organisms. Such a mechanism of capturing organic sediments
from the bottom and releasing them far out into the water is typical for the White Sea. Run
aground icebergs (grounded hummocks) are often found in the Sea near the coast; they are
called “stamukha” (Figure 2) and melt later than other types of ice.

Figure 2. Stamukha: an iceberg run aground, in the mouth of the Onega river, March 2003. Photo
made by the authors. The height of this heap was about 7 m from the water level.

The collection of scientific data on sea ice off the coast of the White Sea was initiated
in the late 19th century by the Lighthouse Service of the Maritime Ministry of Russia.
Systematic observations of sea ice have been made since 1918 at coastal and island stations.
Data on sea ice in the open sea were collected by ice-breakers and sea fishing vessels,
the earliest data being from 1909. Since 1927, aerial reconnaissance data have been available
for navigation. Initially, these data were collected with the beginning of the hunting season,
i.e., in spring. Since 1948, this time was increased up to January–May, and later, in 1951, it
covered the whole ice season of the White Sea. All these data until 1985 are analyzed in the
works of the State Oceanographic Institute of the USSR [2]. This summary is very useful.
However, due to climate change, ice phenomena on many lakes and seas have changed [3,4],
so approaches need to change. A modern source of data on the ice cover of lakes and
seas is satellite remote sensors [5,6]. Satellite data can provide much information about
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sea ice because of the high spatial and temporal resolution important for understanding
sea–ice dynamics.

There is a large amount of satellite data on the sea–ice concentration in the White Sea;
in particular, NASA (https://www.nasa.gov/, accessed on 2 June 2022) has collected a
lot of data on various seas, including the White Sea, using the MODIS sensor with spatial
resolution up to 250 m. The National Snow and Ice Center NSIDC (https://nsidc.org/,
accessed on 2 June 2022) offers data with resolution 4–6 km. The NOAA NESDIS center
lso provides their data with this resolution (https://www.nesdis.noaa.gov/, accessed on
2 June 2022). Additional resources are surveyed in our review [7]. However, numerical
models are needed for ice forecasts, climatic scenarios, etc.

In situ data on sympagic ecological systems are needed to validate the models. How-
ever, due to the difficulties of winter expeditions in the White Sea, data are scarce. Most
sea–ice samples were obtained at the White Sea biostations of Moscow State University
and the Zoological Institute of the Russian Academy of Sciences; these stations are not far
from each other, both in the same bay (Figure 1). Some data were collected at river mouths.
These data are analyzed in [8,9]. The ecosystems of the White Sea are described in [9–13].
However, the stations cover only a small part of the Sea. Moreover, most of the samples are
taken near the shore (at the fast ice).

The development of models of sea–ice dynamics and ecology could stimulate special
research in expeditions, and this could both provide more data to improve and test models
and broaden our understanding of phenomena occurring in sea ice.

Although there are many mature sea circulation models, very few of them have been
adapted (or specifically developed) for the White Sea. In addition to the model presented
in this article, there is a White Sea operational model (without ice dynamics) [14]. Ivan
Neelov’s model [1] has not been used nor maintained for more than ten years. No new
model of the White Sea has appeared since [1] review in 2005, except ours. The same is true
for models of marine ecology.

A separate problem is describing sympagic ecology (or cryosystem). Ice is capable of
trapping and accumulating large amounts of organic and inorganic substances, which are
then transported with ice drift across the sea over long distances and beyond the sea. All of
the remaining ice melts by summer; this matter returns to the water, creating a “seeding”
effect. During the winter, the biomass of cryo-algae changes. The blooming period is
short, because sufficient light and therefore long daylight hours and thin ice with little
snow on it are necessary; under these conditions, the ice comes off quickly. As the authors
of [15,16] report, a proper description of sea–ice algae phenology and the links with pelagic
and benthic systems are necessary to better understand ecosystem responses to warming
and reduced ice cover. The effects of climate change on marine ecology and especially on
sea–ice algae have been described in detail in [17,18].

The typical process of the sea–ice life cycle is described in the Results and Discussion
section and compared to the model results.

Sea and river ice and snow on it play a significant role in the transport of terrigenous
matter from the watershed. For example, the Northern Dvina river takes 94.9× 106 m3

of river ice annually into the White Sea; this ice contains 945 tons of sediment carried
into the Dvinsky Bay [19]. The river itself carries much more sediment (over 4 million
tons per year) [20]. On the other hand, the substance trapped by the ice can be carried
far away by drifting ice and affect the pelagic ecology after the ice melts not only in the
White Sea but also in the Barents Sea [20]. According to this work, there is more substance
in the upper part of the ice: it came in with the snow and is considered anthropogenic.
In spring, the lower part of the ice is also often rich in organic matter due to diatom algae [9]
blooms. However, the content of organic matter in sea ice varies in different parts of the sea.
Away from the rivers, suspended sediment concentration and sympagic phytoplankton
productivity are lower, while both are much higher at river mouths [21].

The goal of this work was to create a comprehensive numerical model (called “Jas-
mine”) of processes in the White Sea: currents, thermohaline dynamics, state of the sea ice,

https://www.nasa.gov/
https://nsidc.org/
https://www.nesdis.noaa.gov/
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pelagic, and sympagic ecology. The progress, compared to our paper [22], is twofold: first,
the spatial resolution of the model was increased (50× 50 grid points to 200× 200, or 8 km
to 3 km); second, the ecological processes in sea–ice were taken into account. The model
of the Arctic ocean FEMAO [23] (which describes currents, temperature, salinity, and sea
ice) and BFM [24] (including the sea–ice ecology module [25]) have been coupled together.
The BFM model, with the sea–ice submodel included, has never been coupled with ocean
circulation models to our knowledge. This complex was adjusted to the special conditions
of the White Sea and tested on the little available data (mostly satellite). The focus is on sea
ice concentration, which can be both calculated from the model and estimated from satellite
data, and biogeochemical tracers in the sea ice. The main change in the sea–ice model rela-
tive to the Arctic ocean model (used also in [22]) was the value of the “ridging” parameter:
it was obtained in a series of numerical experiments and a theoretical explanation to the
obtained value that gives reasonable model results is given. The model results are shown
to reflect sea–ice concentration reasonably well. The dynamics of sympagic ecology also
appear reasonable.

2. The Numerical Models
2.1. Sea Circulation Model

The numerical model Jasmine [22], based on the Finite-Element Model of the Arctic
Ocean (FEMAO) [23] (see also references therein), was used to study the dynamics of
sea ice in the White Sea. This model is capable of modeling three-dimensional current
velocity, spatial. and temporal variability of water temperature, salinity, and sea level.
The sea–ice component is described in a separate section. The pelagic and sympagic
ecology components are coupled with the hydrodynamic model and can simulate fluxes of
matter between different functional types of plankton, dissolved and particulate matter,
sediment, biologically active sea–ice layer, etc. As far as we know, there are no other
hydrodynamical models of the White Sea with sea ice and marine ecology. The model
equations are written in cylinder-over-sphere coordinates, where the x-axis points north,
the y-axis points east, and the z-axis points down. The spatial steps are 3.88’ and 1.59’ and
correspond to a step of 2.9 km along the meridian and 2.58 to 3.19 km along the parallel.
The vertical grid consists of 41 layers: 0 m, 1 m, 3 m, 5 m; then 29 layers, each 5 m; then 8
more layers of 10 m each, to describe the deep sea. Note that the deepest point in the model
is underestimated: this is the drawback of all available bathymetry sets [7].

The time step was 3 min. It is the largest time step that the model can use without
blowups due to numerical instability, and it was chosen by numerical experiments. Tidal
motions are strong in the White Sea, and also in the model, so current speed reaches
2 m/s in some points. The Courant condition is a serious restriction in this case. We made
a numerical experiment with the “closed White Sea”, with no liquid boundary and, so,
no tidal currents: the model does not blow up for the step of 10 min. It is important,
also, that the sea is small; the 3 km horizontal spatial step corresponds to just 200× 200
horizontal grid points. To compare, the FEMAO model, which serves as the sea–circulation
component, used 1 h step for 1◦ horizontal spatial resolution; proportional decrease to 3 km
would give less than 2 min time step.

Six rivers (Northern Dvina, Onega, Mezen, Kem, Kovda, and Nyzhniy Vyg) are
described by their monthly-mean flow taken from the database [7]. The rivers are special
straits with a given flow rate of low-salinity water. Salinity is not zero because estuarine
processes not resolved by the model mix the water; thus, the salinity of incoming water is
0.25 of local salinity.

The domain includes the White Sea, but it is larger, with the northern boundary along
the 69◦ N. The domain is shown in Figure 1.

The solar irradiation spectrum is divided into two bands (68% and 32%) with different
decay rates: 0.83 m−1 and 0.125 m−1, respectively.
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For seawater thermodynamics, ice completely blocks light. For sea–ice ecology, how-
ever, the low radiation reaching the lower edge of the sea ice cannot be neglected. Here
snow on ice is very important because snow blocks light very efficiently.

The boundary conditions at the liquid boundary of the domain, which is the line 69◦ N
and a small part of the line 44.9◦ E, are described by the Flather equation [26]. For inflowing
water, the given values of temperature, salinity, and biogeochemical concentrations are
given, and for outflowing water, the actual values are used. The given boundary values
are monthly multiyear averages, linearly interpolated. The tide is described as a harmonic
oscillation of the outer sea level.

The low-resolution model described in [22] ran for 50 years without the marine ecology
component and for 10 years with the component included. The computed fields for the last
year were saved for use (after interpolation) as the initial state for new runs.

Flux correction is used for numerical advection of scalars, both three-dimensional and
surface (e.g., concentrations describing sea ice). Horizontal turbulent diffusion is taken into
account. Vertical diffusion is computed separately and takes into account fluxes from the
bottom (important for matter exchange with the benthos) and the surface (relevant when
coupling the model of sea–ice ecosystem and for substance flux from the atmosphere);
additionally, it computes gravitational sinking, which is relevant for some biogeochemical
concentrations. Note that the implementation of the advection algorithm is invariant with
respect to the units of scalar field units.

2.2. Submodel of Sea Ice

Sea–ice dynamics are based on elliptic viscous–plastic rheology and inherited the
m-EVP numerical method similar to FESIM [27]. It differs from the FESIM model in
its multicategory description of ice thickness. Sea–ice ridging scheme is based on the
scheme [28] with an exponential ice thickness distribution function for thick ice, which is
an option of the last versions of the CICE model [29]. The e-folding scale λ for the Arctic
Ocean is about 3–6 m. This scale may be expressed through the thickness hn of the ridging
ice category:

λ = µ(hn)
1
2 .

There is the tuning parameter µ that is responsible for the ice redistribution and ice strength.
Test runs showed that the recommended values of 3–6 m

1
2 for µ result in too low ice strength

and, consequently, too fast ice drift and too thick ridges near the shore. The µ parameter
was estimated by data for the Arctic Ocean, with ice ridges higher than 5 m, and was tuned
for the CICE model with the first thickness category 0–60 cm. In the current Jasmine model
setup, the thinnest ice category is 10 cm, so the µ parameter is expected to be 6

1
2 times

larger. Thus, our choice was 7.5 m
1
2 . Another explanation for choosing different from the

default value is that ice thickness in the White Sea is generally much smaller, and perennial
ridged ice is absent, so the ice thickness distribution function may be different from the
Arctic Ocean ice distribution function.

In addition to the two-dimensional field of ice drift velocity, the sea–ice system is
described by the distributions of ice concentration (the fraction of area covered by ice), ice
volume per square meter, and snow volume per square meter. The distribution of sea–ice
thickness is approximated by a discrete array for 13 values: 0.1, 0.2, 0.3, 0.5, 0.7, 1, 1.5, 2, 3,
4, 5, 6, 10 m. Therefore, for each node of the surface grid and temporal grid, there are 15 sea
ice concentrations (with ice-free water and thick ice added to the 13 categories): 14 volumes
of sea ice (thick ice is the 14-th value) and 14 snow volumes on ice.

Sea–ice salinity is constant and equal to 4 ppt. This is the upper estimate for the White
Sea [30]. The thermodynamics of sea ice and snow is based on a locally one-dimensional
model [31]: the vertical temperature profiles in ice and snow are linear, so that the heat
flux through ice of a given thickness is constant. Using a simple thermodynamic model is
acceptable because realistic simulation of ice dynamics is more important [32]. In addition,
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the ice in the White Sea is less thick compared to the Arctic Ocean and disappears in
summer, so the error does not accumulate in the long run.

2.3. Submodel of the Ecosystem

Comprehensive surveys ([33–35] and references therein) describe the abundance and
diversity of marine ecology models. We chose BFM [24] as the sub-model of the marine
ecosystem; it also contains the BFMSI [25,36] component to model sea–ice ecology. BFM is
a well-known and widely used model for various sites [37–40] supported and maintained
by the BFM consortium.

The model uses the stoichiometric approach and describes the fluxes of matter between
several functional type groups. Consequently, the ecosystem state at a grid node is an array
of scalar concentrations of substances based on carbon, nitrogen, phosphorus, as well as
chlorophyll-a, dissolved gases (oxygen and carbon dioxide), alkalinity, etc.

The coupling is described in the next subsection.
The values passed to the BFM include the state of the water (temperature, salinity,

density), light energy accumulated for the previous day, photoperiod in hours. For the
sea–ice ecology, a description of the biologically active layer [25] is given.

Sea ice is inhomogeneous and contains liquid brine inside the ice. The vertical tem-
perature profile in the model is linear and ice salinity is constant (4 ppt). Knowing the
temperature of the water as the melting point, one can calculate its salinity. This gives the
salinity of the brine and, since the salinity of the ice is constant, also the volume fraction
of the brine (ice crystals contain no salt). This is the porosity, which can depend on z.
The domain in which it exceeds 5% is the biologically active layer.

The following characteristics of this layer are necessary for the sea–ice ecology sub-
model: thickness; porosity, averaged over the layer; brine temperature and salinity and ice
salinity, also average; average light; ice growth velocity.

Here are formulas for the linear temperature dependence T = −γS for the freezing
point T of water of salinity S. Let ice salinity Si, ice temperature Ti(z); then brine salinity
Sb and porosity ν are equal to:

Sb =
Ti(z)

γ
, ν =

γSi
Ti(z)

. (1)

The critical temperature of ice is the brine temperature corresponding to 5% porosity
for the given ice salinity Si:

Tcr =
γSi
0.05

.

Let Ti and Tw be the temperatures of the upper ice edge and ice-contacting water; let
∇Ti = Tw − Ti be the linear profile gradient. Then, the relative thickness of the biologically
active layer (BAL) is

H̃b = max
(

1,
Tw − Tcr

∇Ti

)
.

In the case Hb = 1, all ice is biologically active. The BAL thickness Hb = H̃bHi is a
function of the ice thickness Hi.

Average porosity ν̄ is the integral of (1):

ν̄ =
1

Hb

Hi∫
1−H̃i

γSi
Ti(z)

dz =
γSi

∇Ti H̃b
· ln
(

1− ∇Ti
Tw

H̃b

)
.

The average ice temperature is the integral of the linear profile over the biologically
active layer:

T̄i = Tw −
∇Ti H̃i

2
.
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The average salinity of the brine must be in equilibrium with the average temperature
of the ice (and the brine):

S̄b =
T̄i
γ

.

Vertical variability within the biologically active layer is not considered in the model,
so the model is two-dimensional. The thickness of the layer is taken into account to convert
concentration per square meter to concentration per cubic meter. Matter is captured as ice
grows and released as it melts, so the ice growth rate is used. This is a good approximation
because the ice–water boundary is close to equilibrium and moves up or down depending
on changes in temperature and salinity. However, ice in the White Sea often builds up from
above [41]: 40–60% of ice has snow origin. This is a subject of future research.

2.4. Coupling the Models

The model uses the physical-process splitting approach so that geophysical fields are
changed by each procedure that simulates one of the geophysical processes. A time step
consists of:

• forcing, i.e., preparation of river runoff, atmospheric data, shortwave radiation, boundary
values, etc., including evaluation of environmental data for the biogeochemical model;

• dynamics of sea ice, including melting and freezing and interaction of sea–ice flows,
as well as evaluating two-dimensional ice-drift velocity;

• sea–ice (physical properties and 2D sea–ice biogeochemical concentrations) advection
by this drift velocity;

• call to the biogeochemical model in each node of the 2D grid: exchange of the environ-
mental data to time derivatives of the phase vector (biogeochemical concentrations),
sinking velocities, and some useful functions of the phase vector.

• time step of the biogeochemical model using the Euler scheme.
• advection of 3D scalars: temperature, salinity, and all biogeochemical concentrations;
• vertical diffusion of the scalars with sources due to heating, ice melting/freezing,

remineralization at the bottom, etc., and sinks (burial in the sediments);
• dynamics of 3D horizontal current velocity;
• solving the SLAE for the sea level;
• evaluating the vertical velocity.

The coupling is seamless: the same routines are used for physical and biogeochemical
fields to calculate advection, diffusion, and other physical phenomena. The biogeochemical
model is responsible only for partial changes due to local fluxes of matter between the fields
due to biological and chemical phenomena: grazing, photosynthesis, predation, decay,
carbon chemistry, etc.

Interaction with the bottom is added to the diffusion routine for biogeochemistry:
neither temperature nor salinity needs this. Additionally, there is the source from the
atmosphere, zero for a while: it might account for flux of biogenic matter with terrigenic
dust in the future.

Note that boundary conditions describe flow of biogeochemical concentrations with
rivers and through the boundary between the seas. This is accounted for by the advec-
tion routines.

The coupling module provides five routines for initialization, finalization, time step,
advection, and saving the data (daily-average, monthly-average, etc.). It has access to
the data arrays of the geophysical model, in order to prepare the environmental forcing
(temperature, salinity, density, light, sea–ice characteristics, etc.).

Data analysis and plotting were done using common well-known concepts, algorithms,
and open-source software (the R language).

3. Results and Discussion

Two simulations were done: one without marine ecology, from 2009 to 2017; the other
with the full biogeochemical block included, both pelagic and sympagic, for 2010–2012.
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The results for the sympagic ecology presented below are averages for the two years (with
the first year used as a spin-up). This time interval was chosen because representative
sea–ice concentration data is available, as well as sympagic ecology data for these years.

The typical process of the sea–ice life cycle is as follows. In winter, the surface layer
of the sea cools to the freezing point (depending on salinity); this ranges from −1.9 ◦C to
−0.3 ◦C, averaging −1.5 ◦C sea-wide [2]. This is well reproduced by the model. Ice usually
appears in late October at river mouths (see Figures 3 and 4 for both the model and the
observed ice cover). In recent years, however, ice has tended to appear later. The ice cracks,
as it usually happens in the seas; only the landfast ice appears in the bays. The landfast
ice is broken up by strong tidal level oscillations and currents. Thus, the size of landfast
ice does not exceed 5 km, its thickness is usually on average 40–70 cm, although in severe
winters it may exceed 1.5 m [2].

Figure 5 compares the results of sea–ice concentration modeling for 2011 (left column)
with satellite images (https://multimaps.ru/, accessed on 2 June 2022) for the same day
(right column). The model reproduces all stages of the sea ice life cycle, including duration
of ice cover, formation of large areas of clear water in spring, order of ice melt from bays,
and ice accumulation in some characteristic locations. Let us consider this in detail.

In January–February, almost the entire White Sea water area is covered with floating
ice. Melting begins in March. Vast areas of open water are formed and ice is carried into
the Barents Sea. The wind plays a key role in this process [41]. Polynyas form along the
shores, and ice is pressed against the right-hand coasts of the bays.

In February, the sea is almost completely covered with ice; its destruction begins in
March. It can be seen in the figure that in March in the northern part of the sea and along the
western coast extensive polynyas are formed: this is reproduced by numerical simulation.
The most complicated process of stage-by-stage sea clearance from ice in spring is also
correct, as shown by the images for April and May: landfast ice stays in the bay tops and
shallow bays; floating ice accumulates in straits during its motion in the north-eastern
direction. Figure 5 demonstrates all these observed stages.

In the last decade of April, about 2
3 of the area has been ice-free. The only remaining

ice is in the northeastern part of the sea, also along the coast. By early summer, the White
Sea is completely free of ice. However, although on average this pattern is typical, the life
cycle of ice is characterized by considerable spatial and temporal variability.

According to [41], the fraction of ice that leaves the White Sea is significant: up to
50–80%. This fraction, as well as the amount of matter carried away by ice, is difficult to
estimate accurately from observational data, and here numerical models can be particu-
larly useful.

In Figures 3 and 4, ice concentration for the entire sea is compared with the model
result. The observed [6] values were obtained from satellite data. For spatial resolution
4× 6 km, a cell was considered to be filled with ice if there was ice in it. In the model,
the grid cells have similar size (approximately 3× 3 km), each containing some ice con-
centration value from 0 to 1. This explains why the observed ice concentration is higher
when the ice cover is maximal. For example, look at Figure 5, the first row (3 February).
Most of the model map has sea–ice concentration between 0.8 and 0.9, which means that
the proportion of open water between ice flows is between 10 and 20%. The algorithm
marks this area as 100% ice cover. In Figure 4, the cyan dotted line is added for the ice
concentration computed in this way, with the 25% threshold: a grid cell with higher ice
concentration is counted as ice-filled. Vertical lines mark 30th of October and 15th of March.

Note that timing of sea–ice freezing and melting is reproduced very well, although it is not
built into the model. This proves that the heat balance in the model is described correctly.

As there are strong tidal currents, possibly enforced by wind, sea–ice concentration
might reduce quickly for a short time due to ridging. This is clearly seen in Figure 4, both
in model and satellite data. In the latter, the effect is smoothed by the algorithm (as already
discussed), because ice-filled cells are considered full.

https://multimaps.ru/
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Figure 3. Area-average sea–ice concentration, predicted by the model and estimated from the satellite
data. Time span is 2010–2017.

Figure 4. Area-average sea–ice concentration, predicted by the model and estimated from the satellite
data, 2011–2012.

Multi-year simulations and satellite data were compared statistically. Linear regression
of the observed time series N (average daily ice concentration) to the modeled M gives

N = 1.24M

with confidence below 2× 10−16. The residuals are −0.37 to 0.37 with the median of −0.001
and residual standard error of 0.08, R2 = 0.95. Thus, the Pearson correlation between the
two time series is high (0.97), but both time series are subject to seasonal fluctuations. To
account for this, the series were filtered with a moving average over the year and repeated
the same analysis for the filtered series.
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Figure 5. Sea–ice concentration, predicted by the model (left) and seen from a satellite (right), for the
same dates of the year 2011.

The 95% confidence interval for the Pearson correlation is (0.924, 0.935), the linear
regression is

N = 0.96M + 0.059

with confidence below 2× 10−16. The residuals are −0.05 to 0.033, with the median −0.001
and residual standard error 0.017, R2 = 0.86.

Such qualitative predictability is due not only to the fact that the model describes ice
dynamics well enough, but also to forcing, i.e., air temperature, insolation, etc. It is known
that the White Sea reacts quickly to forcing [1].
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As for sea ice thickness, there is no measurement data. The book [1] describes ice
thickness by categories: gray (10–15 cm), gray-white (15–30 cm), and white (30–70 cm) ice.
White and gray-white ice predominate throughout the sea in February, but ice ridges and
hummocks are found everywhere in the sea. The model gives an average ice thickness of
70–80 cm, including thick ridged ice. In March, the winds usually blow eastward, forming
open water areas along the west coast of the sea; this is well reproduced by the model.

The ecosystem model is difficult to tune because it requires a lot of computational
power. Initial results seem reasonable. Let us compare a typical year with typical measure-
ments at the Moscow State University biological station (shown in Figure 1).

The model can simulate the production of sea–ice algae, bacteria, and fauna, and pre-
dicts growth (bloom) in March and decay in April–May. Samples collected at the end of
March 2007–2008 [21] showed that ice algae and non-photosynthetic bacteria composed
90–96% and 2.5–10% of the total ice inhabitant biomass, respectively. In the model data
these fractions change during the ice season from 10% to 90% and 5% to 70%; in March,
the fraction of algae in the biomass changes from 82% to 94%, while that of bacteria is in
the 4–13% range. Figure 6 compares daily biomass of algae, non-photosynthetic bacteria
in sea ice, and sea–ice fauna for the range from February to May. Additionally shown is
the illumination under the ice (it is normed, the maximum corresponds to 35.7 W/m2).
Additionally, nutrient concentrations are shown (normed, maxima are 0.7 mmole/m2 for
nitrates, magenta line, and 0.09 mmole/m2 for PO4, cyan line). They prove that nutrients
are limiting at the late stage of the ice period, while light is important at the early stage.
This is not typical for polar ecosystems [25], but it is so in the Baltic [25] and the White seas.

The data show strong variability; for example, [21] reports the range 21–194 mg C/m3 for
algae and 1.5–34 for bacteria, and average column values are 185 mg C/m2 and 2.7, respectively.

As shown in Figure 6, the model gives lower values; this is explained by the strong
dependence of the bloom on the properties of the sea ice. In spring, when there is enough
light, not only does the ice melt, but it is also carried away from the bay where the biostation
is located (see Figures 1 and 5). The model does not explicitly describe the landfast
ice, while measurements are taken from it. In addition, ice thickness, ice transparency,
and the presence of snow are extremely important and change rapidly during this short
bloom period.

Figure 6 shows that the model reflects the trophic relations in the sea–ice brine-filled
cavities: first the autotrophic algae start producing biomass; then heterotrophic organisms
start grazing and eating organic remains, so the secondary production replaces the primary
one. When the algal biomass reduces almost to zero, organic matter is utilized up to
complete melt of the ice. The new ice contains some organic matter, captured from the
water, but temperature and brine volume are too low, so activity of the heterotrophic fauna
and bacteria is also low.

The authors of [42] studied the effects of river plumes on chlorophyll dynamics. We
doubt that rivers are responsible for this underestimation of the model, since the only
river with an estuary in the bay considered in the model is the Kovda; its flow is quite low
compared to other rivers. Additionally, in winter, nutrients brought in by rivers accumulate
in the water column and are available for pelagic blooms. Nutrients in sea ice are captured
in the fall and therefore do not depend on instantaneous river runoff.

It is interesting to compare the model with sea–ice ecology and the one with passive
sea ice. In the latter, sea ice blocks light and influences the initial bloom significantly.
In the former, additional effects are present: some matter is captured by forming ice and
transported along the sea. Also, inorganic biogenic matter is transformed into organic and
returned into water, and this is quickly done during several days in spring, when the light
is already sufficient for photosynthesis and the ice is still present.
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Figure 6. Sea–ice model biomass of algae, bacteria, and fauna, for days from 31 Jan to 31 May.

In Figure 7, daily surface biogeochemical concentrations for the whole sea are com-
pared with sea–ice ecology taken into account and not taken. The bloom starts in April
earlier, just one day, and the first peak is higher. However, the second peak is lower, be-
cause less nutrients are left and pressure from heterotrophic plankton is higher. Starting
from June, the chlorophyll (subfigure a) dynamics becomes identical: sea–ice influence is
“forgotten” by the chlorophyll (and the autotrophic biomass). On the other hand, nutrients
(subfigures b and d compare the lines and give the difference, respectively) are always
higher in the model with no sea–ice ecology, though the difference does not grow (no
accumulation effect). The reason is clear: some inorganic matter is captured by the ice and
taken away from the sea; some matter is converted into organic matter and returned to the
pelagic cycle in this form. Zooplankton biomass (subfigure c) is also higher most of the
time, because heterotrophic organisms have access to more organic matter released from
the melting sea ice.

Figure 7. Sea-average surface daily quantities with and without sea–ice ecology. (a) Chlorophyll-a
concentration (one year) and the difference. (b,d) Nutrients (PO4), compared and the difference.
(c) Zooplankton biomass (the difference).
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This shows that the ecology of the sea ice can be ignored in the model of the White
Sea without a noticeable decrease of the model skill; however, some changes might be of
importance, in particular, the earlier bloom and the influence on the second peak. Joined
together with warming and random factors (like less clouds), sea–ice ecology can be among
the explanations for observed time dependence of the biomass, chlorophyll, and other
ecological quantities.

A peculiarity of the White Sea is the presence of ice of various origins in all parts of
the sea throughout the winter: freshwater ice, saltwater ice, and frozen snow [41]. Almost
everywhere there are ridges and hummocks. Ice grows not only downward due to water
freezing, but also upward due to water-soaked snow. In the White Sea these processes are
comparable; sometimes the ice grows upwards and stops growing downwards. The bio-
logically active layer in this case may be more complex than in the model. Measurements
showed the presence of biological activity in the upper, lower, and middle parts of the
ice samples.

Chlorophyll-a concentrations reported in [9] range from 0.15 to over 4 mg per m2 in
late March; the model gives similar values to those shown in Figure 8. Red circles show
measured [9] values for the same dates of 2013 and 2014. One more value (4.06) is not seen:
it is for the 20th March.

Model chlorophyll dynamics is comparable to station data (in the Baltic Sea) in [25].
The chlorophyll concentration in Figure 8 resembles the line for “diatoms” (which is actually
the total algal biomass) in Figure 9 in [25]. The decay there is faster, because the Baltic sea
is ice-free by mid-April, while the White Sea usually contains some ice until the end of May.
The White-sea ice seems to be more productive: the peak is 1.2 mg per m2, [25] reports 0.35.
Both values are supported by observations.

Changes in the ice ecosystem are very rapid: according to [21], primary productivity
increased 40-fold in just two days in early April. Snow and ice melting and increased solar
radiation create favorable, though short-lived, conditions for the primary production of
sea ice.

Figure 8. Model chlorophyll-a concentration in sea ice of a typical year and measured values [9]
(red circles).

4. Conclusions

The JASMINE numerical model was enriched by the sea–ice ecology submodel.
The general sea circulation model and the Biogeochemical Flux Model were coupled online,
i.e., with data exchange at each time step and advection and diffusion of biological tracers
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done by the same algorithms as for temperature, salinity, and sea–ice two-dimensional
fields. Ice ridging parameter was tuned for better simulation of sea–ice dynamics. This the
only comprehensive numerical model of the White Sea. Reproduction of sea–ice charac-
teristics is discussed; all stages of the ice life cycle are shown to be reproduced correctly:
ice formation in bays, increase of the ice-covered area, appearing of free-water regions, ice
melting. It is important, that the timing is in good agreement with the results of satellite
observations, which proves that the heat balance is correctly described in the model. As
for the ecology of sea ice, numerical simulations agree with the scarce observation data on
chlorophyll-a, biogenic elements, and biomass in the ice of this sea. Light is shown to be
limiting at the beginning of the bloom; nutrient limitation is in the second half, up to the
ice melt. This is not typical for the Arctic sea–ice ecology, but it is so in the Baltic, as well as
in the White Sea. Numerical experiments showed that sea–ice ecology does not change the
pelagic ecology description much; however, earlier bloom and different height of the algal
biomass/chlorophyll peaks can be explained and taken into account.
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Abbreviations
The following abbreviations are used in this manuscript:

BAL Biologically Active Layer;
BFM Biogeochemical Flux Model;
BFMSI BFM with Sea Ice;
CICE The Los Alamos sea ice model (“Sea ICE”);
EVP Elliptic Visco-Vlastic sea ice rheology;
FEMAO Finite-Element Model of the Arctic Ocean;
FESIM Finite-Element Sea Ice Model;
INM G. Marchuk’s Institute of Numerical Mathematics of RAS;
NOAA National Oceanic and Atmospheric Administration, USA;
MODIS Moderate Resolution Imaging Spectroradiometer;
MSU Moscow State University;
NESDIS National Environmental Satellite, Data, and Information Service, USA;
NSIDC National Snow and Ice Data Center, USA;
RAS Russian Academy of Sciences;
SLAE System of Linear Algebraic Equations;
ZIN Zoological Institute of RAS.

The following symbols are used in the paper:

https://multimaps.ru/
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λ The e-folding scale used to compute ice ridging
µ A parameter of the ice-ridging model
hn Thickness of the ridging ice
z The vertical coordinate, zero at the surface, grows downwards
T Water freezing temperature
S Water salinity
γ Factor in the linear T = −γS relation
Ti, Si Sea–ice temperature and salinity
T̄i, S̄i Average sea–ice temperature and salinity over the ice column
Sb Salinity of the brine inside cavities in sea ice
ν Sea–ice porosity
ν̄ Average sea–ice porosity over the ice column
Tcr The critical ice temperature: if Ti < Tcr, porosity is too low to support life
Te, Tw Temperatures of the upper ice edge and ice-contacting water
∇Ti Gradient of the linear vertical temperature profile
H̃b Relative thickness of the biologically active layer of the sea ice
Hi Ice thickness
N, M The observed and modeled time series
R2 The coefficient of determination
PO4 Chemical formula: phosphorus oxide
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