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Abstract: Onshore wind significantly affects wave run-up and overtopping, thereby representing a
major variable to account for in the design process. The aim of this study is to analyze the ability
of numerical models to properly reproduce the wind effect on the overtopping at vertical seawall
and to use them to understand how the wind influences the overtopping process as well. We use the
RANS model, FLOW-3D, and the NLSW model, SWASH; both model the action of wind through
the shear stress that it exerts on the sea surface. Although a simplified modelling of wind has been
adopted, the CFD model has led to physically consistent results. On the other hand, SWASH seems to
be unsuitable for reproducing the enhancement of the overtopping rate due to wind. CFD numerical
results show that the wind affects only the lower overtopping regime (i.e., q < 1 l/s/m); as the mean
overtopping discharge decreases, the influence of wind increases. Specifically, wind plays a key role
in pure “white overtopping”, where the advection of spray is the predominant mechanism of the
overtopping process. The effects of wind thus seem to be important in the design of seawalls, but are
difficult to quantify through hydraulic models because of the unknown scaling laws. Therefore, we
have found that a full-scale numerical approach is suitable to study the influence of wind on wave
overtopping and to evaluate the wind factor to take into account in the design process.

Keywords: wind stress; wave overtopping; computational fluid dynamics; SWASH

1. Introduction

The onshore wind that blows during storms can significantly enhance wave run-up
and overtopping. It is therefore an important variable to account for in the design of coastal
defenses against flooding.

As previously described [1], the existing guidelines on wave overtopping need to be
extended to take into account several factors in predicting wave overtopping discharges
(e.g., the presence of oblique sea and swell conditions). Among these factors, much re-search
has demonstrated the importance of wind effect on the wave overtopping phenomenon.

In particular, the smaller the mean overtopping discharge, the greater its growth
rate due to the presence of wind. Therefore, the wind has a different influence on the
“green overtopping” (when the wave overtopping runs over the crest of the structure
in a coherent water mass) and the “white overtopping” (a non-continuous overtopping
and/or a significant volume of spray) [2]. As previously reported [2], a mean overtopping
discharge below 1 l/s/m might increase up to four times under strong winds. Since this
order of magnitude represents the threshold for structural damages and pedestrians and
vehicles safety (which can be endangered by the presence of water spray due to the wind
that may reduce visibility on highways and roads) [2], a significant growth in the mean
overtopping discharge due to the wind needs to be considered in the design process.

However, despite previous research and field observations indicating that wind can
influence the overtopping rate, the comprehension and estimation of its effect are still
characterized by uncertainties.
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This lack of sufficient knowledge is due to shortcomings of the investigation model and
difficulties associated with field measurements. Physical models experience complications
in studying a phenomenon that requires two different scale laws (i.e., Froude and Reynolds),
while field measurements are limited to the local wave and wind conditions. However, the
effect of wind on overtopping has mainly been investigated through physical model studies
or field experiments [3–6], whereas there have been few numerical investigations [7–9].
Nevertheless, numerical analysis has the advantage of avoiding scale effects associated with
physical model experiments and of extending wave, wind and geometric characteristics
investigated as compared to field tests.

Recently, with the large variety of factors that can affect the overtopping process, the
use of algorithms such as the Compressive Sensing (CS) technique is finding increased
favor in several coastal engineering applications [10–12]. The algorithm CS ensures the de-
velopment of cheaper and faster overtopping and run-up estimation systems, characterized
by lower cost and data storage requirements as compared to the existing tools.

In this study, we use two numerical models to assess the role of wind on the mean over-
topping discharge at a vertical seawall. One model, more accurate, is based on the Reynolds
Averaged Navier-Stokes equations and the other, a simplified (i.e., depth-integrated) model,
is based on the Non-Linear Shallow Water equations; both of which take wind into account
through the shear stress it exerts on the sea surface.

Specifically, the CFD multi-physics solver FLOW-3D HYDRO [13] and SWASH [14]
have been employed.

Although we have employed the single-phase approach in this study, it is worth noting
that FLOW-3D can adopt either a single or a multi-phase approach to reproduce the presence
of the wind. Despite the latter approach representing a more rigorous numerical modelling,
we aim to demonstrate that this simplified modelling suffices to represent the process in its
macro properties (i.e., the influence of the wind on the mean overtopping discharge).

RANS models are widely employed to study wave-structure interaction problems,
such as wave run-up and overtopping [15–20]. Furthermore, they have also been used to
investigate the effects of wind on the overtopping process [8,21,22]. On the other hand,
SWASH has been used to estimate wave overtopping [23,24], but, to the authors’ knowledge,
it has never been used to study the influence of wind.

The aim of this study is twofold:

- to verify the ability of these numerical models to correctly reproduce the influence of
wind on the overtopping rate, even though simplified wind modelling has been used;

- to clarify how the wind acts and how its effect on the enhancement of the overtopping
rate changes depending on the overtopping regime.

The paper is organized as follows. First, the state of the art of the main studies
conducted so far and the models used is explained. Next, the numerical models employed
in this study are described, as well as the numerical setup and the study campaign. The
central part of the work then deals with the numerical results and their comparison with the
findings from the literature. Finally, accomplishments, short-comings and starting points
for future research are discussed.

2. Literature

It has long been known that onshore winds significantly increase wave run-up and
overtopping during storms [3,25].

The impact on the overtopping process has been studied mainly through physical model
experiments so far, although some numerical research has been published in recent times.

Among the physical model studies, ref. [3] used a paddle wheel to “push ahead” the
water reaching the crest of a vertical wall. The authors observed that part of the breaker
spray, which would have fallen back into the sea without wind, was blown, instead, over the
structure. It was found out that this process can increase the mean overtopping discharge
(qNO-WIND) by a factor of 3.2.
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The same experimental approach was employed by [26] for sloping structures; com-
pared to vertical walls, a greater enhancement factor was found, reaching a value of 6.2. By
setting up four fans in front of an upright structure, [3,5] argued that the wind only affects
lower overtopping regime, namely qNO-WIND < 10−2 m3/s/m, approximately. Furthermore,
by gathering field and laboratory data the following formula was proposed, which relates
the wind transport factor fWIND to the overtopping regime:

fWIND =
qWIND

qNO−WIND
= 1 + 3

(
− log qNO−WIND − 2

3

)3
10−5 < qNO−WIND < 10−2 (1)

According to [4], fWIND ranges between 1 (negligible effect of wind) and 4.
Remarkably, the authors find a reasonable consistency between field and laboratory

data, although the latter may experience challenges with regard to scaling droplets and
the turbulent spray phenomenon. In fact, this finding seems to suggest that the high
velocities attained during the overtopping events make the process highly turbulent, and
independent of the Reynolds number.

In [6], the presence of wind was simulated by positioning an exhaust fan at the
beginning of the flume. Results indicate that the overtopping rate increases with growing
wind speed, and that the influence of wind is greater with shorter waves. These findings
were subsequently corroborated by experiments conducted by Durbridge at the University
of Plymouth [27]. Examining the response of a shallow water vertical seawall under both
regular and irregular waves, the author showed that high wind transport factors could
occur even for an overtopping regime as high as 10 l/s/m.

As already mentioned, the numerical investigations were carried out more recently.
The authors of [7] used the single-phase numerical model CADMAS-SURF to analyze the
response of both vertical and sloping walls, stressing out a positive correlation between
wind speed and overtopping enhancement factors. Analogous to our study, CADMAS-
SURF accounts for the presence of wind via the shear stress it exerts on the water surface.

Similar outcomes were presented in [21] based on a two fluid Navier Stokes model,
which also showed that the wind field may significantly affect the wave profile. The authors
found a maximum wind factor of 1.25. Consistently, the CFD study by [9] found values of
fWIND between 1.3 and 1.5.

A two-fluids approach has been also implemented by [9] to study the wind effects
on a breaking solitary wave. It was observed that wind alters the air flow structure above
the water, increases the generation of vorticity and turbulent stress, and affects the wave
shoaling, breaking and run-up processes.

3. Numerical Models

In this section, the RANS and NLSW models are briefly explained.

3.1. FLOW-3D

FLOW-3D solves the Reynolds-Averaged Navier–Stokes (RANS) equations using a
Eulerian approach under the assumption of incompressible fluid flow. Imposing continuity
within the flow, the following system is then solved:

∂ui
∂xi

= 0 (2)

∂ui
∂t

+ uj
∂ui
∂xj

= −1
ρ

∂p
∂xi

+
∂

∂xj

[
(ν + νT)

(
∂ui
∂xj

+
∂uj

∂xi

)]
+ gi = 0 (3)

where u is the time averaged velocity, ρ is the fluid density, p is the pressure, ν is the
kinematic viscosity, νt is the eddy viscosity and g is the gravity acceleration. Turbulence in
the flow is accounted for with the RNG k-ε model [28].
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The eddy viscosity νt in RANS equations is determined through the RNG k-ε model,
with the equations for the turbulent kinetic energy k and the specific turbulent dissipation
ε, as follows:

∂k
∂t

+ uj
∂k
∂xj
− ∂

dxj

[
(ν + νT)

σk

∂k
∂xj

]
+ ε− P = 0 (4)

∂ε

∂t
+ uj

∂ε

∂xj
− ∂

dx

[
(ν + νT)

σε

∂ε

∂xj

]
+ c2

ε2

k
− c1

ε

k
νT P + R = 0 (5)

The Equations (2)–(5) have been finite-difference solved; the flow region is subdivided
into a mesh of fixed rectangular cells, at the center of which are located all the variables
but velocities, which are situated instead at the cell–faces (staggered grid arrangement).
The free surface is tracked according to the Volume of Fluid (VOF) technique [29]. Curved
obstacles, wall boundaries, or other geometric features are embedded in the mesh by
defining the fractional areas of the cells that are open to flow (FAVOR™ method) [30].

FLOW-3D uses variable time stepping to maintain the stability and accuracy of the
solution. In particular, the n-th time step size ∆tn is automatically adjusted to:

∆tn = min(∆tn
CON, ∆ts) (6)

where ∆ts is a user defined sampling rate which depends on the frequency spectrum of
the phenomenon under study, and ∆tn

CON is a convergence time step size that is needed
to avoid numerical instabilities. Since the advective fluxes have been computed using a
simple first order donor cell, ∆tn

CONt is required to meet the following criterion:

∆tn
CON = min(0.5·∆tCFL, 0.5

∆x√
∆z∆az

) (7)

where ∆tCFL is the time step to satisfy the Courant–Friedrichs–Lewy (CFL) stability criterion,
and the second quantity at the right-hand side of Equation (7) ensures surface waves cannot
propagate more than one cell in one time step (az indicates vertical acceleration).

The CFD Wind Stress Model

The approach followed here is different from the previous work described above: the
influence of the wind is assumed to depend upon the surface stress acting on the water
surface in the stretch of water closer to the shore.

A two-dimensional numerical model has therefore been implemented at field scale
through a simple wind model, to evaluate the stress induced by the wind on the sea surface.

If the vertical distribution of the sea wind follows logarithmic law, the wind shear
stress acting on the sea surface is typically estimated by Equation (8). It utilizes the wind
speed U10 at an elevation of 10 m above sea level, and the sea surface drag coefficient CD10,
and reads:

→
τs = ρaCD10|

→
U10|U10 (8)

where:
ρa is the density of air (1.225 kg m−3),
U10 is the wind velocity at 10 m above the water surface,
CD10 is the wind shear coefficient (or drag coefficient).
The wind stress model can be applied in FLOW-3D defining wind velocity (U10) and

wind shear parameters (ρ_a; CD10).

3.2. SWASH

SWASH is an open-source time domain wave model [14], that integrates the non-linear
shallow water equations with a non-hydrostatic pressure term:

∂ζ

∂t
+

∂hu
∂x

= 0 (9)
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∂u
∂t

+ u
∂u
∂x

+ g
∂ζ

∂x
+

1
2

∂pb
∂x

+
1
2

pb
h

∂(ζ − d)
∂x

+ c f
u|u|

h
= 0 (10)

∂ωs

∂t
=

2pb
h
− ∂ωb

∂t
, ωb = −u

∂d
∂x

(11)

∂u
∂x

+
ωs −ωb

h
= 0 (12)

where u is the depth-averaged velocity in x-direction, ws and wb are the velocity in
z-direction at the free surface and at the bottom respectively, ζ is the free-surface ele-
vation from the still water level, d is the still water depth and h the total depth, pb is the
non-hydrostatic pressure at the bottom, g is the gravitational acceleration and cf is the
dimensionless bottom friction coefficient.

The governing equations are based on the incompressible Navier-Stokes equations
when multiple layers in the vertical are considered; therefore, SWASH can take the vertical
structure of the horizontal flow into account. The wave breaking is properly modelled by
means of the hydrostatic front approximation, HFA [31].

The numerical scheme adopted to solve the governing equations is an explicit, second
order accurate (in space and time) finite difference method that conserves both mass and
momentum at the numerical level. To satisfy Courant–Friedrichs–Lewy (CFL) condition,
SWASH adopts an adaptive time step.

A detailed description of the numerical model is given in [14,31].

The SWASH Wind Stress Model

SWASH models the wind effect through the wind stress that transfers the momentum
flux from wind to surface waves.

The wind stress depends on the drag coefficient and wind velocity relative to the wave
celerity; it is expressed as:

→
τs = ρaCD|

→
U10 − c|(U10 − c) (13)

As concerns the drag coefficient, seven different formulations are available in SWASH
(among them a constant value: a linear or a second order polynomial relationship between
CD and wind velocity). Major details can be found in the SWASH user manual [32]. In this
study, a constant drag coefficient value was adopted.

According to [33], a heterogeneous distribution of the wind stress over a wavelength
allows us to reproduce wave growth due to the wind in a phase-resolving model. The
wind stress may vary with a larger wind drag on the wave crest than that in the trough.
Therefore, the wind stress is applied on the wave crest only.

4. Experiments
4.1. Geometry of the Structure and Foreshore

Numerical experiments examine the enhancement of wave overtopping at a vertical
seawall due to the wind. The numerical experiments were performed at prototype scale.

The geometry of the foreshore (Figure 1a) reproduced in the numerical tests derived
from the previous experimental campaign on the Malecòn seawall, Habana (Cuba), con-
ducted at University of Naples “Federico II” [34].

The foreshore rises from 18.72 m below MWL to the toe of the Malecón seawall, which
is nearly at 1.70 m below MWL. In all simulations, it was considered a surge of +1.73 m,
which is associated with a 50 year return period storm surge.

The foreshore is multi-slope; the bathymetry encompasses a mild stretch with a 4.1% slope,
followed by a step inclined by 1:3 and an upper zone made up on two parts with a slope of
8.6% and 6%, respectively. The overall length of the slopes is 230 m. It has been preceded
by a “flat area”, 180 m long, which allows the waves to develop properly prior to evolving
over the slopes.
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Figure 1. Characteristics investigated of the Havana foreshore and Malecón seawall. Panel (a) sketch
of bathymetry; panel (b) different crests freeboard of vertical wall.

At the end of the channel there is the Malecón seawall, which is a simple vertical wall
with a crest freeboard, Rc, of +3.96 m above MWL.

According to the literature, the lower the mean overtopping discharge, the greater
the influence of the wind. Therefore, lower discharges were analyzed by increasing Rc.
Specifically, six more crest freeboards were modelled (Figure 1b).

4.2. Wind Model Implementation

The wave characteristics investigated, along with the wave celerity, are summarized in
Table 1. The wave height varied from 1.5 m to 8 m, and two wave periods (10 and 12 s) were
analyzed. Specifically, three breaking waves and one non-breaking wave were examined.

Table 1. Wave characteristics used for wind model implementation.

ID H (m) T (s)
Wave Celerity c (m/s)

Deep Water c0 On 20.45 m Water Depth c

TEST_1 8 10 15.61 12.21
TEST_2 8 12 18.74 12.81
TEST_3 1.5 10 15.61 12.21
TEST_4 5.4 10 15.61 12.21

It is worth noting that not all the waves were run with the seven crest freeboards. In
particular, TEST_1 was run for Rc = +10 m and Rc = +11 m, TEST_4 for Rc = +3.96 m and
Rc = +11 m, whereas TEST_2 was used for Rc = +3.96 m only. TEST_3 was run with all the
crest freeboards (Figure 1b), except Rc = +11 m.

A parametric study was implemented (Tables 2 and 3), using the traditional sea age
ratio β, which characterizes wave conditions under the action of wind [35]:

β =
c0

U10
(14)

Table 2. Wind model characteristics of TEST_2 (T 12 s).

U10 CD10 β

30 0.0025 0.62
18.7 0.0021 1.00
9.4 0.0011 1.99
6.1 0.0009 3.07
1.9 0.0010 9.86
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Table 3. Wind model characteristics of TEST_1, TEST_3, TEST_4 (T 10 s).

U10 CD10 β

31.2 0.0026 0.50
19 0.0021 0.82

12.5 0.0015 1.25
5.2 0.0009 3.00
3.1 0.0009 5.04

According to [35], values of β between 0.5 and 1.25 may represent seas under the
dominant effect of tangential wind stress; larger values, up to 10, are meant to model swells
under weak winds. The drag coefficient CD10, reported in Tables 2 and 3, was determined
with the predictive equation suggested by [36]:

√
CD10 =

0.239 + 0.0433·{(U10 − 8.271) + [0.120·(U10 − 8.271)2 + 0.181]
0.5}

U10
(15)

Equation (15) is based on 7000 near surface eddy covariance flux measurements over
the sea, and is consistent to other literature models, such as [37]. The formula was re-
cently successfully employed to reconstruct the sediment pollution patterns at Bagnoli Bay,
South Italy [38,39].

4.3. CFD Numerical Setup

A 2D-numerical wave flume was set up to carry out the numerical simulations.
The geometry was generated using CAD software, based on the structural characteristics

described in the previous paragraph, and then imported into the code as an STL file. The
computational domain (410 m in the x direction and 40 m in the z direction) had only a general
mesh block, which represented the area where the fluid (the effect of air is not considered).

Numerical waves were generated at the boundary condition by using the Stokes and
Cnoidal (Fourier series method, [40]) wave generator. This method possesses higher order
accuracy than other wave theories [41] and it is thus recommended to generate any type of
linear and nonlinear periodic waves at all water depths. The waves were determined by
specifying wave period, T, wave height, H, and local still water depth, d.

The initial condition considered was a still water with no current. It is worth noticing
that the still water level in the numerical simulations took into account the surge of +1.73 m
described in Section 4.1 (i.e., d = 20.45 m).

In order to completely define the problem, the proper boundary conditions were
applied (Figure 2).
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Figure 2. Boundary conditions of CFD 2D-domain.

As previously mentioned, at the left boundary a surface wave enters the computational
domain and propagates in the direction normal to the boundary. At the opposite side,
behind the structure, an “Outflow” condition was imposed, which lets the waves flow out
the computational domain without any reflections. The lateral boundary conditions were
set to “Symmetry” where the velocity gradient vanishes, and the turbulence production
is zero. At the bottom, the “Wall” condition was defined, which applies a zero-velocity
condition normal to the boundary.
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A list of relevant numerical parameter settings of the present study is given in Table 4.

Table 4. General Parameter settings in CFD numerical simulation.

Parameter Setting

Fluid Water (20 ◦C), incompressible
Turbulence RNG

Pressure Solver GMRES
VOF advection Split Lagrangian method (TruVof)

Time step control Automatic (stability and convergence)

The computational domain was discretized in one general mesh. A grid sensitivity
study was performed, and eight rectangular grids with different cell sizes were tested.
Their characteristics are reported in Table 5.

Table 5. Characteristics of grids used for sensitivity analysis.

ID GRID
∆x
(m)

∆z
(m)

A20 2.9 1.2
A30 1.9 0.8
A40 1.5 0.6
A60 1.0 0.4
A80 0.7 0.3

A160 0.4 0.15
C278 0.25 0.30
M278 0.25 0.15

For each mesh, the volume flow rate measured on the crest of the seawall was acquired;
then, the curves of cumulative overtopping volume for different grid sizes were compared
(Figure 3). FLOW-3D computes the overtopping time series q(t) by extracting the volume
flow rate (fluid fraction times area times velocity) at a face of the flux surface. Flux surfaces
are a special subset of baffles that are used to measure quantities that flow through them.

Water 2022, 14, x FOR PEER REVIEW 9 of 26 
 

 

A grid sensitivity study was thus carried out based on the analysis of the final over-
topping volume, or similarly, the mean overtopping flow rate. 

The grid effect was measured using the quantity VE (also indicated as relative error 
between two consecutive grids), defined as follows: 𝑉ா = ฬ𝑉𝑓 − 𝑉𝑓௦𝑉𝑓௦ ฬ (16) 

where Vf,finer represents the final overtopping volume relative to the finer grid and Vf,coarser 
is the analogous value for the coarser grid, which was used as reference value. 

 
Figure 3. Cumulative overtopping volume curves for different grid sizes analysed. 

The Figure 4 shows the geometric mean of two dimensions, √∆x∆z, of the cell on the 
abscissa, and the absolute value of the relative error, VE, on the ordinates. The plot indi-
cates three main aspects: an area of increasing error as the grid decreases (√∆x∆z  between 
1.8 and 1.2), a progressively decreasing phase of the error with reducing grid size (√∆x∆z  
between 1.2 and 0.9), and, finally, a grid independence area (√∆x∆z  smaller than 0.9). The 
initial increasing trend could be interpreted as a consequence of the grid being too coarse 
to properly represent wave overtopping. Mesh refinement in the x direction is important 
for water flow even if refinement in the z direction is also important for capturing free 
surface position. 

The grid selected was A160 (0.4 m × 0.15 m) and positioned in the grid independence 
area (Figure 3), where the relative volume error is lower than 10%. However, the further 
mesh refining in x direction (C278-M278) did not lead to significant improvement of the 
model result (Figure 3). The choice of this grid dimensions derived also from the compro-
mise between accuracy of the results and computational cost, given the large extension of 
the numerical domain. 

  

Figure 3. Cumulative overtopping volume curves for different grid sizes analysed.

A grid sensitivity study was thus carried out based on the analysis of the final over-
topping volume, or similarly, the mean overtopping flow rate.
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The grid effect was measured using the quantity VE (also indicated as relative error
between two consecutive grids), defined as follows:

VE =

∣∣∣∣V f f iner −V fCoarser

V fCoarser

∣∣∣∣ (16)

where Vf,finer represents the final overtopping volume relative to the finer grid and Vf,coarser
is the analogous value for the coarser grid, which was used as reference value.

The Figure 4 shows the geometric mean of two dimensions,
√

∆x∆z, of the cell on the
abscissa, and the absolute value of the relative error, VE, on the ordinates. The plot indicates
three main aspects: an area of increasing error as the grid decreases (

√
∆x∆z between 1.8 and

1.2), a progressively decreasing phase of the error with reducing grid size (
√

∆x∆z between
1.2 and 0.9), and, finally, a grid independence area (

√
∆x∆z smaller than 0.9). The initial

increasing trend could be interpreted as a consequence of the grid being too coarse to properly
represent wave overtopping. Mesh refinement in the x direction is important for water flow
even if refinement in the z direction is also important for capturing free surface position.
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TEST_1 (H = 8 m T = 10 s).

The grid selected was A160 (0.4 m × 0.15 m) and positioned in the grid independence
area (Figure 3), where the relative volume error is lower than 10%. However, the further
mesh refining in x direction (C278-M278) did not lead to significant improvement of
the model result (Figure 3). The choice of this grid dimensions derived also from the
compromise between accuracy of the results and computational cost, given the large
extension of the numerical domain.

The final numerical layout was validated by [20] against the laboratory experiments
by [34], which were carried out to investigate the overtopping response of the Malecòn under
severe wave attacks dominated by breaking waves. Eight random sea-states were simulated
both with and without the wall to assess the capability of the model of reproducing the
overtopping process, along with the evolution of waves along the steep foreshore.

Numerical outcomes showed a good agreement with laboratory values of the mean
overtopping rates; likewise, the wave spectrum at the toe of the structure was reproduced
with good accuracy over the entire spectral band, including low frequency infragravity
waves [42].
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The latter result implies that the wave breaking process is well modelled, despite
the fact that the problem of turbulence overproduction highlighted in [43,44] was not
explicitly addressed.

As recently pointed out by [44], this depends on the short propagation distance prior
the onset of breaking (1–2 wavelengths), which limits the turbulence overproduction
problem even in the post breaking phase.

4.4. SWASH Numerical Setup

The layout shown in Figure 1a was reproduced in the numerical model at the prototype
scale. Behind the Malecón seawall, a basin was modelled in order to collect water which
overtopped the wall. Numerical simulations were performed in 1D-mode. At the upstream
boundary, a weakly reflective boundary condition was used to avoid the reflection of waves
from onshore (i.e., only entering waves were simulated). At the downstream boundary of
the domain, a Sommerfeld radiation condition was applied in order to minimize the effect
of reflection. A still water level was applied as the initial condition for all numerical model
tests; the still water level includes the surge and thus is set to 20.45 m.

At the wave-maker, both incident time series and monochromatic waves were gener-
ated. The former was derived by the CFD tests using the method of [45] with six gauges. In
particular, TEST_3 (Table 1) was performed with two crest freeboards, namely Rc = +3.96 m
and +6.0 m. Numerical instabilities occurred with the other wave conditions listed in
Table 1. Therefore, further tests with a monochromatic wave generation were added to
investigate different magnitudes of overtopping discharge. The wave characteristics of
these additional tests are listed in Table 6, where TEST_1S was performed with Rc = +6.0 m,
while the other tests were performed with Rc = +3.96 m. The wind conditions examined
are those listed in Table 3.

Table 6. Wave characteristics of additional tests performed with SWASH.

ID H (m) T (s)

TEST_1S 0.95 10
TEST_2S 0.8 10
TEST_3S 0.7 10
TEST_4S 0.6 10

The grid size used was 1 m; in vertical direction, 2 layers were employed. The Manning
coefficient of n = 0 m−1/3 s was used. The default values of breaking parameters [31] were
adopted in the numerical simulations. The non-hydrostatic pressure term was applied
with a Keller-box scheme. An adaptive time step was implemented to satisfy the Courant–
Friedrichs–Lewy (CFL) condition, with a time step restriction set to a maximum Courant
number of 0.5.

A time series of overtopping layer thickness, h(t), and the depth-averaged overtopping
velocity, u(t), were extracted at the seawall crest. Their product gave the overtopping rate
q(t) per unit length; then, the mean overtopping discharge was obtained by integrating q(t)
over the test duration.

5. Results
5.1. Physical Processes and Basic Definitions

According to the literature [3,46], the wind shear can affect wave overtopping either
by raising the mean sea level (η) or by acting on the wave profile at the wall.

The effects on the wave profile encompass either the change in phase-averaged and
time-domain wave properties (e.g., variation of the wave height and profile skewness), the
deformation of the runup wedge, or the onshore drift of the droplets produced during the
up-rush process.

The effect on the mean sea level includes wind and wave setups.
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The amount of wind setup, ηWIND, is governed by the cross-shore balance between
the time-averaged wind stress, τw, and the hydrostatic forces [47]:

ρwg[h (x) + ηWIND]·
dηWIND

dx
− τw = 0 (17)

which can be integrated and parametrized in terms of the quantity:

A = (n·τw·lD)/ρwg h2
0 (18)

The variable A represents the shear to hydrostatic force ratio; in Equation (18),
n ∼= 1.5 accounts for the effects of bottom friction, lD is the domain’s length and h0 de-
notes the offshore water depth.

The change in wave setup (or set-down), ηWAVE, is related to a change in the radiation
stress gradient, dSxx/dx, caused by variation in the wave profile characteristics. According
to [48], the gradient is seawards for non-breaking waves, while it is directed towards the
shore for breaking waves.

A change in the breaking point with the wind can also produce a variation in ηWAVE;
as the breaking point moves offshore the wave setup increases, and vice-versa.

In this regard, it is worth mentioning that the incipient breaking condition is intended
here as the wave profile that becomes nearly vertical at any point of the foreshore, with
a clear departure of a plunging jet from the wave crest. This is consistent with the great
majority of literature, e.g., [49–51].

In many aspects of the discussion below, non-breaking and breaking waves are anal-
ysed separately.

5.2. On the Role of the Mean Water Level

Despite the complexity of the processes that rule its variation in response to wind
stress, η plays a subordinate role globally in this study.

First, we note that the length of the computational domain (lD = 410 m) is too small for
a significant wind setup to occur. Using the maximum wind speed (U10 = 31.2 m/s) and
drag coefficient (CD = 0.0026) in Table 2, the parameter A equals 4.7 × 10−4, indicating that
the role of shear forces can be assumed to be negligible.

As for the mechanisms related to the wave setup/set-down, panel (a) of Figure 5
shows that the variations of η for non-breaking waves correlate reasonably well with the
profile variance ratio, σ2

WIND/σ2
NO-WIND. The latter represents the change in wave energy

caused by the wind and is hence proportional to the variation of the radiation stress.
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σ2
WIND/σ2

NO-WIND < 1 implies a reduction in dSxx/dx, which, being seawards, leads
the mean water level to increase (less set-down).

Since the radiation stress gradient reverses for breaking waves, the relationship be-
tween η and σ2

WIND/σ2
NO-WIND also changes in sign (Figure 5b); this is except for two

outliers circled in the figure, for which η reduces due to a reforming/rebreaking process
that occurs in the innermost part of the foreshore (not shown here for brevity’s sake).

However, complex the previous analysis might seem, though, it can be concluded
that the observed variations of η are too small to have a significant effect on the mean
overtopping discharge. The maximum variation recorded is nearly 0.10 m, corresponding
to 4.5% of the minimum crest freeboard Rc = 2.23 m. More discussion on this point is given
in Section 5.6.

5.3. Wind Stress, Wave Profiles and Overtopping Rates

It is worth noting that the results discussed in the present section were produced with
the CFD numerical model only. As will be shown later, SWASH does not allow a proper
assessment of the wind effects from wave profile characteristics.

For non-breaking waves Figure 6 shows that the wind shear stress produces a greater
height in the up-rushing jet and pushes behind the wall the water that would otherwise
have fallen back into the sea (panel (b) vs. panel (a). Such behavior is consistent with the
wind effects observed by [7].
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Therefore, the presence of wind can cause an overtopping event that would not
otherwise have occurred (Figure 7a). The consequent increase in overtopping rate due to
the wind is clearly detected by comparing the cumulative overtopping volumes (Figure 7b).

On the other hand, the scenario may be different with breaking waves. As shown in
Figure 8, in some cases the presence of wind may reduce the overtopping rate. As found
by [52], the wind brings forward the rupture of waves because the wind pressure pushes
the wave crest. This causes a reduction in the momentum of the up-rushing jet at wall,
which eventually results in a lower amount of wave overtopping.
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Figure 8. CFD numerical results marked with different wind speeds; red data represent breaking
waves, while grey data represent non-breaking waves.

The analysis of TEST_1 (red circle in Figure 8) points out that the wind stress moves
the breaking point seaward. As clearly depicted in Figure 9, the wave reaches early and
seaward with the incipient breaking condition in the presence of the wind, with a much
greater x-velocity at the crest. This increases the energy dissipation during the breaker
movement and thus reduces the overtopping volume (Figure 10). Despite the general
reduction of the overtopping rate, Figure 10 shows that the number of overtopping events
increases. This behavior may be a consequence of a different energy distribution during
the wave breaking process and a different redistribution of the rising flow near the wall.
According to [53], the early stage of the breaking in the no wind condition is characterized
by an apparently larger dissipation of energy, which leads to fewer overtopping events but
with greater intensity, i.e., greater overtopping discharge.
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However, this is not a systematic behavior. The analysis of TEST_4 (green circle in
Figure 8) shows a growth of the overtopping rate in presence of wind. The difference
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between these two opposing results may be probably due to the different location of the
breaking point.

In Figure 11, the incipient breaking is plotted for TEST_1 and TEST_4 (blue and
green circles respectively in Figure 8) under the same wind velocity and crest freeboard
(Rc = +11.00 m). Since the wave of TEST_1 is steeper, the breaking point is seaward com-
pared to TEST_4. Therefore, it could be characterized by a greater dissipation of energy,
which probably leads to a reduction of the wave overtopping.
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Nevertheless, it is worth noting that TEST_1 and TEST_4 have different orders of
magnitude of wave overtopping. This difference may have a greater impact on the final
effect of the wind than the breaking process. In the Section 5.5, it will be demonstrated that
the influence of the wind mostly depends on the magnitude of the overtopping discharge.

Finally, we have observed that a higher wind velocity does not always produce a
greater increase in the overtopping rate. This is consistent with [20], who have found that
the overtopping rate does not increase monotonically with wind velocity, but that there is
an effective range of relative wind speed which significantly affects the overtopping rate.

5.4. Numerical Experiments vs. Pullen et al.’s Physical Model Data

In Figure 11, numerical results carried out with FLOW-3D and SWASH are compared
with the experimental data reported in [5].

The range of wind speeds investigated in this study is quite similar to that of [5] (i.e.,
15, 26 and 28 m/s).

As reported in [5] and also observed by [3,25], FLOW-3D and SWASH confirm that the
wind has no effect on the “green water” overtopping regime (qNO-WIND greater than 100 l/s/m).

On the other hand, the influence of the wind increases when the flow rate decreases.
The CFD model reproduces this behavior well; its data spread within the same cloud
as those of [4], though the numerical outcomes appear to be somewhat more scattered
(Figure 12). Physical and CFD results are therefore in good agreement, even though [5]
only examined the wind effect in front of the seawall (i.e., only the convective transport
over the wall).
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Figure 12. Numerical results vs HRW laboratory experiments of mean overtopping discharges [5]
with and without wind.

Conversely, SWASH appeared unable to reproduce the wind effect on the lower
overtopping discharges. Analyzing different orders of magnitude of q, the effect of wind
was always negligible. An increase in discharge was not observed (Figure 12). The slight
variations in qWIND indicated that the results were affected by the wind stress term, but not
appropriately. SWASH appears unsuitable to reproduce the phenomenon dealt with in this
study. This is probably due to the structure of SWASH, which is a depth-integrated model
that cannot simulate the water separation phase in front of the wall. Therefore, it does
not reproduce the increase in the overtopping rate due to the wind typical of the lower
overtopping regime, where the spray blown over the wall is the predominant mechanism.
This is clearly shown in the next section.

5.5. The Wind Factor fWIND

The effect of the wind on the mean overtopping discharge is quantitatively expressed
by the wind factor fWIND, i.e., the mean overtopping discharge with wind and that without
wind ratio.

The results of the CFD tests (Figure 13) showed that fWIND is equal to 1 when the
discharge is greater than 102 l/s/m; then, a transition zone is discernible, where the
wind has an unsystematic effect and can even reduce the overtopping discharge (between
101 and 102 l/s/m); and finally, in a zone with a lower overtopping regime, the data clearly
demonstrated an increase in the overtopping rate due to the wind (fWIND > 1).

The wind factor appears to be significantly affected by the magnitude of wave overtopping.
In order to understand how the influence of wind changes by reducing the amount

of wave overtopping, three different orders (circled in red in Figure 13) were analyzed,
namely 102 l/s/m, 100 l/s/m and 10−1 l/s/m.

For green water (qNO-WIND > 100 l/s/m), there were no significant differences in the
horizontal velocity and thickness of the overtopping layer when comparing wind and no
wind conditions (Figure 14). The wind effect seems to be negligible as compared to the
momentum of overtopping water, so that the mean overtopping discharge is not influenced
by the wind. Thus, fWIND is almost 1.
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Figure 13. Numerical results of wind influence with different wave conditions and different Rc.
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On the other hand, for a mean overtopping discharge of the order of 100 l/s/m, the
comparison in Figure 15 shows that the wind effect cannot be neglected. The wind stress
lead to a greater height of the up-rushing jet, the difference of height being about 0.3 m
(the water spray was not considered). Moreover, unlike the no wind condition, the fluid
stream and the water spray were characterized by a landward velocity (Figure 15b), which
ensured that the water crossed the wall instead of falling back into the numerical flume
(Figure 15a). Therefore, the presence of wind increased the overtopping rate by inducing a
greater height of the up-rushing jet and by transporting water spray over the seawall. The
overtopping rates of the order of 100 l/s/m are thus characterized by a wind factor fWIND
greater than 1.
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Reducing the discharge to 10−1 l/s/m, the main mechanism was the advection of the
spray by the wind, i.e., “white water” overtopping. In fact, as shown in Figure 16, the
overtopping occurred when the spray crossed the seawall. The water spray may be carried
over the wall under its own momentum without wind, otherwise it falls back into the sea
(Figure 16a). Onshore wind, on the other hand, significantly increased the amount of spray
that crossed the wall (Figure 16b) and thus played a key role in the overtopping process.
The difference between wind and no wind conditions was remarkable. Therefore, the wind
factor reached its maximum value, as reported in Figure 17.
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Figure 17. Comparison between numerical and physical fWIND trends [5].

5.6. Quantitative Analysis

In Figure 17, the CFD wind factor was plotted in the function of the mean overtopping
dis-charge, qNO-WIND. Equation (1) was drawn as well.

The numerical wind factors follow a decreasing trend for 10−1 < qNO-WIND < 101 l/s/m,
while they remain close to unity at higher rates.

Breaking and non-breaking waves appear to behave similarly, even if some breaking
data lie above the non-breaking points.

The observed scatter is not surprising, since the wind factor is essentially controlled
by the number of droplets produced during the up-rush phase, which is a highly random
process. Since the incoming wave trains are identical with and without the wind (both
in the frequency and time domains), the inherent uncertainty related to the overtopping
phenomenon has likely a negligible impact on the observed results [54].

Most interestingly, however: present experiments exhibit larger values of fWIND com-
pared to Equation (1); the wind factor increases rather fast and reaches a value in the order
of 10 for qNO-WIND = 10−1 l/s/m, while Equation (1) predicts 2. On the other hand, the
overtopping process is unaffected by the presence of wind from qNO-WIND = O (102), rather
than O (101).

It is worth highlighting that the observed behavior is practically independent of the
variations in the mean water level discussed in Section 5.2. This is shown in Figure 18,
where the largest values of the wind factor are attained with no difference between ηWIND
and ηNO−WIND. Conversely, the opposite is found with growing the variation in the mean
water level (e.g., −0.06 Rc), fWIND = 1.

The previously discussed results were compared with physical model experiments
conducted at Plymouth University by Durbridge [27]. The author performed random and
periodic 2D-tests, at scale of 1:21, on a shallow foreshore vertical seawall. Unlike this study,
Durbridge’s tests focused on the effect of wave frequency, while the structure’s freeboard
was left constant along with the offshore wave height.

Analogous to what was discussed above, the author found values of fWIND that largely
exceeded Equation (1), being significantly larger than unity also for values of qNO-WIND of
the order of 10 l/s/m. Like in Figure 17, the maximum measured enhancement factor is of
the order of 10.
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Figure 18. CFD wind factors in function of the ratio between the variation in η due to the wind and
the crest freeboard.

This indicates the need for new predictive equations, which include more variables
than the sole mean overtopping discharge.

Figure 19 plots CFD and Durbridge’ data against the shallow water sea-age coefficient:

Ss−a =
U√

g
(

hTOE + Hdeep

) (19)

where Hdeep equals offshore Hm0 in the case of random waves.
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Numerical and physical data appear reasonably consistent with each other, in spite of
the inherent scatter that affects the process under study. Consistent to [21], the enhancement
factor increases with the wind speed, and exceeds 1 for sea-age coefficients larger than 2.
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Based on these results, two tentative formulae are suggested, which represent, respectively,
the mean trend and the envelope of data. The equations are:

Env ( fwind) = 1 + π·Ss−a (20)

Mean ( fwind) = exp(0.348·Ss−a) (21)

6. Discussion and Conclusions

The main purposes of this work were to verify the ability of simplified numerical
models to capture the macroprocesses involved in the phenomenon of wave overtopping
in the presence of onshore wind.

In this view, a single fluid RANS model and the SWASH model, based on the Non-
Linear Shallow Water Equations, were employed to investigate the response of a vertical
seawall. Numerical outcomes were compared with the literature, either with reference to
predictive equations or physical model data.

The roughest simplification of our modeling consists in using a single fluid, with the
effect of wind being simulated via an appropriate shear stress, calculated with one of the
most recent and accurate formulations for wind drag (Equation (15)). Obviously, since the
drag coefficient varies with wind speed, the effects of the Reynolds number are theoretically
accounted for.

As general result, we demonstrated that the application of wind stress induces neg-
ligible variations in the mean water level, which was predictable as our numerical flume
measures only 410 m in length. Hence, the process under study is essentially governed by
the effects the wind shear exerts on the wave profile. These include:

- Deformation of the run-up wedge;
- Advection of the droplets formed in the uprush phase;
- Variation in the breaking point with wind.

The CFD RANSE model was found to address all the above processes realistically.
According to [7,25], the numerical experiments have shown that the wind stress gives rise
to higher up rushing jets, and pushes forward the water spray that would otherwise have
fallen back into the sea (Figure 5). This can be considered one of the leading mechanisms
for the increase of the overtopping rate by wind.

Our tests also suggest that the effect of wave breaking should be considered with some
caution. On the one side, breaking waves may lead to larger wind enhancement factors by
augmenting the number of droplets available for advection; however, as the wind moves
the breaking point seawards, there might be a reduction in the overtopping volume as a
consequence of the larger dissipation of energy.

In Figure 17, the effect of wind is seen to increase with reducing the overtopping
regime; this result is in qualitative agreement with [5], and can be explained by the fact
that the influence of the droplets’ advection on the mean overtopping rate increases with
reducing q. However, the results of CFD experiments differ from Pullen et al.’s in two
essential points, namely:

- the wind enhancement factor reaches the value of 10 rather than a maximum of 4;
- The effect of wind keeps on resenting for overtopping regimes as intense as 100 l/s/m,

rather than vanishing at 1 l/s/m.

Further analyses revealed that those numerical results are consistent with a recent
laboratory study conducted by [27] at the University of Plymouth (UK). By gathering
Durbridge data and CFD tests, two new predictive equations have been developed, which
return the wind enhancement factor in the function of wind speed, local water depth and
offshore wave height (Equations (21) and (22)).

Numerical results carried out via SWASH shows that it is probably not suitable for
reproducing the influence of the wind. Even with mean overtopping discharge lower than
1 l/s/m, the wind does not increase the overtopping rate. This is probably due to the
structure of SWASH, which is a depth-integrated model that cannot simulate the water
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separation phase in front of the wall. Therefore, it does not reproduce the increase in the
overtopping rate due to the wind typical of the lower overtopping regime, where the spray
blown over the wall is the predominant enhancement mechanism.

As a last remark, it is worth commenting that all the data presented in this study feature
a remarkable scatter. Since numerical experiments are carried out, by nature, under the most
controlled conditions, this scatter must be attributed to the inherent randomness of the wind
enhancement process, rather than to the wave overtopping phenomenon. The scatter in wave
overtopping observed in the literature is mostly due to laboratory effects, measurement issues
(at low rates) and time-domain differences among the wave series, as shown in [54]. None
of the previous cases applies to the present numerical experiments. We also note that while
overtopping scatter can be either positive or negative, with a zero mean, the effects discussed
in this paper lead almost invariably to an increase of the mean discharge.

All in all, the same conclusion holds for Pullen et al. and Durbridge’s experiments.
In conclusion, the effect of wind influence on wave overtopping was successfully

studied using CFD and the results are in agreement with the literature, although a single-
fluid approach was adopted. Furthermore, two new predictive equations for the wind
transport factor were developed.

Future research will focus on a two-fluids approach to deepen analyze the effects of
wind on wave overtopping. Therefore, the impact of the adopted approach on the results
will be verified by comparing a more sophisticated and a simplified wind modelling.
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