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Abstract: Evapotranspiration (ET) is a critical component of the hydrological cycle, and it links water
and energy budgets in the form of latent heat (LvE) released into the atmosphere. However, ET is
difficult to measure and is not always well described in arid regions. Thus, novel techniques are
required for its accurate measurement. Scintillometers are an interesting alternative for traditional
methods, such as Eddy Covariance systems (EC). Scintillometer studies have reported good results,
but their signals can present unwanted contributions that result in incorrect heat fluxes. In this
study, scintillometer data showed unrealistic heat flux values, and thus, the data were reprocessed
through spectral analysis to eliminate unwanted contributions from electronic noise, absorption,
and tripod vibrations using a new proposed data cleaning method. After performing the spectral
cleaning method, scintillometer-based heat fluxes were calculated using several methods: (i) the
standalone LAS method, (ii) Hill model, (iii) Lüdi et al. model, and (iv) a hybrid model between Hill
and Lüdi et al. Furthermore, a Monin–Obukhov similarity theory (MOST) analysis was performed
to evaluate the fluxes’ sensitivity to the choice of the similarity functions. Corrected sensible heat
flux (H) estimations agreed well with those obtained with an EC system. However, considerable
differences were found for LvE (and, consequently, ET). The Lüdi et al. model LvE estimates were
closer to those obtained with the EC system, overestimating it by 14%, with a correlation slope of
1.07, R2 = 0.91, and a Nash-Sutcliffe efficiency of 0.90. Furthermore, it was found that using different
Monin–Obukhov similarity functions resulted in more than ±12% of difference on the estimated LvE.
For future works, it is strongly recommended to apply the proposed spectral cleaning method as it
greatly improves scintillometer data.

Keywords: optical scintillometer; microwave scintillometer; tripod vibration filter; spectral analysis;
evapotranspiration

1. Introduction

Evapotranspiration (ET) is a critical component of the hydrological cycle, but it is
not always well characterized in arid and semi-arid regions [1–3]. ET links water and
energy budgets via latent heat (LvE) released to the atmosphere, and its measurements are
difficult to obtain. Therefore, studies have investigated different methods to obtain proper
ET estimates [1,4–7].

Recent studies have shown that scintillometers are an interesting alternative to tra-
ditional methods, such as Eddy Covariance systems (EC) [8–10], especially for natural
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landscapes, and for estimating area-averaged sensible heat (H) and LvE over spatial scales
that range from 0.1 to larger scales such as 10 km [11–13]. Scintillometers’ functioning
consists of a receiver that measures signal variances from an electromagnetic beam sent by
a transmitter installed at a certain distance, known as the path length. This system allows
computing heat fluxes by combining theoretical principles of atmospheric turbulence with
the physics of electromagnetic wave propagation and by applying the Monin–Obukhov
similarity theory (MOST [14]). To compute ET from scintillometer measurements, various
approaches can be followed, such as the Large Aperture Scintillometer (LAS) energy bal-
ance closure (EBC) method [15] (herein referred to as the standalone LAS method), the
Hill’s [16] method, the Lüdi et al. [17] method, and a hybrid method between Hill and
Lüdi [18].

Scintillometer technology overcomes many of the limitations of EC systems, as it
does not suffer from flow distortion (by the mast or the instrument itself) [12], it obtains
representative fluxes for larger scales, and it has been successfully used in heterogeneous
terrains [19]. However, its main disadvantages are that (1) H and LvE are determined indi-
rectly; (2) scintillometer signals usually present unwanted contributions from absorption
and tripod vibrations and, sometimes, from electronic noise at high frequencies [18,20]; and
(3) there are several MOST universal similarity functions [21]. Hence, proper selection of
these functions for each study site is important for a correct estimation of H and LvE.

Absorption contributions occur due to air masses that pass slowly through the scin-
tillometer trajectory, creating a fluctuation that is slow compared to turbulence, while
electronic noise is faster than turbulence. Therefore, they are contributions that are outside
the typical range of optical or microwave scintillations and are not related to heat fluxes.
For removing absorption and electronic noise, a spectral cleaning method is always carried
out by applying band pass filters (BPFs) to obtain accurate heat fluxes estimations [18].
According to Stoffer [18], applying a 0.1 Hz high pass filter and a 100 Hz low pass filter
ensures that these unwanted contributions are removed. Tripod vibrations contribution
removal in scintillometry has been barely explored, and it is challenging, as unwanted
contributions are within the scintillometer signal frequencies relevant for computing heat
fluxes [22].

This study was meant as a straightforward inter-comparison between scintillometers
and EC over an irrigated vineyard. However, unstable tripods in combination with elevated
afternoon winds caused vibrations in the scintillometer setup, whereas the EC system was
not affected as it was installed on a firm and stable tower that was not disturbed by the wind.
These vibrations resulted in significant unwanted contributions in the intensity variance
and unrealistic overestimations of scintillometer heat fluxes. Note that even when tripods
or towers are properly installed, a high wind speed can still impact scintillometer signals,
especially in tall towers (e.g., see [22]). Hence, the general objectives of this work were
to develop a spectral data cleaning method to remove the influence of tripod vibrations
from the scintillometer signal variance and to evaluate a scintillometer’s performance in
measuring heat fluxes in a Chilean vineyard in comparison with the EC method. The EC
technique was used as a reference, as the flux footprint [23] of both systems falls on the
same surface. Therefore, it was expected that sensible and latent heat fluxes measured
with scintillometers and EC would be similar. The specific objectives of this research
were (1) to investigate how scintillometer-based heat fluxes are altered, compared to EC
measurements, when subject to elevated afternoon winds that could result in unwanted
contributions to the scintillometer signals; (2) to improve the spectral cleaning method
process by incorporating a tripod vibrations filter; (3) to assess the impact of different
scintillometer theoretical methods on heat fluxes estimation using the cleaned data; and (4)
to evaluate the impact of using different MOST similarity functions on scintillometer-based
heat fluxes and to propose new MOST similarity functions for the conditions observed in
the field experiment.
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2. Materials and Methods
2.1. Scintillometer Processing Chain

The functioning of a scintillometer consists of a transmitter that emits an electromag-
netic beam through the atmosphere to a receiver located at some distance, which records
the intensity of the signal. This electromagnetic wave has a certain wavelength that typ-
ically varies between the optical and microwave ranges. One of the scintillometers that
work at optical wavelengths is the LAS, while scintillometers that work at microwave
wavelengths are named Microwave Scintillometers (MWS). The combination of these two
scintillometers is known as the Optical Microwave Scintillometer (OMS), which was the
one used in this research. Note that acronyms, variables, and constants are defined in the
Abbreviations section.

On their path length, the electromagnetic beam passes through turbulent eddies with
differences in temperature, humidity, and, therefore, refractive index, which cause the
signal to fluctuate. Thus, signal intensity fluctuations are proportional to the turbulence
intensity. These fluctuations are measured on the receiver as signal intensity variances
(σ2

ln(I)) [13,24]. When deriving these variances from raw data, some spectral cleaning is
always performed to get rid of absorption and electronic noise with a band pass filter (BPF).
Then, when combining theoretical principles of atmospheric turbulence with the physics of
electromagnetic wave propagation (estimated indirectly from intensity fluctuations mea-
sured on the receiver as σ2

ln(I)), it is possible to obtain H and LvE [25,26]. The atmospheric
turbulence is quantified by structure parameters, which are a measure of the turbulent
energy present in the inertial range of the refractive index (C2

n [m−2/3]), temperature (C2
T

[K2m−2/3]), specific humidity (C2
q [kg2/kg2 m−2/3]), and temperature–humidity correla-

tion (CTq [kg/kg Km−2/3]). Structure parameters depend on the specific wavelength, λ,
of the light beam [27]. Turbulence and wave propagation theory allow one to compute
structure parameter C2

n from the variances measured on the receiver, and once the refractive
index structure parameter is obtained, C2

T and C2
q can be determined. Finally, using the

Monin–Obukhov similarity theory, MOST, which relates structure parameters with heat
fluxes, H and LvE can be obtained.

According to Wang et al. [27], the analytical solutions that relate σln
2

(I) and C2
n for

different wavelengths (lopt and lmw for the optical and microwave range, respectively) can
be written as:

σ2
ln (I),opt = coptD

−7
3 L3C2

n,opt (1)

σ2
ln (I),mw = cmwF

−7
3 L3C2

n,mw (2)

σ2
ln (I),opt,mw = copt,mwmax(D, F)

−7
3 L3C2

n,opt,mw (3)

in which copt, cmw, and copt,mw are constants [-], where the subindices opt, mw, and opt,mw
refer to optical, microwave, and optical-microwave; L is the path length [m], D is the optical
scintillometer diameter [m], and F =

√
λL is the Fresnel length [m].

Then, C2
n is estimated by the σln

2
(I) measured in the receiver. However, heat fluxes are

not directly related to C2
n but to the temperature structure parameter C2

T , for estimating
H, and to the humidity structure parameter C2

q , for estimating LvE. Hill [16] derived em-
pirical formulas that relate the C2

n to the structure parameters C2
T , C2

q , and CTq through the
following equation:

C2
n =

A2
T

T2 C2
T +

2AT Aq

Tq
CTq +

A2
q

q2 C2
q (4)

where T is temperature [K], q is specific humidity [kg/kg], and Ai are dimensionless
coefficients [-] dependent on atmospheric pressure, temperature, and specific humidity.
Overbars denote mean values over an interval. In Equation (4), C2

T , C2
q , and CTq are

independent of the electromagnetic beam wavelength, while the rest of the parameters
depend on it.
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The spectral region, where the LAS is sensitive to temperature (and, consequently,
to C2

T), is independent of humidity (q), whereas for the MWS, there is a dependence
on humidity (C2

q ) and the cross correlated function (CTq), and only a small correction is
required using the Bowen ratio (e.g., Green et al. [28,29]). Since LAS is more sensitive to
C2

T and little information is usually available on CTq and C2
q , additional information on

the relationship between T and q fluctuations is used when using a standalone LAS [30].
For this, Moene [29] added a correction to the effect of C2

q and CTq over C2
n, known as the

Bowen’s correction, which assumes that the correlation coefficient between the temperature
and humidity fluctuations (rTq [-]) is ±1:

C2
n =

A2
T

T2 C2
T

(
1 +

Aq

q
T

AT

cp

Lv
β−1

)2

(5)

where β is the Bowen ratio, and cp is the specific heat at constant pressure.
When using an OMS, Equation (4) can be written for each operating wavelength.

As a result, there are two equations (for C2
n,opt and C2

n,mws) and three unknowns, which
correspond to the meteorological structure parameters (C2

T , C2
q , and CTq ). Thus, three

approaches have been proposed to determine the structure parameters.
The first approach, also known as the two-wavelength method, was proposed by

Hill [16]. It consists of assuming that the three structure parameters are not independent
and that the rTq, defined in Equation (6), is 0.8 for the unstable conditions that occur during
the day and −0.6 for the stable conditions that occur during the night:

rTq =
CTq√
C2

TC2
q

(6)

Many investigations have used the two-wavelength method [11,28,31,32]. The second
approach, also known as the bichromatic method, was proposed by Lüdi et al. [17]. This
method is based on the covariance between the LAS and MWS signals to derive the CTq .
The path-averaged CTq is found by cross-correlating the two electromagnetics signals at
different wavelengths that pass through the same air volume [17]. This approach has the
advantage that no assumptions are made to find CTq . However, the bichromatic approach
is less robust than the two-wavelength method, as sometimes it delivers chaotic behaviour
or unrealistic rTq values [17,18]. In this method, the equations required to find the three
structural meteorological parameters are the two versions of Equation (4), written for
each operating wavelength, and Equation (6). Since both Hill [16] and Lüdi et al. [17]
approaches are bichromatic methods, this research will refer to them as the Hill [16] and
the Lüdi et al. [17] methods.

The third and most recent approach to determine the structure parameters, also known
as the hybrid method, was developed by Stoffer [18]. This approach detects and replaces
unrealistic rTq values estimated from the Lüdi et al. [17] method and applies them in
the Hill [16] method to compute heat fluxes. First, rTq values are estimated using the
Lüdi et al. [17] method, where unrealistic values of rTq > |±1| are detected and replaced
by those proposed by Hill [16] (0.8 for rTq > 1 and −0.6 for rTq < −1). Then, rTq erratic-sign
fluctuations are detected and replaced by realistic rTq values. An erratic rTq sign change
is defined as a data interval that has an rTq value of an opposite sign than those of its
surrounding intervals. In this case, the unrealistic rTq value is replaced by that of the
preceding data interval. The resulting rTq values are then used in the Hill [16] method.
Thus, this procedure reduces the chaotic behaviour of the rTq values obtained from the
Lüdi et al. [17] method, and it produces more robust results than those obtained in the
Hill [16] method [18]. Note the importance of computing corrected rTq values, as they
indicate the sign of the heat fluxes (rTq > 0 refers to unstable conditions and, thus, positive
sensible heat fluxes).
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Once the meteorological structure parameters are found, C2
T and C2

q can be directly
related to H and LvE, respectively, by combining the MOST similarity functions with the
relation between kinematic and dynamic heat fluxes [13]:

H2 =
ρ2c2

pu2
∗(z− d)2/3C2

T

fC2
T

(7)

LvE2 =
ρ2L2

vu2
∗(z− d)2/3C2

q

(1− q)2 fC2
q

(8)

where ρ is the air density [kg/m3], u* is the friction velocity [m/s], z is the beam effec-
tive height [m], d is the zero-plane displacement [m], and fC2

x
are the MOST universal

similarity functions.
MOST functions depend on z/ LO, which represents the atmosphere stability. LO is

the Obukhov length [m], which represents the height above the surface where friction and
convective turbulence production are equal. LO is estimated as:

LO = − T
κg

u2
∗

T∗
(9)

where κ is the von Kármán constant (0.4), g is gravity (9.8 m/s2), and T∗ is the scaling
temperature [K].

The scintillometers’ type (LAS/MWS) does not provide information about friction
velocity, so flux-profile-relationships must be used. Therefore, u* can be estimated by the
standard Businger–Dyer flux-profile relation [33,34]:

u∗ =
k[u(z2 − d)− u(z1 − d)]

ln
(

z1−d
z2−d

)
−Ψ

(
z1−d

LO

)
+ Ψ

(
z2−d

LO

) (10)

where u [m/s] is the mean wind speed at height z [m], and Ψ is a function also dependent on
z/ LO. From Equation (10) it is clear that two wind speed measurements at elevations z1 and
z2 are required to compute u*. Nonetheless, when locating one elevation at the roughness
length, in which the wind speed drops to zero, only one measurement of wind speed is
needed to estimate u*. In this study, this measurement was performed at the elevation of a
meteorological station (details below). Therefore, given C2

T , u, and z, Equations (7), (9), and
(10) can be solved iteratively for H. Once LO and u∗ have been solved, LvE can be calculated
directly from Equation (8).

Although fC2
T

and fC2
q

are assumed to be universal, it has been shown that dif-
ferent MOST functions can cause an up to 20% difference in H estimations [35]. Wyn-
gaard et al. [36] found general similarity functions for unstable (z/LO < 0) and stable
(z/LO > 0) conditions:

fC2
xunstable

(
z− d

LO

)
= cx1

(
1− cx2

z− d
LO

)−2/3
(11)

fC2
xstable

(
z− d

LO

)
= cx1

(
1 + cx2

(
z− d

LO

)−2/3
)

(12)

where x refers to T for temperature and q for humidity, and cxi are empirical coefficients.
As shown in Table 1, there are many MOST functions in the scientific literature. Here, the
Wyngaard et al. [36] formulation was selected, as they were used by de Bruin et al. [34] to
assess scintillometry over a vineyard located in an arid region.
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Table 1. Coefficients for fC2
T

and fC2
q

MOST functions. The Kooijmans and Hartogensis [21] similarity
coefficients were applied when the humidity coefficients were not available.

fC2
T

fC2
q

Stable Unstable Stable Unstable

Author cT1 cT2 cT1 cT2 cq1 cq2 cq1 cq2

Kooijmans and Hartogensis [21] 5.5 1.1 5.6 6.5 4.5 1.1 4.5 7.3

Andreas [31] 4.9 2.2 4.9 6.1 - - - -

De Bruin et al. [37]/Hartogensis and De
Bruin [38] (1) 4.7 1.6 4.9 9.0 - - - -

Li et al. [26] 4.5 1.3 6.7 14.9 3.5 2.7 3.5 4.5

Wyngaard et al. [36] 4.9 2.75 4.9 7.0 - - - -
(1) For fC2

T
, the De Bruin et al. [37] similarity coefficients were used for unstable conditions, whereas the Hartogensis

and De Bruin [38] similarity coefficients were used for stable conditions.

When using a standalone LAS, Bowen’s correction shown in Equation (5) allows cal-
culation of H [W/m2] without making measurements or assumptions about humidity fluc-
tuations [10]. However, LvE [W/m2] cannot be estimated directly, since C2

q is disregarded.
Thus, the surface EBC is typically used to obtain LvE after H has been estimated [39]:

Rn − G = H + LvE (13)

where Rn is net radiation [W/m2], and G is the ground heat flux [W/m2]. As a convention,
it is considered that Rn is positive when directed into the surface, while the other fluxes
are positive when directed away from it. This method will be referred to as the standalone
LAS method.

2.2. Study Area, Instrumentation, and Collected Data

The study area is an irrigated vineyard of 12 ha located in Pirque [40], an agriculture-
based province located in the semi-arid Central valley of Chile surrounded by neighbouring
land also used for agricultural activities or very dry wasteland (Figure 1a). Vineyards
are north–south oriented in a vertical trellis system with a vegetation height of ~1.6 m,
with little variations throughout the study site. The space between rows is 2.45 m and
between plants is 1.20 m. This region has a semi-arid climate with typical annual rainfall
amounts of about 460 mm and temperatures in summer ranging between 12–30.4 ◦C
versus 4.4–14.3 ◦C in winter. Our field campaign was performed in the summer period
between 9 January 2019 and 17 January 2019, where no precipitation and no changes in
the grapes’ growth stage were observed. An EC system (IRGASON, Campbell Scientific
Inc., Logan, UT, USA) and a meteorological station were set up in the middle of the
vineyard 4 m above ground. The average wind speed observed over the vineyard was
1.5 m/s, with a maximum of 4.5 m/s and a minimum of 0.1 m/s. The highest wind speeds
came mainly from the west (Figure 1a) over the afternoons. The 20-Hz EC data were
processed to obtain 30-min fluxes using the EddyPro 6.2.2 software and activating the
default recommended correction procedures [41,42]. The meteorological station included a
temperature and relative humidity sensor (HMP45C, Campbell Scientific Inc., Logan, UT,
USA), a net radiometer (NR Lite 2, Kipp & Zonen, Delft, The Netherlands), four soil heat
flux plates (HFP01-L, Campbell Scientific Inc., Logan, UT, USA), two soil thermocouples
(TCAV, Campbell Scientific Inc., Logan, UT, USA), and a water content reflectometer (CS616,
Campbell Scientific Inc., Logan, UT, USA) All these sensors were connected to a datalogger
(CR3000, Campbell Scientific Inc., Logan, UT, USA).
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the OMS path (Figure 1b). Under these conditions, the footprint of both systems covered 
the same type of vegetation and did not extend beyond the vineyard (see Appendix A). 
Therefore, the estimates of H and LvE from the EC and the OMS were comparable, and ET 
fluxes at the plot scale could be determined. The OMS was composed of a LAS (LAS MkII, 
Kipp & Zonen, Delft, The Netherlands), with an aperture of 149 mm and a wavelength of 
850 nm, and an MWS (RPG-MWSC-160, RPG Radiometer Physics GmbH, Meckenheim, 
Germany), with an aperture of 300 mm and a wavelength of 1.86 mm. The zero-plane 
displacement height was 1.12 m, and the roughness caused by the crops was 0.2 m [43]. 
The zero-plane displacement height was estimated from the crop averaged height (𝐻௩ =
1.6 𝑚) as 𝑑 = 0.7𝐻௩ [44]. 1 kHz raw scintillometer data were saved to perform the spec-
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As shown in Figure 1, the vineyard is not completely homogeneous, as it has rows of 
plants and rows of bare soil. Nonetheless, considering the small horizontal scale of these 
heterogeneities and that the height of the plants is fairly constant, the experimental con-
figuration of both the EC and OMS was believed to be at or above the blending height. 
The blending height is the elevation at which the turbulent signatures of each surface are 
mixed and above which MOST is generally accepted to be applicable [11]. Moreover, our 
study site resembled that of Ezzahar et al. [45], in which sensible and latent heat fluxes 
were successfully determined over olive trees. In their study, the ratio between the height 

Figure 1. (a) Geographical location of the study area. The vineyard has an area of 12 ha; (b) EC
system and meteorological station and OMS installed in the study area. The red line depicts the
scintillometers’ path.

An OMS was installed at 3.02 m height in a NE–SW orientation over a 480-m path. The
EC system and the meteorological station were located downwind near the center of the
OMS path (Figure 1b). Under these conditions, the footprint of both systems covered the
same type of vegetation and did not extend beyond the vineyard (see Appendix A). There-
fore, the estimates of H and LvE from the EC and the OMS were comparable, and ET fluxes
at the plot scale could be determined. The OMS was composed of a LAS (LAS MkII, Kipp &
Zonen, Delft, The Netherlands), with an aperture of 149 mm and a wavelength of 850 nm,
and an MWS (RPG-MWSC-160, RPG Radiometer Physics GmbH, Meckenheim, Germany),
with an aperture of 300 mm and a wavelength of 1.86 mm. The zero-plane displacement
height was 1.12 m, and the roughness caused by the crops was 0.2 m [43]. The zero-
plane displacement height was estimated from the crop averaged height (Hveg = 1.6 m)
as d = 0.7Hveg [44]. 1 kHz raw scintillometer data were saved to perform the spectral
cleaning method.

As shown in Figure 1, the vineyard is not completely homogeneous, as it has rows
of plants and rows of bare soil. Nonetheless, considering the small horizontal scale of
these heterogeneities and that the height of the plants is fairly constant, the experimental
configuration of both the EC and OMS was believed to be at or above the blending height.
The blending height is the elevation at which the turbulent signatures of each surface are
mixed and above which MOST is generally accepted to be applicable [11]. Moreover, our
study site resembled that of Ezzahar et al. [45], in which sensible and latent heat fluxes
were successfully determined over olive trees. In their study, the ratio between the height
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of the trees and the instruments was 0.43, whereas in this study, this ratio was 0.53 for the
OMS and 0.40 for the EC.

2.3. Data Quality Metrics

Orthogonal regressions were performed to quantify the EBC quality of the different
methods assessed in this work. From the orthogonal regressions of the EBC, the slope
and the determination coefficient (R2) of the best linear regression curve were determined.
Furthermore, the energy balance ratio (EBR) was computed to analyze the EBC [15]:

EBR =
∑ H + LvE
∑ Rn − G

(14)

The EBR allows one to evaluate the EBC by summing H and LvE and Rn − G over
specified time periods. The Nash–Sutcliffe efficiency (NSE) was estimated to analyze the
method’s agreement and accuracy compared to EC measurements. Percentage values of
overestimation or underestimation with respect to the EC system were also reported.

2.4. Spectral Cleaning of the Raw Signal Intensities

Unwanted contributions to the OMS intensity variances can result in unrealistic heat
fluxes [22,46]. The proposed spectral data cleaning process is shown in Figure 2. The
first step in this process is to identify unwanted contributions to the 1-kHz scintillometer
raw signal by performing a spectral analysis. The spectral analysis allows one to detect
absorption at low frequencies, erratic spikes and tripod vibrations [47,48] within the scin-
tillometer frequencies, and electronic noise in high frequencies. The second step is to
apply the electronic noise and absorption filter presented in Figure 2. To eliminate these
unwanted contributions, Stoffer [18] recommends applying BPFs to the original spectrum:
a 0.1 Hz high-pass filter (HPF) and a 100 Hz low-pass filter (LPF). Thus, any frequency
contribution below 0.1 Hz or above 100 Hz is cut off from both LAS and MWS signals.
Here, we applied Stoffer’s [18] BPFs and assessed the recovered signal variance to ensure
that the signal contained only contributions from the scintillation properties related to the
heat fluxes. Based on Clifford [49] scintillation spectra, the application of the 0.1-Hz HPF
with a minimum cross wind of ~0.1 m/s recovers more than 90% of the signal variance
for the LAS and more than 90% for the MWS. Based on Clifford [49] scintillation spectra,
the application of the 0.1-Hz HPF with a minimum cross wind of ~0.1 m/s recovers more
than 90% of the signal variance for the LAS and more than 90% for the MWS; whereas the
100-Hz LPF with a maximum cross wind of ~4 m/s recovers more than 99% of the LAS and
MWS signal variances. Then, the third step is to apply a filtering process of erratic spikes
and unwanted contributions from tripod vibrations. This step is not trivial, as typically,
tripod vibration frequencies are within the scintillometer frequencies, which are relevant
for computing heat fluxes. Therefore, it needs to be carried out carefully to avoid filtering
the correct signal that should be used by the LAS and MWS. The method shown in Figure 2
consists in dividing the spectrum in blocks of 5% of the total data and calculating the
block’s median (MED) and mean absolute deviation (MAD).
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Then, erratic peaks and tripod vibrations within the data block are defined when the
following condition is met:

S f > MED + aMAD i f f requency ≤ FT Hz (15)

S f > MED + bMAD i f f requency > FT Hz (16)

where Sf is the value of the spectrum in the frequency range, a and b are empirical coeffi-
cients, and FT [Hz] is a frequency threshold. Hence, the values of a and b should be defined
for each dataset, as they depend on the unwanted contributions to the scintillometer signal
that appear in the spectra. The FT also needs to be selected for each set of data (e.g., 2 Hz
is generally where tripod vibrations occur). When the erratic peaks of one data block are
found, the next block to be analyzed is overlapped to ensure continuity, and the process
is repeated until the unwanted contributions of all the blocks are found. To remove the
unwanted contributions of erratic peaks and tripod vibrations, their Fourier coefficients are
randomly varied by assuming that they distribute uniformly within each data block, so the
relevant statistical properties are not modified. As this approach could produce new artifi-
cial erratic peaks, an iterative process is carried out until all the unwanted contributions
are removed.

Figure 3 shows an example of the spectral data cleaning method. In this example,
a random spectrum is used (Figure 3a). A BPF removes absorption and electronic noise
of the original spectrum. As a result, any frequency contributions below the HPF and
above the LPF are removed (Figure 3b). Then, the spectrum is evaluated in blocks to
identify unwanted contributions from tripod vibrations and erratic spikes. This process is
performed from low to high frequencies (Figure 3c). As shown in Equations (15) and (16),
the criteria to categorize an unwanted contribution will depend on the frequency threshold
(FT). Thus, a corrected spectrum without electronic noise, absorption, erratic spikes, and
unwanted contributions from tripod vibrations is obtained (Figure 3d).
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mated using the inverse fast Fourier transform (IFFT). The spectral cleaning method was 
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Figure 3. Example of the spectral data cleaning method used to filter erratic spikes and tripod
vibrations contributions: (a) original spectrum; (b) spectra removed after the high pass filter (HPF)
and low pass filter (LPF), as well as the spectrum without electronic noise and absorption; (c) data
blocks used to analyze the outliers, description of the frequency threshold (FT), data block where
tripod vibrations result in a peak in the variance (red), and data block where an erratic spike exist
(green); and (d) cleaned spectrum.
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From the cleaned spectrum, the variance of the signal is calculated using the integral
of the spectrum curve, as the spectrum is scaled such that the area under the spectrum
is proportional to the signal variance. Furthermore, the corrected signal time series is
estimated using the inverse fast Fourier transform (IFFT). The spectral cleaning method
was performed using a time step of 30 min to obtain the clean variances and signals for
computing the heat fluxes. The entire dataset (9 January 2019 and 17 January 2019) was
considered with the aim of analyzing the proposed method effectiveness for removing
unwanted contributions with statistical significance, for which the scintillometer heat fluxes
are presented before and after the cleaning process using the Hill [16] method. In the results
presented below, we used different dates for the analysis, depending on the quality of the
collected data.

2.5. OMS Sensitivity to Selected C2
T-C2

q Methods and MOST Analysis

This section aims to compare the estimations of H and LvE based on the choice of the
different theoretical methods assessed, i.e., the standalone LAS [15], the Hill [16] method,
the Lüdi et al. [17], and the hybrid [18] methods, as well as on the choice of the MOST
similarity functions. The day with the best-quality data (9 January 2019) was selected to
compare the results to those obtained with EC.

The scintillometer theoretical method that best agreed with the EC measurements
was chosen to perform the sensitivity analysis of the MOST similarity functions. For this
analysis, the functions presented in Table 1 were used. Furthermore, new MOST similarity
functions were proposed for the conditions observed in the vineyard by iterating cT1 for
obtaining H. Once the best agreement between HEC and HOMS was found, cq2 was modified
until finding the best agreement between LvEEC and LvEOMS.

3. Results
3.1. EC Fluxes and OMS Fluxes Prior to Spectral Cleaning

The H and LvE measured by the EC and OMS using the Hill [16] method to link C2
n

to C2
T and C2

q are presented in Figure 4. Both measuring systems show that flux partition-
ing was slightly tilted towards H, but H and LvE were roughly of the same magnitude
throughout the campaign. The fluxes measured by the EC system were consistent with
measurements performed in similar study sites with an EBR of 0.82 and energy balance
correlation slope of 0.63 with R2 = 0.95. Even when the EC energy balance closure slope
was relatively low (0.63), it was within values reported in other studies [11,13,50–53]. For
instance, in a semi-arid area of China, the closure slope ranged between 0.52 and 0.90 [50],
whereas values between 0.50 and 0.88 were reported in a semi-arid area of South Africa [51].
These imbalances are generally due to an overestimation of the available energy, mea-
surement errors due to instrumentation or sampling problems, and soil and canopy heat
storage [52,53]. For this reason, the EC imbalance reported in this study site is within an
acceptable range. After 10 January 2019, the scintillometer fluxes were unrealistic, as (1) at
specific times, the OMS-fluxes were much larger than the solar constant (~1360 W/m2 [46]);
(2) the OMS-fluxes were much larger than the EC-based fluxes; (3) the OMS-fluxes were
generally larger than the available energy (Rn − G); and (4) the large values of H and LvE
resulted in an EBR of 2.95 and an energy balance correlation slope of 2.10, with R2 = 0.69
(Figure 4), which are extremely large values. Moreover, when comparing the original OMS
fluxes with the EC measurements, an NSE’s of −6.59 and −23.34 were found for H and
LvE, respectively, which indicate a bad OMS performance. Thus, Figure 4 suggests that an
analysis of the raw scintillation data, average signal, and variances is needed to understand
the unrealistic OMS heat fluxes magnitudes.
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Figure 4. Original heat fluxes measured by the EC system and the OMS: (a) sensible heat flux
(H); (b) latent heat flux (LvE). The OMS fluxes were obtained using the Hill [16] method. The
available energy (Rn − G, in W/m2) measured by the meteorological station is also shown. The
green background highlights the results obtained for 9 January 2019, which were used to analyze the
effectiveness of the different theoretical methods and of the MOST similarity functions; (c) energy
balance closure for the EC system; (d) energy balance closure for the OMS system. The dots in the
energy balance closure corresponds to the 30-min values of (Rn − G) and (H + LvE).

The averaged signal is a good indicator of the signal quality, since it is expected to
be constant in time. Figure 5a shows an analysis of the averaged scintillometer signal
intensity expressed as ln(I/Iavg). There were evident deviations from the average signal
from 10 January 2019, which both increased and decreased, causing fluctuations around
the signal mean value. These deviations occurred during the afternoons, coinciding with
the hours where the study site presented elevated wind speeds (>2 m/s). Unstable tripods
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could have caused slight vibrations of the towers as a consequence of the wind, adding
unwanted contributions to the signal. It also might have caused a temporal misalignment
that could be seen from the average signal and from large variances shown in Figure 5b.
This temporal misalignment between the scintillometers’ transmitter and receiver refers to
the fact that the signal fluctuations measured by the receiver were captured on the edge of
the equipment, because it was installed that way during the alignment process. Therefore,
when high wind speeds reached the scintillometers, tripods vibrations caused an increase of
the signal fluctuations as the light beam was constantly in and out of focus, overestimating
the variances measured on the receiver and, consequently, the heat fluxes.
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Figure 5. (a) Original LAS and MWS signals expressed as ln(I/Iavg) along with wind speed measured
during the field campaign; (b) Original LAS and MWS signal variances along with LAS–MWS
covariance measured by the receiver during the field campaign. The green background highlights
the results obtained for 9 January 2019, which were used to analyze the effectiveness of the different
theoretical methods and of the MOST similarity functions.

As shown in Figure 5a, the average signal deviated when wind speeds surpassed
~2 m/s. Therefore, wind flow possibly made the tripods vibrate due to their unstable con-
dition. The original variances of the signals also presented the same behaviour (Figure 5b).
From 10 January 2019, high variances were reached at the time when signal deviation
due to elevated wind speeds occurred. Thus, average signal deviations and high signal
variances were related. The largest signal deviation was detected during 10 January 2019.
However, it coincided with an alignment process performed at 10:19 LT, where the field
team manipulated the scintillometers. Note, also, that during nights, where wind speeds
were low, OMS and EC measurements agreed (Figure 4).

3.2. OMS Results after Spectral Cleaning
3.2.1. OMS Spectra

A spectral analysis of the data using 30-min ranges was carried out to highlight the
influence of unwanted contributions. Figure 6 presents two examples of the data obtained
during the field campaign used to illustrate the filtering procedure (Figures 2 and 3).
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Figure 6. (a) Filtering method illustrated for the LAS signal for the day of 10 January 2019 between
13:00 and 13:30 (left) and for the day of 11 January 2019 between 17:30 and 18:00 (right). (a,f): LAS
signal expressed as ln(I/Iavg). (b,g): original spectrum. (c,h): spectrum with electronic noise and
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as ln(I/Iavg).

The first example is depicted in the left side of Figure 6. The raw 1 kHz LAS signal
intensity, expressed as ln(I/Iavg), obtained on 10 January 2019 between 13:00 and 13:30 LT is
shown in Figure 6a. Only the LAS signal is presented, as it was the signal most affected
by the wind fluctuations. Figure 6b depicts the original spectrum related to the previous
signal, where interesting features were observed. First, most of the energy was located
between 1 and 50 Hz. Second, absorption fluctuations were occurring at frequencies lower
than 0.1 Hz. Third, spectrum peaks at ~2 Hz suggest that tripod vibrations could have been
occurring, as these typically have a natural frequency between 1 and 3 Hz [47,48]. Thus, the
frequency threshold (FT) was defined as 2 Hz. The filtered spectrum where electronic noise
and absorption were removed is presented in Figure 6c, in which the contributions from
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frequencies below 0.1 Hz and above 100 Hz were eliminated. The spectrum filtered with
the approach proposed in this study is shown in Figure 6d, where the erratic peak at ~2 Hz,
which was associated to tripod variations, was eliminated. However, the erratic spike and
tripod vibrations filter created artificial peaks from the random process. Figure 6e shows
the corrected LAS signal, in which the mean value remained constant. In this example, the
erratic spike filtering process was not as important as the electronic noise filtering process.

The second example is presented in the right side of Figure 6. Figure 6f shows the
original LAS signal, also expressed as ln(I/Iavg), obtained on 11 January 2019 between 17:30
and 18:00 LT. Figure 6g shows the original spectrum, where most of the energy was located
between 2 and 7 Hz. For this case, the contribution from tripod vibrations was prominent,
making the spectrum reach variances of 2.5. Spectrum peaks located between 2 and 3 Hz
suggest again that tripod vibrations could be occurring. Unlike the previous example, the
filtered spectrum without electronic noise and absorption (Figure 6h) did not show consid-
erable differences with Figure 6g, as no contributions from frequencies below 0.1 Hz and
above 100 Hz were detected. However, Figure 6i shows that the tripod vibrations’ filtering
process had an impact on the spectrum, where the maximum values of the spectrum in
the frequency range (i.e., the variances) were reduced from approximately 2.5 to 0.8 (note
the change in scale of the vertical axis between Figure 6h,i). Figure 6j shows the corrected
LAS signal, in which the mean value also remained constant, but less fluctuations around it
were observed. In this example, unwanted contributions from tripod vibrations were more
important than absorption from low frequencies. Thus, wind speed considerably affected
scintillometer heat fluxes estimations by producing unwanted contributions from tripod
vibrations but also by additional fluctuations due to misalignment.

3.2.2. OMS Variances and Fluxes

The variance and covariance of the LAS and MWS scintillometer signals were com-
puted from the corrected signal as the area under the spectrum (Figure 7). This analysis
helps to quantify how much of the unwanted contributions correspond to electronic noise
and absorption and how much correspond to high wind speeds and bad alignments.

The spectral cleaning method reduced unwanted contributions, since signal variances
(Figure 7a,b) and covariance (Figure 7c) after applying each filter reached lower values.
However, the spectral cleaning method proposed in this work did not guarantee a complete
signal cleaning, as there were still large values of the variances observed between 10 January
2019 and 17 January 2019. For instance, the erratic spike of σLAS

2 during 10 January 2019,
which occurred due to an alignment of the scintillometers, was still observed. Nonetheless,
the signals were greatly improved. The LAS signal had more unwanted contributions than
the MWS signal. On one hand, the erratic spikes and tripod vibrations filter reduced the
variances more than the electronic noise and absorption filter (see LAS scintillation statistics
in Figure 7a). On the other hand, electronic noise and absorption were more relevant for
the MWS scintillation statistics (Figure 7b).

From the corrected variances, it was possible to recalculate OMS-based heat fluxes
(Figure 8). Similarly, as the original OMS fluxes, the corrected heat fluxes were estimated
using the Hill [16] method. Figure 8 and Table 2 show these fluxes and their comparison to
the results obtained from the EC system. For the corrected fluxes, H and LvE represented
62.3 and 79.6% of daily total Rn, respectively, and the EBR was now 1.78. Even when the
corrected heat fluxes had smaller magnitudes compared to the original fluxes, the cleaning
process was not enough to improve the data after the misalignment occurred (10 January
2019), as the fluxes were still too large, and both the energy balance correlation slope (1.32,
with R2 = 0.73) and NSE’s (NSEH = −0.12 and NSELvE = −6.63) still indicated an OMS bad
performance (with the exception of those observed on 9 January 2019).
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Figure 7. (a) Change in the variances obtained when filtering the LAS signal; (b) Change in the
variances obtained when filtering the MWS signal; (c) Change in the LAS–MWS signal covariance
when filtering the spectrum. The green background highlights the results obtained for 9 January 2019,
which were used to analyze the effectiveness of the different theoretical methods and of the MOST
similarity functions.

Table 2. Corrected sensible (H) and latent heat (LvE) fluxes as a percentage of net radiation (Rn). The
energy balance ratio (EBR) and NSE in comparison with EC measurements are also shown. Values
obtained for the entire field campaign using the Hill [16] method.

Method H [% of Daily Total Rn] LvE [% of Daily Total Rn] EBR [-] NSE H [-] NSE LvE [-]

Eddy Covariance 35.2 29.3 0.82 - -

Original OMS 100.5 130.9 2.95 −6.59 −23.34

Corrected OMS 62.3 79.6 1.78 −0.12 −6.63
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Figure 8. Corrected OMS fluxes after the spectral filtering process for (a) sensible heat; (b) latent
heat. The green background highlights the results obtained for 9 January 2019, which were used to
analyze the effectiveness of the different theoretical methods and of the MOST similarity functions;
(c) energy balance closure for the OMS system. The dots in the energy balance closure corresponds to
the 30-min values of (Rn − G) and (H + LvE).

3.3. OMS Sensitivity to Selected C2
T-C2

q Methods and MOST Analysis

To isolate the effect of tripod vibrations on the OMS signal without having data
influenced by the temporal misalignment, the effectiveness of the different theoretical
methods and the MOST analysis was performed using the best-quality data obtained on
9 January 2019. Figure 9 presents the heat fluxes (left side) and energy balance closure (right
side) obtained by the EC and estimated from the OMS original fluxes using the Hill [16]
method and the corrected OMS fluxes using the four theoretical methods for 9 January
2019. Table 3 shows the heat fluxes as a percentage of Rn, as well as the EBR. Note that
an EBR = 1.00 for the standalone LAS [15] method occurred, because LvE is derived as a
residual of the energy balance.
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Figure 9. Characterization of the surface energy fluxes measured with the EC system and the
scintillometers for 9 January 2019. Left: temporal daily evolution of Rn − G, H, and LvE measured
with the EC (a) and estimated with the original raw data from the OMS (b); standalone LAS [15]
method (c); the Hill [16] method (d); the Lüdi [17] method (e); and the hybrid [18] method (f). Right:
energy balance closure for each of the temporal evolutions presented at the left side of the figure. The
black-dashed line corresponds to the 1:1 line, the red line is the fitted line from orthogonal regression,
and the dots correspond to the 30-min values of (Rn − G) and (H + LvE).
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Table 3. Sensible (H) and latent heat (LvE) fluxes as a percentage of net radiation (Rn). The energy
balance ratio (EBR) is also shown. Values obtained for 9 January 2019.

Method H [% of Daily
Total Rn]

LvE [% of Daily
Total Rn] EBR [-]

Eddy Covariance 33.82 28.85 0.79

Original OMS 46.24 76.28 1.52

Standalone LAS [15] method 44.82 51.75 1.00

Hill [16] method 45.25 38.11 0.98

Lüdi et al. [17] method 46.00 31.34 0.92

Hybrid [18] method 45.46 37.21 0.97

The original H and LvE OMS fluxes for 9 January 2019 were 46.2 and 76.3% of the
daily total Rn, and the EBR was estimated as 1.52 (Table 3). The daily ET was found to be
6.07 mm. For the corrected OMS fluxes using the same approach (the Hill [16] method),
the results were more reasonable, as H and LvE were 45.2 and 38.1% of the daily total Rn,
the EBR was 0.98, and a daily ET was found to be 3.07 mm. Thus, for 9 January 2019, the
spectral cleaning process significantly reduced the LvE, and the corrected H + LvE never
surpassed Rn − G. The EC system measurements for 9 January 2019 showed that H and
LvE represented 33.8 and 28.9% of the daily total Rn, respectively, with an EBR of 0.79, and
the total daily ET was 2.29 mm. Therefore, the corrected OMS heat fluxes agreed much
better with the EC results.

To analyze the performance of the different theoretical methods, scatter plots com-
paring the EC and corrected OMS fluxes are shown in Figure 10. Table 4 summarizes the
OMS overestimations and underestimations when comparing the results to those obtained
with the EC system, while correlation slopes, determination coefficients, and NSE’s are
presented in Table 5.
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Table 4. Overestimation (+) and underestimations (-) in comparison with the EC system for 9
January 2019.

Method H [%] LvE [%]

Original 17.06 144.87

Standalone LAS [15] method 13.29 101.34

Hill [16] method 14.97 38.77

Lüdi et al. [17] method 16.72 14.29

Hybrid [18] method 15.34 34.05

Table 5. Correlation slopes, determination coefficient, and NSE coefficient between the scintillometer
methods and EC system for 9 January 2019.

Method Slope H [-] R2
H [-] NSE H [-] Slope LvE [%] R2

LvE [-] NSE LvE [-]

Standalone LAS [15] method 1.20 0.956 0.914 2.08 0.809 0.574

Hill [16] method 1.22 0.960 0.916 1.38 0.914 0.799

Lüdi et al. [17] method 1.24 0.958 0.908 1.07 0.914 0.904

Hybrid [18] method 1.23 0.958 0.913 1.31 0.914 0.822

For all methods, scintillometer measurements estimated larger values of H in com-
parison with EC results (Table 4). During the night, scintillometer methods estimated
larger negative values than EC, while during the day, they estimated larger positive values
than EC. When H was larger than 100 W/m2, a larger scatter was observed. However,
all methods showed a great performance for estimating H, with a correlation slope of 1.2,
R2 = 0.96, and NSE = 0.91 (Table 5). If H quantification was needed, the Hill [16] method
yielded similar results to those obtained by the EC system.

For LvE, a greater disagreement between the scintillometer and EC method was ob-
served, compared to the H results. This was especially true for the standalone LAS [15]
method, which overestimated LvE from the EC method by 101% (Table 4), with a correlation
slope of 2.08, a determination coefficient of 0.809, and an NSE coefficient of 0.574 (Table 5).
This result indicated a much worse performance of the standalone LAS [15] method com-
pared to the other methods for estimating LvE, as from the correlation slope, it is clear that
it doubled the ECLvE value. The issue with the standalone LAS [15] method was expected,
since the EC system showed an energy imbalance with an EBR of 0.79, and the standalone
LAS [15] method estimated LvE as the residual in the energy balance closure. Regarding
the other three methods, they all had the same determination coefficient (0.914; Table 5),
and all of them estimated higher values for LvE compared to EC during the day. These
three scintillometer methods yielded very similar results to those obtained by EC, with the
Lüdi et al. [17] method being the closest to EC (overestimation of 14% of LvE, as shown in
Table 4). Furthermore, the Lüdi et al. [17] method presented a correlation slope of 1.07 and
a NSE coefficient of 0.904 when compared to EC (Table 5).

The heat fluxes obtained with different MOST similarity functions are presented in
Figure 11. These fluxes were estimated with the Lüdi et al. [17] method, as this approach
better resembled the EC results (see Figure 9, Tables 5 and 6). The MOST similarity
functions proposed coefficients for cT1 and cT2 in the field campaign that were 5.5 and
15.1 and 5.6 and 1.9 for stable and unstable conditions, respectively. The proposed cq1
and cq2 coefficients were 4.5 and 1.1 and 4.5 and 9.9 for stable and unstable conditions,
respectively. Table 6 shows how much the different similarity functions applied in the
Lüdi et al. [17] method overestimated (+) or underestimated (-) the heat fluxes compared to
the EC measurements, and it compares these to the fluxes obtained when the Kooijmans
and Hartogensis [21] MOST similarity functions are used. NSE’s compared to the EC
system are also included. As shown in Table 6, the MOST similarity functions proposed



Water 2022, 14, 474 21 of 28

by Kooijmans and Hartogensis [21] were the ones that worked better for describing the
conditions observed in the vineyard (NSEH = 0.91 and NSELvE = 0.90). As expected, the
MOST similarity functions proposed in this research agreed better with EC measurements
(NSEH = 0.92 and NSELvE = 0.91), as this was the main aim of developing them.
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Figure 11. Sensible (H) (a) and latent (LvE) (b) heat fluxes estimated using different MOST similarity
functions for 9 January 2019. The inset shows the Daily ET estimated using the different MOST
similarity functions.

Table 6. Overestimation (+) and underestimations (-) of OMS heat fluxes using the Lüdi et al. [17]
method compared to EC measurements and compared to using the MOST similarity functions
proposed by Kooijmans and Hartogensis [21]. NSE’s are included for method comparison with
EC measurements.

Eddy Covariance Kooijmans and Hartogensis [21]

Method H [%] NSEH [-] LvE [%] NSELvE [-] H [%] LvE [%]

Kooijmans and Hartogensis [21] 16.72 0.908 14.29 0.904 - -
Andreas [31] 25.28 0.876 17.72 0.897 7.35 2.79

De Bruin et al. [37]/Hartogensis
and De Bruin [38] 41.86 0.816 24.25 0.884 20.62 7.59

Li et al. [26] 37.21 0.843 27.66 0.848 15.92 12.65
Wyngaard et al. [36] 30.61 0.858 19.86 0.894 11.60 4.36

Proposed in this work −5.19 0.923 12.48 0.912 −20.11 −2.71

4. Discussion

Scintillometer-based heat fluxes can be strongly altered when wind currents affect
the measurement’s physical setup. In this work, the unrealistic heat fluxes, obtained prior
to reprocessing the scintillometer data, were mostly due to deviations on the average
signal produced when wind caused tripod vibration. As our spectral analysis showed
unwanted contributions at different frequencies, a spectral filtering method was used to
remove unwanted contributions due to electronic noise, absorption, and erratic spikes, and
it was extended to remove the effect of tripod vibrations, which was the novelty of this
work. Removing tripod vibrations fluctuations has not been widely addressed before, as
removing unwanted contributions from in between the optical and microwave frequencies
used by scintillometers to estimate H and LvE is challenging. However, they can easily
double the magnitude of σln

2
(I), strongly influencing the resulting heat fluxes. Even when

the spectral data cleaning method proposed in this work will not always be perfect, as
it uses a probabilistic approach to remove unwanted contributions to the scintillometer
signal, the corrected variances were more realistic (Figure 7) after filtering the data, and the
corrected H and LvE agreed much better with the results obtained by the EC system (see
Figures 4 and 8).

In addition to performing the spectral cleaning of the raw data to remove unwanted
contributions to the signal, our analysis showed that to estimate the scintillometer-based
heat fluxes, it was important to analyze which theoretical method and MOST similarity
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function were best suited for each field campaign. As most of the previous investigations
available in the scientific literature deal with H measurements [34,54–56], this analysis was
crucial when estimating LvE (and, consequently, ET).

On one hand, the four theoretical methods evaluated in this work agreed fairly well
with the sensible heat measured by the EC system (HEC), with the Hill [16] method achieving
the best results (Figure 10a). The R2 values related to H were higher than 0.95, the NSE’s
were 0.91 for all the methods, and the correlation slope between the scintillometer-based
H and the HEC were between 1.20 and 1.24 (Table 5). These metrics agree with results
presented in the literature [10,16,39–41]. On the other hand, the selection of the method for
scintillometer-based LvE (ET) estimations can lead to considerable differences. As shown
in Figure 10b, the LvE estimated using scintillometer methods showed more dispersion
when compared to LvE measured by the EC system (LvEEC), with the Lüdi [17] method and
the standalone LAS [15] methods providing the best and worst results, respectively. Note
that a worse performance of the standalone LAS method [15] was expected, since using
only a LAS to compute LvE will always lead to errors when significant energy imbalances
are present. The R2 values related to LvE were 0.91 for all the methods, and the correlation
slope and NSE coefficient between the scintillometer-based LvE and LvEEC were between
1.07–1.38 and 0.79–0.9, respectively, with the exception of the standalone LAS method,
which reported values of R2 = 0.81 and NSE = 0.57 (Table 5). Few studies comparing OMS
and EC results exist in the scientific literature. Meijninger et al. [19] investigated OMS
measurements over a heterogeneous terrain that consisted of forests (43%), agricultural
fields and meadows (45%), lakes (7%), and small built-up areas (5%) in a cool temperate
climate region. They installed their scintillometers above the blending height and found
an R2 of 0.87 between LvE estimates obtained with an OMS and an EC, with a correlation
slope of 1.26. Yee et al. [13] measured heat fluxes in an arid region dominated by perennial
tussock grasses, and they found poor agreement for LvE, with correlation slopes ranging
between 3.19 and 4.44 compared to LvEEC.

Understanding the factors that lead to differences between OMS and EC measurements
is important. First, there is a footprint difference, as scintillometers usually cover larger
areas than an EC [56]. Second, EC systems cannot capture energy fluxes from larger eddies
or from secondary circulations that do not touch the ground or that are stationary over
the same terrain structures that generate them, i.e., bypassing the EC system [52,56]. Thus,
methods that use spatial averaging, such as scintillometers, may exhibit a tendency to
better close the energy balance, which was observed in the present research (Table 3). Third,
uncertainties related to the input variables of scintillometer methods can affect the resulting
scintillometer-based heat fluxes. These uncertainties depend on the spatial variation of the
input variables along the scintillometer path, as well as on systematic error. According to
Hartogensis et al. [35] and Yee et al. [13], the input variable that has a great impact on the
results is the effective height. Therefore, care must be taken when measuring the vertical
distance between the light beam and the surface in which the measurements are being
carried out.

Moreover, the different scintillometer theoretical methods also cause discrepancies
between the estimated surface heat fluxes. These differences can be related to rTq, which
can lead to inaccurate assignment of the structure parameters of temperature and hu-
midity [13,17,57]. For instance, using precise rTq values allowed Lüdi et al. [17] to reach
an average reduction of 13% on C2

q , implying that LvE fluxes were overestimated when
assuming perfect correlation. Furthermore, Wesely [30] and Leijnse et al. [58] demonstrated
that uncertain values for rTq can cause larger errors in flux estimates for dry conditions,
which was also reported by Yee et al. [13] and Alfieri et al. [59]. For our study site, the exact
computed value of rTq did not result in significant changes in the H estimation. However,
this was not the case when estimating LvE, where the large differences in LvE occurred
when the sign of rTq differed between methods during daytime. Meijninger et al. [19]
explains that C2

q is more sensitive than C2
T due to a non-local effect when the fluctuations

of T and q are not correlated; hence, rTq measurements have an important impact on C2
q
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(and, therefore, on LvE), whereas C2
T shows no considerable response to rTq values. Thus,

understanding the rTq behaviour is complicated. As rTq indicates the correlation between T
and q fluctuations, it does not directly specify the sign of H and LvE; rather, it specifies the
sign of the Bowen ratio. Thus, an additional assumption to estimate heat fluxes is needed
for the scintillometer theory. Generally, LvE is assumed to be always positive, and H defines
the sign of rTq. Despite this, sometimes when there is mist or dew on the surface given
by water vapor in the atmosphere at night, LvE can be slightly negative (although very
close to zero). This highlights the importance of performing a spectral cleaning before
obtaining the meteorological structure parameters and rTq that will be used to determine
scintillometer-based H and LvE.

MOST functions can also explain differences between the EC and OMS measurements.
In this study, the similarity functions reported by Kooijmans and Hartogensis [21] for
estimating H and LvE resulted in a good agreement between EC and OMS measurements
(NSEH = 0.91 and NSELvE = 0.9). However, the different similarity functions used to
determine LvE resulted in differences of ±12% between the two methods. Scintillometer-
based estimations were improved by proposing new coefficients, which were based on the
Kooijmans and Hartogensis [21] MOST similarity functions. Note that the larger sensitivity
of C2

q compared to C2
T described by Meijninger et al. [19] can also be inferred by the large

variability of the parameters that define the MOST similarity functions (see Table 1). Hence,
similarity functions can yield inaccuracies, especially for LvE (and ET) quantification. In the
absence of MOST similarity functions developed for a specific site, the authors recommend
using the functions developed by Kooijmans and Hartogensis [21], as they are based on
11 field campaigns and have higher probabilities to function better in any study area. Finally,
it is important to note that the analysis of the different MOST similarity functions was
performed with one day of data. Therefore, more data should be collected and analyzed to
strengthen our conclusions.

5. Conclusions

This investigation demonstrated that tripod vibrations that might be caused by high
wind speed can strongly increase scintillometer-based heat fluxes, to the point of reaching
unrealistic values of H and LvE (and, consequently, ET). A high wind speed can alter
scintillometer data through (1) tripod vibrations, (2) misalignments due to LAS and MWS
movement, and (3) electronic noise and absorption contributions to the signal. Therefore,
reprocessing scintillometer data through the spectral analysis proposed in this work is an
important step for computing scintillometer-based heat fluxes. Therefore, future researchers
who face partially damaged scintillometer signals can resort to this method and recover
the data through the cleaning method proposed in this research by evaluating the signal
spectrum and determining the a, b, and FT parameters from the spectral data cleaning
method for their own dataset.

This research also found that the selection of the scintillometer theoretical method and
the MOST similarity functions affected the resulting heat fluxes. On one hand, it was found
that H estimations were less sensitive to the selection of the theoretical method, compared
to the LvE (and ET) estimations. The LvE estimates were sensitive to how rTq was calculated,
which explained the larger variability observed in these estimates. The Lüdi method LvE
estimates were closer to those obtained with the EC system, overestimating them in 14%,
with a correlation slope of 1.07, a coefficient of determination of 0.91, and an NSE of 0.90.
On the other hand, differences of ±12% in LvE were found when using different MOST
similarity functions. Our results show that the Kooijmans and Hartogensis [21] functions
were accurate for describing the vineyard at our study site, as they were developed using
data from 11 different field campaigns. Nonetheless, new proposed similarity functions
yielded better results for the vineyard in Pirque, as they were site-specific. Thus, it appears
that the MOST coefficients found in this research can be used in other studies where
meteorological conditions and the terrain are similar to the present case. However, in
general, it is recommended to adjust coefficients specific to the study site.
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As the scintillometer-based ET fluxes strongly depend on the quality of the raw
data, it is strongly recommended to apply the spectral cleaning method, as it greatly
improves scintillometer data. Furthermore, it is important to understand the limitations
and differences between the different theoretical methods and similarity functions used by
scintillometry, as their selection has an impact on rTq values and, thus, on LvE, which is
relevant when quantifying ET through the scintillometer theory.
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Abbreviations

Acronyms
BPF Band pass filter
EBC Energy balance closure
EBR Energy balance ratio
EC Eddy covariance
ET Evapotranspiration
FT Frequency threshold
HPF High pass filter
IFFT Inverse Fourier fast transform
LAS Large aperture scintillometer
LPF Low pass filter
MAD Mean absolute deviation
MED Median
MOST Monin-Obukhov similarity theory
MWS Microwave scintillometer
NSE Nash-Sutcliffe efficiency
OMS Optical microwave scintillometer
Variables and constants
σ2

ln(I) Signal intensity variance
C2

n Refractive index structure parameter
C2

q Specific humidity structure parameter
C2

T Temperature structure parameter
CTq Temperature-humidity correlation structure parameter
H Sensible heat flux
LvE Latent heat flux
Rn Net radiation
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G Ground heat flux
lopt Optical range wavelength
lmw Microwave range wavelength
copt, cmw & copt,mw Constants for optical, microwave and optical-microwave
L Path length
D Optical scintillometer diameter
F Fresnel length
T Temperature
Q Specific humidity
Ai Dimensionless coefficients
cp Specific heat at constant pressure
β Bowen ratio
rTq Temperature-humidity correlation
r Air density
u* Friction velocity
z Beam effective height
d Zero-plane displacement
fC2

x
MOST universal similarity functions

LO Obukhov length
κ von Kármán constant
T* Scaling temperature
Sf Value of the spectrum in a frequency range
R2 Coefficient of determination

Appendix A. Footprint Analysis

Figure A1 demonstrates that the footprint of the EC and the OMS systems covered the
same type of vegetation and did not extend beyond the vineyard.
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Figure A1. Footprint generated using data under unstable atmospheric conditions on 9 January at
16:00 using the Kljun et al. [23] method.
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