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Abstract

:

The vertical distribution of debris flow profile velocity is the key to studying debris flow, impulse and the sediment carrying process. At present, the linear distribution model based on flume test results cannot describe the vertical distribution of debris flow velocity effectively due to the limitation of measurement methods. In this paper, the smooth particle hydrodynamics (SPH) numerical model based on the Herschel–Bulkley–Papanastasiou (HBP) constitutive model is utilized to invert the three-dimensional dynamic process of debris flow based on a large-scale debris flow flume experiment. With a hierarchical statistical approach, a huge number of particle velocity data were analyzed and processed to obtain the vertical distribution law of velocity. We proposed a nonlinear vertical distribution model of debris flow velocity based on logarithm function accordingly. We also applied the proposed model to the existing debris flow entrainment estimation framework. A flume dam break test case was inverted to verify the performance of erosion calculations. The results show that the numerical simulation results of erosion depth are close to the experimental values. The error percentage of maximum erosion depth is 4.1%. The average error percentage of erosion depth simulation results is 15.5%.
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1. Introduction


Debris flow is a non-Newtonian fluid mixed by mountain sediment and water. The vertical distribution of debris flow velocity is as remarkable as that of water flow [1,2,3]. Many studies indicate that understanding and predicting the erosion behavior and impact force of debris flow is dependent on the vertical distribution of flow velocity, which represents the correlation between flow depth and flow velocity [4,5,6].



A previous study shows that the base velocity of fluid must be obtained to calculate the erosion amount of debris flow, which is difficult to measure directly through experiments and can only be calculated using the vertical distribution of velocity and the overall average velocity [5]. In impact force calculation, since the impact force of a debris flow is proportional to the square of flow velocity, the vertical distribution of flow velocity results in uneven impact force depth direction [7]. At present, the distribution of impact force is not considered in the design of structures such as sand barrier dams and bridge piers, which makes the structure bear uneven force in debris flow disasters, leading to the disaster cases of structural failure of prevention engineering in recent years. As a result, determining the vertical distribution of debris flow velocity is pivotal for analyzing the dynamic process of debris flow and designing prevention and control engineering.



The study of vertical distribution of debris flow velocity primarily uses field prototype observation and model testing currently. Through field observation, Iverson et al. [8] and Tecca et al. [9] proposed a transverse asymmetric distribution of the surface velocity of debris flow fluid, in which the velocity in the middle of the fluid is greater than on both sides. This phenomenon can be explained in part by the Manning–Strikler equation, that flow depth along the thalweg is usually greater than both sides, leading to a greater velocity according to Ferguson [10]. In the aspect of studies on vertical distribution, Johnson et al. [2] also observed that the flow velocity of debris flow was much higher in the vertical distribution on the free surface of fluid than at the bottom. However, it is challenging to collect debris flow velocity in field observation since debris flow typically happens without warning and lasts only a few seconds. Hence, many researchers use the laboratory flume test to investigate the vertical distribution of debris flow velocity [11,12]. Some remarkable studies can be referred to, e.g., Takahashi [13,14] measured the velocity profile of debris flow in a flume test for the first time, and deduced that the velocity distribution presented a power-law relationship based on the Bagnold model. Egashira et al. [15], Hotta et al. [16] and Drago et al. [17] confirmed the distribution characteristic of debris flow that the velocity on the free surface is higher than on the bottom, and proposed various linear distribution models to fit the measurement results. Generally, the linear model is able to represent the velocity distribution feature through flow depth; however, as we demonstrated in our previous study [18], the linear model shows obvious error at the free surface and the bottom of the fluid.



In general, there are few experimental studies on the vertical distribution of debris flow velocity. On one side, the dynamic process of debris flow is complicated. The particle size of the solid phase is complex since it is a two-phase mixed fluid. Perfect gradation sand and gravel are frequently used in experiments to simulate debris flow, which makes it difficult to portray the complicated rheological properties of debris flow. On the other hand, in experiments it is difficult to precisely collect fluid velocity at different flow depths due to the limitations of equipment and setup conditions. For example, concerning particle image velocimetry (PIV), which is suitable for transparent media such as flood, it is difficult to observe the internal flow state of the opaque fluid of mud and sand such as debris flow. It is difficult to restore the vertical distribution of debris flow velocity because only a few sampling points can be established in a section to collect data due to the large equipment volume of the commonly used stratified current meter.



Due to the aforementioned challenges, the linear distribution model developed by Iverson et al. [4] is currently widely used in the existing vertical distribution model of flow velocity [19]. The vertical profile of debris flow velocity is assumed to follow the law:


  v  ( y )  =  [   (  1 −  s 1   )  + 2  s 1   y h   ]   v  m e a n    



(1)






   v  b o t   = v  ( 0 )  =  (  1 −  s 1   )   v  m e a n    



(2)




where    v  b o t     is the basal velocity for the debris flow,    v  m e a n     is mean velocity of flow in depth,    s 1    is the linear distribution parameter. When    s 1  = 0  , it indicates that the fluid flows up and down at constant velocity; when    s 1  = 1  , it means that the velocity in the whole fluid changes linearly with the depth. The empirical distribution coefficient    s 1    is incorporated into the model in order to produce better velocity fitting results, and the recommended value range for    s 1    is 0.25 to 0.75 [4]. The sensitivity is strong since the velocity values at different depths are linearly correlated with the coefficient. In a previous study, we discovered that    s 1  = 0.5   yielded the best-fitting flow velocity distribution [5]. In essence, the vertical linear distribution model of debris flow velocity incorporating empirical distribution coefficient    s 1    is a velocity adjustment along the flow depth direction based on the average velocity of the cross-section. Even if the fitting results are good in the middle of the fluid, it will generate large errors near the free surface and at the bottom [20]. So, in general, velocity distribution characteristics of debris flow fluid in the direction of flow depth are more comparable to nonlinear distribution, as shown in recent research on velocity distribution of two-phase flow and debris flow [21,22].



Recently, numerical simulation has been applied to the study of various fluid phenomena [23,24,25]. A significant number of velocity data in the flow depth direction are required for nonlinear regression analysis of the vertical distribution of debris flow velocity. Numerical simulation provides an effective means to obtain these velocity data. The 3D smooth particle hydrodynamics approach (SPH) based on a high number of discrete particles can reproduce the dynamic process of debris flow from a 3D perspective [26,27,28,29,30].



Traditional numerical studies of debris flow mostly use the shallow water wave assumption to 2D simplify the Navier–Stokes equations in a Euler grid and conduct a finite difference solution. While it is possible to obtain a complex three-dimensional terrain on debris flow velocity and time-varying flow depth distribution, the fluid velocity profile cannot be analyzed [31,32,33]. The 3D discontinuous large deformation analysis technique (DDA), particle flow code simulation (PFC) and other methods are limited by the constitutive model and can only simulate debris flow as pyroclastic flows and cannot replicate the real flow characteristics [6,34,35,36,37]. Due to its particle features, the three-dimensional SPH method has a significant advantage over the classic grid method in resolving the velocity field of a fluid segment. While debris flow fluid mass is regarded as a set of discrete particles, its behavior may be described simply by solving the Navier–Stokes equation, eliminating the need for depth integration and the shallow water hypothesis.



Many previous studies have substantiated that the SPH method shows a better performance for simulating laminar flow with low Reynolds number, while it may be insufficient to resolve turbulent flow with high Reynolds number, e.g., Price [38] and Meister et al. [39]. In general, the Reynolds number is critical for determining the laminar or turbulent regimes of fluids. The fluidity of a debris flow varies by grain size and relative flow depth. As demonstrated by Sakai and Hotta [40], debris flow with relative flow depth of approximately 10 is entirely laminar, while it becomes partially turbulent water flow with a greater relative flow depth. In this sense, many previous studies, with respect to the SPH numerical simulation, assumed the debris flow as viscous laminar regime fluid. Some remarkable studies are Jakob et al. [41], Li et al. [42] and Huang et al. [43]. We developed a three-dimensional SPH numerical model based on the Herschel–Bulkley–Papanastasiou (HBP) constitutive model from the perspective of debris flow rheology, which effectively simulated the dynamic process of debris flow and the erosion process of loose deposits in gully beds [20,29]. The above studies demonstrate that the three-dimensional SPH approach can effectively mimic the dynamic process and flow pattern of debris flow, providing support for analyzing the vertical velocity distribution of debris flow.



Based on the previously proposed three-dimensional HBP-SPH numerical model [29], this paper reproduced the debris flow flume test conducted by the USGS in 2010 to invert the dynamic process of debris flow [1]. In addition, particle stratified statistical algorithms were used to extract the velocity distribution characteristics in the flow direction. Based on the regression analysis of a large number of velocity samples, a logarithmic function based vertical nonlinear distribution model of velocity was proposed. Furthermore, the model is applied to the calculation of debris flow erosion. A flume test is simulated by a numerical method to verify the calculation accuracy. The results show that the entrainment estimation method which integrates the nonlinear velocity distribution model can accurately calculate the erosion depth.




2. Model and Methodology


2.1. HBP-SPH Numerical Simulation Method


In the SPH method, debris flow and other fluids are treated as continuous and incompressible fluids and characterized by a set of discrete particles whose behavior can be described by solving the Navier–Stokes equation, thus providing a solution to obtain velocity fields in three dimensions. In order to simulate the dynamic characteristics of debris flow, the SPH model based on HBP constitutive model is adopted in this paper [29,30] (i.e., the three-dimensional HBP-SPH model). The HBP rheological model is expressed as follows:


   τ  α β   = 2  μ  e f f    ε  α β    



(3)






   ε  α β   =  1 2   (    ∂  v α    ∂  x β    +   ∂  v β    ∂  x α     )   



(4)






   μ  e f f   =  2  n − 1    μ B    γ ˙   n − 1   +    τ y    2  γ ˙     (  1 −  e  − m  γ ˙     )     



(5)






   τ y  = c o h + P tan φ  



(6)




where,    τ  α β     is the shear stress tensor,    μ  e f f     is the equivalent viscosity coefficient,    ε  α β     is the local strain rate tensor,    μ B    is the Bingham viscosity coefficient,  m  and  n . are the constant and power law index controlling the stress growth under different shear rates, respectively,    τ y    is the yield stress under the Mohr–Coulomb yield criterion,   c o h   is the cohesive force of soil,  φ  is the Angle of internal friction,  P  represents normal stress. The Mohr–Coulomb yield criterion is responsible for the energy dissipation when debris flow is propagating [44].   γ ˙   represents shear strain rate, which is defined as:


   γ ˙  =    2   2   ε  α β    



(7)







In the Lagrange form, the three-dimensional SPH framework integrates the HBP rheological model, and the Navier–Stokes equation composed of the momentum conservation equation effectively describes the dynamic process of debris flow.


    d  v i    α    d t   = −   ∑   j = 1  N   m j   (     P i     ρ i    2    +    P j     ρ j    2     )    ∂  W  i j     ∂  x i    α    +   ∑   j = 1  N   m j   (    2  μ  e f f i    ε i     α β      ρ i    2    +   2  μ  e f f j    ε j     α β      ρ j    2     )    ∂  W  i j     ∂  x i    β    +  g α   



(8)




where    W  i j     represents the kernel function;    v i    α    and    g α    represent particle velocity and gravity, respectively. Our previous studies [29,30] have shown that the HBP-SPH model has good applicability in the analysis of the dynamic process of debris flow and can better simulate the velocity distribution of real debris flow.




2.2. Particle Hierarchical Statistical Algorithm


After the HBP-SPH method is used to simulate the dynamic process of debris flow, the spatial positions and velocity vectors of a large number of particles at different time steps can be obtained, which provides a large number of data samples for the fitting analysis of velocity distribution at different flow depths of debris flow, where the spatial coordinate of the particle is the position of   x , y , z   in the three directions of the overall coordinate system, and the velocity vector can also be resolved as the velocity component of   x , y , z   in the three directions of the overall coordinate system.



Since the flow direction of debris flow is not parallel to the  X  axis of the overall coordinate system, the particle data directly derived cannot be used to draw the profile directly. In order to facilitate the study of the vertical distribution of velocity of debris flow, it is often necessary to convert the coordinate system to convert the obtained particle data into the following coordinate system: The    X ′   . axis is parallel to the flow direction of debris flow and is positive in the forward direction of debris flow; the    Z ′    axis is upward in the vertical flow direction. We use the following formula to coordinate conversion operations.


   [      x ′       y ′       z ′      ]  = R  (   θ x   )  R  (   θ y   )  R  (   θ z   )   [     x     y     z     ]  −  [       x  c e l l          y  c e l l          z  c e l l        ]   



(9)







Here, for the general tilting flume test, the following calculation formula applies.


   R  (   θ x   )  =  [      cos (  θ x  )    0    − sin (  θ x  )      0   1   0      sin (  θ x  )    0    cos (  θ x  )      ]       R  (   θ y   )  =  [     1   0   0     0    cos (  θ y  )     sin (  θ y  )      0    − sin (  θ y  )     cos (  θ y  )      ]       R  (   θ z   )  =  [     1   0   0     0   1   0     0   0   1     ]    



(10)







Similarly, the following formula is used to change the direction of the velocity. As a vector, it does not need to translate the velocity but to change its direction.


   [       v x ′         v y ′         v z ′       ]  = R  (   θ x   )  R  (   θ y   )  R  (   θ z   )   [       v x         v y         v z       ]   



(11)







The fluid depth in the section is then counted. Particles located within a certain width of the target cross-section are screened first, that is, the    x 0    coordinate of the direction of the debris flow along a selected section and the width range   w i d t h   of the selected statistical particles. The particle in scope can be determined by the coordinate condition   w i d t h / 2 ≤   x ^  ′  ≤ x _ 0 + w i d t h / 2   to determine whether the particle is within the selected cross-section. Then, the maximum Z-coordinate of the particles within the range was counted as the flow depth  h  of the target position.



As for the particle data within the section range, the velocity profile cannot be drawn directly because the particles do not really exist in the same section and there may be multiple particle velocities at the same height, it is necessary to conduct stratified statistics according to the depth position in the flow depth direction of    z ′    and calculate the flow depth and average velocity of each layer. This requires first obtaining the maximum and minimum depth of particles in the scope.


    Z  m a x   = m a x  (    z ′  1  ,     z ′  2  , … ,   z ′  n   )        Z  m i n   = m i n  (    z ′  1  ,     z ′  2  , … ,   z ′  n   )    



(12)







To make the data more obvious and easier to analyze, the coordinates of the highest and lowest points are rounded according to the single-layer height    z  s t e p    , and the rounded coordinates of the highest and lowest points are labeled    Z  m a x  ′    and    Z  m i n  ′   .


    Z  m a x  ′  = i n t  (     Z  m a x      z  s t e p     + 1  )  ×  z  s t e p         Z  m i n  ′  = i n t  (     Z  m i n      z  s t e p      )  ×  z  s t e p     



(13)







The average height of the  i  layer is then:


   z i  =  Z  m i n  ′  +    z  s t e p   × i  2     (  i = 1 ,   2 , … , n  )   



(14)




where    z  s t e p    . represents the single layer height of particle layering, and  n  represents the number of particle layers.


  n =    Z  m a x  ′  −  Z  m i n  ′     z  s t e p      



(15)







The entire number of particles    N  s u m , i     in layer  i  should be counted in order to calculate the average velocity of layer  i .


   N  s u m , i   =  ∑   (   z i  −    z  s t e p    2  ≤  x ′  ≤  z i  +    z  s t e p    2   )   



(16)







Calculate the sum of the velocity components of the particles in layer  i  along the flow direction    V  x , s u m , i    .


   V  x , s u m , i   =   ∑   j = 1    N  s u m , i      v x ′   



(17)







Finally, calculate the average velocity of the particles in layer i.


   V  x , a v g , i   =    V  x , s u m , i      N  s u m , i      



(18)







After processing, the average velocities of particles in the    X ′    direction of different deep flows and their corresponding heights are obtained to draw velocity profiles. The average velocity is taken as the abscissa and the flow depth as the ordinate. In this section the velocity statistics method has been implemented in Python. The schematic diagram of the statistical method of section velocity is shown in Figure 1.





3. Numerical Simulation of Flume Test of Large Debris Flow


3.1. HBP-SPH Numerical Simulation


In order to analyze the vertical distribution of debris flow velocity, the SPH method based on the HBP constitutive model was used to conduct numerical simulation experiments on the large-scale flume test case of the USGS [1]. In the experiment, the straight concrete channel was 95 m in length and 2 m in width, and the channel was inclined at an angle of 31° from the horizontal. A series of large-scale flume tests of debris flow were carried out to explore the complex dynamic process of debris flow. By changing the volumetric water content of the bed sediment, a total of 10 groups of tests were completed, including two control tests without setting up the sediment layer. In addition, pore water pressure sensors, flow depth sensors and erosion sensors were installed at observation point x = 32 m, and several groups of erosion sensors were also set up from x = 13 m to x = 43 m. In the above 10 groups of tests, the initial volume of debris flow slurry in each group is 6 m3, and the slurry of debris flow is composed of 56% gravel, 37% sand and 7% mud fine particles. The debris flow slurry in each group of tests is water saturated. The nearly tabular sediment beds averaged 12 cm in thickness and covered the uniformly sloping flume bed from x = 6 m to 53 m, where x = 0 denotes the headgate location. According to relevant literature records [1], the debris flow slurry density is 1650 kg/m3, the number of dynamic viscous systems is 0.001Pa·s, the cohesion is 0 Pa and the internal friction angle is 40°. HBP parameters m and n are set to 100 and 1.0, respectively. Key parameters used in the numerical simulation of the debris flow flume test are summarized in Table 1. Because this experiment has been carried out with many tests on debris flow in a real scale, a large number of reliable and comparable experimental data have been obtained, which provides powerful data support for numerical simulation research.



The SPH method is used to simulate the experiment. The numerical model is shown in Figure 2. In SPH numerical simulation, the flume is treated as a boundary consisting of fixed particles. Debris flow in the gate area is also separated into a large number of moving particles. The particle model is established with the initial particle distance of dp = 0.04 m. The discretization results produced 486,694 boundary particles and 87,591 fluid particles. The total time of debris flow simulation is 25 s and the increment of each time step is 0.00001 s. It takes 48 h to complete a numerical simulation of debris flow flume test. Three groups of numerical simulations are completed in this paper.



In order to verify the accuracy of velocity simulation, we compared the time series of simulated coordinates of the front position of debris flow with the experimental data of Iverson et al. [1]. As shown in Figure 3, the flow front position in the numerical simulation is very close to that in the experimental data, which means that the overall velocity of debris flow is in good agreement with the experimental results in the numerical simulation.




3.2. Velocity Profile Result


The results of velocity distribution are shown in Figure 4, in which the particle number distribution at the x = 6.0 m section and velocity profiles of four typical time steps obtained by numerical model analysis are respectively shown. Due to the large number of fluid particles at these time points, the velocity error after stratified statistics is smaller. The results show that when timestep = 14, the flow depth reaches the position of x = 6.0 m, and the flow velocity profile presents a distribution pattern of nonlinear decrease of flow velocity from the free surface of fluid along the flow depth direction. The basal velocity is small, at about 1.2 m/s, and the velocity of the free surface is large, at about 6.2 m/s. With time passing by, the velocity profile gradually evolves from nonlinear distribution to linear distribution, and the maximum velocity decreases gradually compared with the previous. From timestep = 24 to timestep = 32, it can be seen that the bending radius of the velocity profile gradually increases and approaches a linear distribution, and the difference between the surface velocity and the basement velocity gradually decreases. The law of the flow velocity profile shows that the tangential flow velocity of fluid basically conforms to the law of increasing height from base to surface. However, a decrease of surface velocity was observed in the velocity profiles of timestep = 16 and timestep = 24, which needs further study. The maximum velocity of timestep = 16 appears at the height of h = 0.31 m, not at the fluid surface.



Figure 5 shows the velocity distribution at seven different depths from 0.1 m to 0.4 m in the velocity profile corresponding to timestep = 14. In this timestep, a total of 2487 particles were distributed in the selected section. In order to explain the distribution of particle velocity in each layer, a separate statistical analysis of the particle velocity in the 0.25 m depth layer was carried out, and the frequency distribution histogram of the velocity was drawn. Due to the large number of monolayer particles, the number of particles can be approximately regarded as the frequency, and the normal distribution curve is used to fit. It can be seen that the average velocity of each layer is distributed in the position with the maximum probability, so it is reasonable to use the average velocity to represent the velocity of single layer particles. The curve formed by the connection line of the mean velocity in Figure 5 is the velocity profile at the location of this section.





4. Nonlinear Model of Vertical Distribution of Velocity


4.1. Flow Velocity Distribution Fitting Equation


In order to clarify the regularity of vertical distribution of flow velocity in the debris flow section, a nonlinear regression analysis was carried out on the flow velocity profile at x = 6.0 m. Chen et al. [45] proposed that the velocity profile curve could be described by an exponential function based on natural numbers. However, in order to facilitate the description of flow rates at different depths, this paper needs to adopt a function model in the form of   v = F  ( y )   . Therefore, it is reasonable to choose the logarithmic function. In order to show the distribution law of velocity directly, it is necessary to exchange horizontal and vertical coordinates to draw the velocity profile. Therefore, the flow velocity is still selected as the abscissa and the flow depth as the ordinate.



Two velocity profiles with timesteps 14 and 16 were analyzed by regression analysis. The result is shown in Figure 6. It can be seen that the function equation based on logarithmic form fits the velocity profile of the three time points well. To simplify the analysis, the same logarithmic function form is adopted for the two profiles:


   v   v  m a x     = 1 + a · ln  (   y h   )   



(19)




where,   v /  v  m a x     and   y / h   represent the dimensionless values of velocity and depth after normalization. The value range is    [  0 ,   1  ]   . Let us call them   v ′   and   y ′   for the sake of statement.    v  m a x     represents the maximum flow rate at this section, and  h  represents the flow depth at this section. In Formula (19),  a  is the introduced fitting control parameter. The model assumes that the maximum velocity occurs at the free surface of the fluid. That is, the function always satisfies   v =  v  m a x     when   y = h  . The values of parameter  a  and regression index    R 2    are shown in Figure 6. It can be seen from the results that the law in logarithmic form can well fit the velocity profile when timestep = 14 and timestep = 16. The regression coefficient R2 at both moments exceeded 0.9. The validity of the logarithmic distribution model is proved.




4.2. Parameter Analysis of the Fitting Equation


In order to further explore the influence of parameter  a  on the flow velocity profile, the profiles obtained with different values were studied in this paper. The values of  a  = 0.05,  a  = 0.10,  a  = 0.15 and  a  = 0.20 were analyzed. The result is shown in Figure 7. It can be seen that, with the increase of parameter  a , the curvature radius of the curve increases gradually, and the degree of curve bending decreases gradually. The value of the dependent variable corresponding to the same independent variable decreases, and the upper part of the flow velocity profile gradually approaches linearity.





5. Application in Entrainment Estimation


In order to apply the proposed nonlinear velocity distribution model, we integrate it into the existing erosion calculation framework [5]. The framework first uses a two-dimensional SWE based on the grid method to simulate the dynamic process of debris flow, and outputs the flow velocity and flow depth data of each time step. Then, the ratio relationship between average velocity and basal velocity is calculated by integrating the nonlinear distribution model. The specific ratio relationship and schematic diagram are shown in Figure 8. Finally, the erosion rate of each time step can be calculated according to the obtained data of base velocity and flow depth. The erosion rate calculation formula used is shown below.


  E =   g h cos θ  [  tan  φ d  −  (  1 −  B d   )  tan  φ  b e d    ]     v  1 b o t      



(20)




where  g  represents the gravitational acceleration constant, which is generally 9.8 m/s2;  h  represents the depth of debris flow;   θ   represents the slope angle of the flume;   tan  φ d    represents the bulk basal friction angle of the debris-flow mass;    B d    represents the pore pressure coefficient;    φ  b e d     represents the angle of internal friction of sediment;    v  1 b o t     represents the base velocity of debris flow.



Among them, the nonlinear velocity distribution model was used to calculate    v  1 b o t    , as shown below.


    ∫ 0 1  f  ( y )  d y =  v ¯  ∗ 1         v  1 b o t   = f  (  y = 0  )          v  1 b o t   =  v ¯  ∗   f  (  y = 0  )     ∫ 0 1  f  ( y )  d y     



(21)




where   f  ( y )    represents the nonlinear model of vertical distribution of velocity,   v ¯   represents the average velocity and    v  1 b o t     represents the basal velocity of debris flow.



A dam break test was inverted to verify the proposed erosion calculation method [46]. In this dam break test, six high-speed photographic devices were used to record the flow velocity of the debris flow and the change of the flow depth at different locations at different times in detail, which provided rich and comparable data for the study. The schematic diagram of the device is shown in Figure 9. The flume is placed horizontally with a length of 6 m and a width of 0.25 m. The gate is located at the middle coordinate x = 3 m of the water tank. Before the test, debris flow slurry was injected into a 3 m wide area on the left side of the flume with an initial flow depth of 0.35 m. The sediment bed at the bottom of the flume is 0.1 m thick, and the sediment bed is composed of uniform coarse sand.



According to the data provided in reference [46],    φ d    and    φ  b e d     are selected as 12° and 30°, respectively. Since the value of    B d    is not provided, this paper adopts the Monte Carlo method proposed by Han et al. [5], and the selected base of    B d    is 0.86. The flume in this dam break test is placed horizontally, so  θ  is 0. For the value of parameter  a  in the velocity distribution model, this paper refers to the fitting value of Figure 6 and finally selected 0.2 as the value of the control parameter. The total simulation time is 1.5 s, and the selected time increment is 0.01 s.



The calculation results of erosion based on debris flow velocity distribution are shown in Figure 10. The results show that the erosion caused by the dam-break flow is mainly concentrated near the gate, i.e., x = 2 m to x = 3.2 m, and the erosion range increases gradually with time.



In order to directly illustrate the accuracy of erosion depth calculation results, erosion distribution results of simulation results and experimental data are plotted in Figure 11a. To evaluate the accuracy of the results quantitatively from a statistical point of view, the error percentage of erosion depth simulation results corresponding to each point is plotted in Figure 11b. It can be seen from Figure 11a that the simulated erosion range is in good agreement with the experimental results, which are in the range of 2.5~3.2 m. The maximum erosion depth in both the simulation results and the test results occurs near x = 3.04 m. In terms of the change of erosion depth with position, in the simulation results, erosion starts at x = 2.5 m, increases gradually along the positive direction of x = 3.04 m, reaches its maximum value at x = 3.05 m, and finally decreases to 0 at x = 3.20 m. The test results also show the same rule. As can be seen from Figure 11b, the error percentage of simulation results in the middle position of the erosion area is small, while the error percentage of simulation results at both ends of the erosion area is large. The possible reason for this is that the erosion depth at both ends is smaller, leading to a smaller difference and a larger percentage calculated. The maximum error percentage appears at the position of x = 3.15 m, which is 48.8%. The smallest error percentage appeared at the position of x = 2.85 m, which is 0.89%. The dotted line in Figure 11b shows the average error percentage of the simulated results in the erosional area, which is 15.5%. Figure 11b shows quantitatively that the calculation results of erosion depth are close to the experimental data. In general, the comparison between simulation results and experimental results proves the rationality of the erosion algorithm based on velocity vertical distribution, and also reflects the accuracy of the velocity vertical distribution law in describing the velocity profile.




6. Discussion


6.1. Time Evolution of Velocity Profiles


When the linear distribution model    s 1    of vertical velocity proposed by Johnson et al. [2] is used for description, it can be seen from formula 20 that    s 1    has the following relationship:


   s 1  = 1 −    v  b o t      v ¯     



(22)




where    v  b o t     represents the flow velocity parallel to the direction of the flume at the base of the debris flow. In this study, the average flow velocity of the bottom layer is used as the base flow velocity    v  b o t    , and    v ¯    represents the average flow velocity of the vertical section of the debris flow, which is calculated by the following formula.


   v ¯  =  1 n    ∑  1 n   V  a v g , i    



(23)







Because the peak flow of debris flow is concentrated within the first 50 timesteps, the subsequent flow through the monitoring point is small fluid. In order to avoid the error effect caused by too few particles, only the velocity profiles of the first 50 timesteps are taken for analysis. Figure 12 shows the time-varying relationship of    s 1    calculated from the velocity distribution data at the monitoring point x = 6.0 m. It can be seen that the best fit value of    s 1    changes. When the debris flow flood peak just reaches the monitoring point, it increases to 0.68 rapidly. Then it gradually decreases with time, and finally stabilizes between −0.2 and 0.2. In the first 50 timesteps,    s 1    varies from −0.2 to 0.7. It can be seen that it is very difficult to find a constant value of    s 1    to fit the whole flow process in such a large range of changes. Therefore, the linear distribution model has significant limitations in describing the vertical velocity distribution of debris flow. As can be seen from Figure 4, the velocity profile presents a very obvious nonlinear distribution.



However, the proposed velocity nonlinear distribution model still has limitations in reflecting the time-varying relationship of the velocity profile, which can be clearly seen in Figure 12. The evolution of the debris flow velocity profile with time will affect the accuracy of entrainment process estimation. Authors have said that such a limitation will be the next step toward making the presented model perform better for the calculation of basal velocity and estimation of entrainment of debris flow.




6.2. Uniform Particle Simplification


Debris flow shows complex physical characteristics because of its complex particle size composition. Many studies show that the physical characteristics of debris flow are related to its particle size composition [21,22]. Due to the limitations of SPH numerical simulation methods, it is difficult to simulate non-Newtonian fluids with multiple particle sizes. In this paper, in order to reduce computational complexity, a compromise method is adopted. Debris flow is treated as a single uniform particle, and its complex rheological properties are described by an HBP non-Newtonian fluid constitutive model. The strong phase separation in debris flows by uneven particle size in fluid is not thoroughly considered. The effects of this simplification require further study.





7. Conclusions


In this paper, a particle stratified statistical method based on HBP-SPH is proposed to study the vertical distribution of debris flow velocity. In this method, debris flow is simulated by the SPH method integrating the HBP constitutive model. In order to obtain the velocity profile of debris flow, we proposed a particle stratified statistical method. A large number of particle data are analyzed to calculate the average particle velocity within each height layer. A new velocity distribution model based on the logarithm function is presented. The vertical distribution model of velocity is more accurate to describe the nonlinear distribution characteristics of velocity in the depth direction.



In order to verify the proposed method, the large-scale debris flow flume test of USGS was simulated and its 3D dynamic process was inverted. The results show that the proposed method successfully simulates the complex dynamic process of debris flow. By regression analysis of the velocity profile at different times, a nonlinear velocity distribution model based on parameter  a  is proposed. The model is integrated into the existing calculation framework of debris flow erosion depth. A flume dam break test case is used to verify the validity of the framework. The results show that the average erosion depth error of each point in the erosion area is only 15.1%, which proves the validity of the erosion calculation method.
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Figure 1. Illustration of particle stratification statistics method. 
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Figure 2. Numerical model for debris flow flume test. 
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Figure 3. Flow front position at different times. 
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Figure 4. The result of velocity profile in four timesteps. (a) The number of particles over time. (b) The velocity profile at timestep = 14. (c) The velocity profile at timestep = 16. (d) The velocity profile at timestep = 24. (e) The velocity profile at timestep = 32. 
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Figure 5. The boxplot of the single-layer particle velocity profile. 
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Figure 6. Velocity profile fitting regression analysis. (a) Regression analysis of velocity profile at timestep = 14. (b) Regression analysis of velocity profile at timestep = 16. 
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Figure 7. Analysis of the parameter  a  of the fitting function. 
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Figure 8. Diagram of relationship between base velocity and mean velocity. 
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Figure 9. Schematic diagram of dam break test model size. 
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Figure 10. Erosion depth distribution at different time. 
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Figure 11. Erosion depth distribution at different locations at t = 1.5 s. (a) Comparison of experimental data and numerical simulation results. (b) Error percentage of erosion depth numerical simulation results. 
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Figure 12. The relationship between    s 1    and time. 
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Table 1. Key parameter of numerical simulation.
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Parameter

	
Notation

	
Unit

	
Value






	
Density of debris flow

	
  ρ  

	
kg/m3

	
1650




	
Apparent dynamic viscosity

	
  μ  

	
Pa·s

	
0.001




	
Yield strength

	
c

	
Pa

	
0




	
  φ  

	
°

	
40




	
Key coefficients of HBP model

	
  m  

	
/

	
100




	
  n  

	
/

	
1.00




	
Particle distance

	
    d p    

	
m

	
0.04




	
Smoothing length

	
    l s    

	
m

	
0.0866




	
Total number of fluid particles

	
    N  p f     

	
/

	
87,591




	
Total number of boundary particles

	
    N  p b     

	
/

	
486,694




	
Debris flow duration

	
  t  

	
s

	
25




	
Initial time interval

	
   Δ t   

	
s

	
0.00001
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