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Abstract: The goal of this study is to evaluate the performance of the National Water Model (NWM)
in time and space across the contiguous United States. Retrospective streamflow simulations were
compared to records from 3260 USGS gauging stations, considering both regulated and natural flow
conditions. Statistical metrics, including Kling–Gupta efficiency, Percent Bias, Pearson Correlation
Coefficient, Root Mean Squared Error, and Normalized Root Mean Squared Error, were employed to
assess the agreement between observed and simulated streamflow. A comparison of historical trends
in daily flow data between the model and observed streamflow provided additional insight into
the utility of retrospective NWM datasets. Our findings demonstrate a superior agreement between
the simulated and observed streamflow for natural flow in comparison to regulated flow. The most
favorable agreement between the NWM estimates and observed data was achieved in humid regions
during the winter season, whereas a reduced degree of agreement was observed in the Great Plains
region. Enhancements to model performance for regulated flow are necessary, and bias correction
is crucial for utilizing the NWM retrospective streamflow dataset. The study concludes that the
model-agnostic NextGen NWM framework, which accounts for regional performance of the utilized
model, could be more suitable for continental-scale hydrologic prediction.

Keywords: continental-scale hydrological model; simulated streamflow; NWM; model performance;
natural flow; regulated flow

1. Introduction

The estimation of streamflow plays a pivotal role in water resource management. It
facilitates the forecasting of forthcoming flood events and contributes to the optimization of
water demand processes, thereby serving as an indispensable component of effective and
sustainable water system management [1–4]. The ability to forecast streamflow accurately
can assist water resource managers in making informed decisions regarding the release
of water from reservoirs, irrigation, and other water uses [5–7]. The effectiveness of
streamflow forecasting in water management has been demonstrated through the use of
hydrological models to optimize the operation of reservoir systems to meet the demands of
irrigation and hydropower generation [8]. Streamflow forecasts are also utilized to issue
flood warnings and aid emergency managers in preparing for, and responding to, flooding
events. Furthermore, the accuracy and quality of hydrological forecasts play a vital role
improving the efficiency of hydropower generation by allowing power companies to better
align their generation schedules with available water resources [9,10].

Simulating streamflow is complex due to the intricate nature of the hydrologic sys-
tem [11]. A number of factors, encompassing precipitation, evaporation, groundwater
recharge, and land use, changes impact streamflow estimation. The scarcity of precise and
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reliable data further exacerbates the difficulty in accurately estimating streamflow [12]. Ad-
ditionally, quantifying and modeling these factors is a challenging task [13,14]. Moreover,
it is often challenging to obtain long-term streamflow data for model calibration, partic-
ularly in ungauged or inadequately gauged catchments. Therefore, developing accurate
prediction models, particularly for ungauged catchments, is a daunting task. Furthermore,
estimating streamflow entails increased uncertainty due to the combined impacts of land
use development and climate change [15–17].

The estimation of streamflow is further complicated by the nonlinearity and non-
stationary of the hydrological system. Due to its nonlinearity, even small variations in
input can lead to substantial changes in output. Previous studies have demonstrated how
alterations in precipitation can have significant impacts on streamflow estimation [18–21].
Moreover, the hydrological modeling process uncertainty raises concerns from the sim-
plified or incorrect representation of the hydrological system. Therefore, the lack of a full
comprehension of the underlying mechanisms that govern streamflow exacerbates the
challenge of creating accurate forecasting models [3,22]. A variety of modeling approaches
are used to issue these forecasts, including empirical models and process-oriented models.
Process-oriented models use mathematical equations to simulate the physical processes
operating in the watershed and estimated streamflow. Several types of process-oriented
hydrological models, such as conceptual models and physically based models, which
rely on a high degree of spatial discretization, are employed for operational streamflow
forecasting [22].

The estimation of streamflow can be issued using hydrological models at various scales,
including watersheds, regions, and even the continental scale. Several hydrological models
have been developed to estimate streamflow on large scales, including the continental
and global scale. Some notable examples of large-scale hydrological models include the
Variable Infiltration Capacity (VIC) model [23], the Land Dynamics (LaD) Model [24],
and, more recently, the GEOGloWS ECMWF Streamflow service [25]. The models have
been employed to simulate streamflow, furnishing valuable insights for water resource
managers, thereby enabling them to make well-informed decisions.

In the Unites States, the National Weather Service (NWS) Advanced Hydrologic Pre-
diction Service (AHPS) supplies streamflow forecasts and warnings for more than 3600
locations across the country [26,27]. However, those forecasts are specific to NWS River
Forecast Centers (RFC). The system leverages streamflow forecasts, precipitation obser-
vations, and river-gauge measurements to issue flood and flash flood warnings. These
alerts are communicated to the public through various channels, encompassing the NWS
website, social media platforms, and emergency management agencies. Nonetheless, the
National Research Council identified a discrepancy between the state-of-the-art modeling
capabilities currently considered cutting edge and those utilized in the AHPS [27]. This
observation underscores the necessity to integrate more advanced hydrologic models. In
2016, the National Water Model (NWM), a group of physics-based, hydrodynamic, and
hydrologic models, was implemented by NOAA’s Office of Water Prediction (OWP). The
NWM is based on the Weather Research and Forecasting Model Hydrological model-
ing system (WRF–Hydro) framework [28] and generates streamflow forecasts for over
2.7-million locations across the CONUS [29].

Streamflow estimation is a key component of flood-risk mitigation. Thus, it is impera-
tive to evaluate hydrological models’ performance. It is essential to compare the model’s
predictions to observed data to validate the model and determine its capacity to reproduce
in-land processes. Moreover, assessing the performance of hydrological models can help
identify areas for improvement, including addressing model biases, improving the rep-
resentation of key processes, and incorporating new data and observational capabilities.
Additionally, continental-scale models are commonly used to support water management
decisions and facilitate decision-making [30]. Thus, evaluating the performance of conti-
nental scale models can assist in communicating the model’s capabilities and limitations to
stakeholders, which can build trust in the model and its predictions.
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The evaluation of continental-scale hydrological models is critical in ensuring their
accuracy and reliability for various applications, such as water-resource management and
flood forecasting. A key component of model evaluation involves comparing model esti-
mates to observed data and assessing the model’s ability to reproduce historical streamflow
patterns. Retrospective simulations are a valuable tool in assessing the performance of
continental-scale hydrological models. This approach involves running the model us-
ing historical data and comparing its output with observed data from the same period.
The retrospective analysis serves to evaluate the model’s ability to accurately simulate
past hydrological conditions, identify sources of bias or error, and improve its perfor-
mance. This analysis enables the identification of areas for model improvement, thereby
increasing confidence in its predictions. Thus, the evaluation of retrospective simulations
plays a crucial role in the continual improvement and refinement of continental-scale
hydrological models.

This study aims to evaluate the performance of the NWM V2.1 through the analysis of
the results of multi-decadal retrospective simulations across the contiguous United States
(CONUS). The study identifies the limitations of the NWM as reported by the retrospective
runs, which could be indicative of the necessary areas of improvement to enhance the
operational runs. The study investigates the spatial and temporal variability of streamflow
bias, with the objective of identifying instances and locations where the model underesti-
mates or overestimates streamflow. Understanding the factors underlying the variations in
the model’s performance is essential in this regard. Eventually, recommendations could
be made to enhance the modeling of hydrologic processes across the US based on the
determined biases.

2. Materials and Methods
2.1. NWM Retrospective Dataset

The National Water Model is a parallelized distributed hydrologic modeling frame-
work based on the WRF–Hydro hydrologic model architecture [28]. In a one-way modeling
framework, the model can be forced using precipitation and atmospheric surface data,
or in a coupled framework by using the Weather Research and Forecasting (WRF-ARW)
atmospheric model. With an hourly modeling cycle, the NWM simulates streamflow for
2.7’million river reaches across the CONUS (Figure 1). In the NWM, hydrologic processes
and routing components have been sourced from the community WRF–Hydro modeling
system developed at the National Center for Atmospheric Research (NCAR). In the NWM
system, land surface processes are represented by the Noah Multi-Parameterization (Noah–
MP) land surface model (LSM) [31], while water routing is represented by separate flow
routing modules. Based on a 1-km grid, the LSM simulates the vertical exchange of water
and energy between the Earth’s surface and the atmosphere. The routing modules include
diffusive wave surface routing and saturated subsurface routing, utilizing a 250-m grid,
and Muskingum–Cunge channel routing utilizing vectorized NHDPlusV2 stream units. In
order to improve the model’s forecasting cycles’ initial states, a nudging data assimilation
(DA) scheme was implemented. However, it should be noted that streamflow observations
are not incorporated into the retrospective simulations. Currently, there are three versions
of the NWM reanalysis dataset available. The NWM versions 1.2 and 2.0 incorporate a
25- and 26-year retrospective simulation, respectively, while Version 2.1 includes an ex-
tended retrospective simulation spanning 42 years, from February 1979 to December 2020.
A retrospective simulation of NWM V2.1 was used in this study in order to evaluate the
performance of the model. All model output and forcing input fields are available in the
NetCDF format. Furthermore, all model output fields, as well as the precipitation forcing
field, are accessible in the Zarr format. Our study utilized the Zarr format, a cloud-friendly
format, to obtain streamflow data. The data were downloaded based on the NWM forecast
point reference number and processed locally [32]. The data retrieval process from Zarr
files is well-documented in the Amazon Web Services (AWS) portal, where the data is
stored [33].
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Figure 1. Geographical location of USGS streamflow gaging stations collocated with NWM
forecast points.

2.2. In-Situ Streamflow Data

In this study, the Geospatial Attributes of Gages for Evaluating Streamflow, Version
II (GAGES-2) database, maintained by the United States Geological Survey (USGS), was
utilized to obtain stream gage locations. The GAGES-2 dataset comprises daily streamflow
data for over 9000 stream gages located throughout the United States and its territories, as
well as metadata describing the stream gages and the data, including both natural flow and
regulated flow sites. Notably, the GAGES-2 dataset was employed solely for the purpose
of identifying watersheds, which have natural flow conditions. In the GAGES-2 dataset,
stream gages, which at some point in their history had periods which represented natural
flow, are identified as USGS hydro-Climatic Data Network (HCDN) [34]. It should be noted
that the original composition of the HCDN dataset incorporated a total of 743 distinct sites.
The flow type (natural or regulated) was further investigated through the NHDPlus version
2.1 dataset [35]. Subsequently, streamflow data were obtained from the USGS National
Water Information System (NWIS) portal [36].

In this study, streamflow data were obtained from the USGS stream gage network.
These gages are instruments that measure the water level of a stream or river, and the data
are subsequently quality controlled and processed by USGS scientists and technicians to
ensure its accuracy and reliability. The USGS stream gage network offers a comprehensive
dataset of streamflow records with hourly or sub-hourly intervals, which enables the
development of a continental-scale performance evaluation of simulated streamflow. The
streamflow records were obtained by converting measured water levels into discharge
using established rating curves, which were developed by the USGS through periodic
measurement of the stage–discharge relationship, particularly during low- and high-flow
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events. It is important to note that the accuracy of the USGS rating curves was assumed in
the analysis, and their uncertainty was not considered.

In this study, streamflow data from the USGS gauging stations were temporally
and spatially matched with forecast points from the NWM to ensure alignment with the
modeled domain. The integrity and continuity of the data are of utmost importance as
we evaluate the temporal evolution of streamflow, comparing outputs from the NWM
simulations with USGS station records. In line with widely accepted standards for hydro-
climatic research, we uphold the need for a minimum of 30 years of records to ensure a
reliable long-term analysis. Furthermore, our stringent data completeness criteria stipulate
less than 10% missing data, with no consecutive gaps exceeding 24 months [37–40]. Thus,
the used dataset was refined by retaining stations meeting the requisite recording period
and excluding those with more than 10% missing data. This ensures the findings of this
study are based on a robust and reliable data foundation.

Furthermore, we identified certain locations in the NWM’s output where the model
was unable to accurately simulate streamflow, resulting in either a constant value or
zero for the entirety of the simulation period. These situations, which we refer to as
“simulation failures,” introduced potential inaccuracies into the analysis. As such, stations
corresponding to these forecast points exhibiting simulation failures were judiciously
excluded from our study. This ensured the reliability of our assessment by focusing solely
on locations where the model effectively represented the streamflow temporal variability.
The final list of streamflow gauging stations used in this study consisted of 3260 stations,
with 548 stations located in catchments with natural flow and 2712 located in regulated
catchments (Figure 1, Table 1).

Table 1. Description of gauging stations, drainage basins, and dominant climate in the studied RFCs.

River Forecast Center

No. of Streamflow Gauging
Stations

Median Drainage Basin Area
(km2) Dominant

Climate Class
NF RF NF RF

Missouri Basin (MBRFC) 58 269 760.1 3467.9 Semi-arid

Colorado Basin (CBRFC) 26 165 203.3 1362.3 Arid

Arkansas–Red Basin (ABRFC) 22 125 485.6 2395.7 Semi-humid

California–Nevada (CNRFC) 37 147 189.1 924.6 Arid

Lower Mississippi (LMRFC) 38 111 786.1 1279.4 Humid

Middle Atlantic (MARFC) 60 282 264.2 323.7 Humid

North Central (NCRFC) 55 362 916.8 1414.1 Humid

Northeast (NERFC) 32 183 225.3 489.5 Humid

Northwest (NWRFC) 69 271 401.43 1491.8 Semi-humid

Ohio (OHRFC) 42 263 374.2 1090.4 Humid

Southeast (SERFC) 67 295 323.7 981.6 Humid

West Gulf (WGRFC) 42 236 463.6 1102 Arid & Semi-arid

Note: NF: Natural flow gauging stations; RF: Regulated flow gauging stations.

2.3. Ancillary Data

In this study, the Aridity Index (AI) was computed to investigate the NWM model
performance for the different climate types. AI was calculated as a function of the Mean
Annual Precipitation (MAP) and Mean Annual Potential Evapotranspiration (MAE) as
suggested by United Nations Environment Program [41]:

AI =
MAP
MAE

, (1)
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Total precipitation and potential evapotranspiration data for the period spanning from
January 1979 to December 2020 were obtained from the North American Land Data Assim-
ilation System (NLDAS) and aggregated over the Hydrological Unit Code 8 (HUC8) basins.
The annual precipitation and potential evapotranspiration time series were processed using
the BASINS 4.5 software in accordance with prior investigations that appraised NLDAS
products over the CONUS [42,43]. HUC-8 basins were classified into different climate types
based on the calculated AI values, which were determined using the UNEP generalized
climate classification [41]. The classification was performed based on the AI values, and
the resulting categories were Arid (0.03 < AI < 0.2), Semi-Arid (0.2 < AI < 0.5), Sub-Humid
(0.5 < AI < 0.65), and Humid (AI > 0.65) (Figure 1). It is important to mention that the
data used for climate zones classification is subject to climate change signal and to the
effects of teleconnections and climate variability (impact of different low frequency climate
oscillation indices with different phases), and this topic is important.

2.4. Model Evaluation Metrics

In this study, the accuracy of the NWM streamflow simulations was assessed by
comparing time series from the model forecast point to in-situ streamflow observations
from USGS stations network. Five statistics were used, including the modified Kling–Gupta
efficiency metric (KGE), Percent Bias (PB), Pearson Correlation Coefficient (CC), the Root
Mean Squared Error (RMSE), and the Normalized Root Mean Squared Error (NRMSE). It is
important to mention that the acceptance threshold for the evaluation metrics used in our
study was inferred from commonly used practices in hydrological studies [19,44–49].

The NWM performance at the hourly time scale was evaluated using the KGE metric.
The Kling–Gupta efficiency (KGE) metric is used to evaluate the performance of hydro-
logical models in terms of their ability to reproduce the temporal and spatial patterns of
observed streamflow. It is a statistical measure that compares the correlation, bias, and
variability of simulated streamflow to those of the observed streamflow. A KGE value of 1
indicates perfect agreement between the observed and simulated streamflow, while a value
less than 1 indicates that the model is not performing as well. The KGE metric is widely
used in the hydrological community to evaluate model performance and to identify areas
where model improvement is needed [50]. The assessment of hydrological dynamics in the
KGE metric is defined by three components: the temporal error through correlation (CC),
bias errors (β), and variability errors (γ) expressed as follows:

KGE = 1 −
√
(CC − 1)2 + (β − 1)2 + (γ − 1)2, (2)

CC =
∑N

i=1(oi − µo)(si − µs)√
∑N

i=1(oi − µo)2 ∑N
i=1(si − µs)2

, (3)

β =
µs

µo
, (4)

γ =
σs/µs

σo/µo
, (5)

where N is the total number of observations i at each station, the streamflow observations
are denoted by (o), and simulations obtained from the NWM are denoted by (s). The mean
and standard deviation of the streamflow are defined by µ and σ, respectively.

The root mean square error (RMSE) constitutes a prevalent metric employed for
assessing the performance of numerical models in simulating hydrological processes.
As a measure of deviation between predicted and observed values, RMSE is computed
by obtaining the square root of the mean of squared differences between these values.
This particular metric proves advantageous in hydrological applications, as it furnishes
a quantitative method for comparing model performance across distinct temporal and
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spatial scales and delivers a singular, comprehensive metric encapsulating the overall
model accuracy. In general, lower RMSE values signify superior model performance, with
a value of zero denoting an impeccable correspondence between predicted and observed
values. The RMSE for each forecast point was calculated as follows:

RMSE =

√
∑N

i=1(si − oi)2
N

, (6)

It is imperative to highlight that the root mean square error (RMSE) is inherently
sensitive to the magnitude and frequency of deviations between simulated and observed
values. In the realm of hydrological modeling, the primary objective is to accurately
represent the temporal and spatial variability of hydrological processes, with a particular
focus on peak streamflow values, as these significantly influence the overall model precision.
Owing to the computation of RMSE as the square root of the mean of squared discrepancies,
substantial deviations in peak values may disproportionately affect the composite RMSE
value. For example, in cases where a model persistently underestimates peak flow values,
the resultant RMSE will be considerably inflated, even if the model demonstrates adequate
performance in simulating the majority of flow values. This inherent limitation of RMSE as
a performance metric stems from its inability to discern between errors in simulating peak
and low-flow events. Consequently, additional metrics, including normalized root mean
square error, correlation coefficient, and percent bias, are incorporated into this study to
furnish a comprehensive assessment of model performance.

In order to evaluate the performance of the NWM relative to in-situ observations,
the NRMSE was computed. The utilization of NRMSE is particularly advantageous in
scenarios where the range of observed values exhibits considerable variability or spans a
wide spectrum, as it accounts for the inherent fluctuations within the observed data and
furnishes a more robust and equitable comparison of model performance. Additionally,
NRMSE was employed primarily to probe the spatial performance of the model across the
continental United States. Given the broad spatial scale of our model’s application, it is
fundamental to understand how its relative performance varies spatially when compared
to the observed dataset. The NRMSE was calculated as follows:

NRMSE =
RMSE

µo
, (7)

In conjunction with the aforementioned evaluation metrics, the percent bias metric
was computed to estimate the error and uncertainty associated with the National Water
Model (NWM) streamflow simulations. PB serves as a metric employed in the assessment
of hydrological model performance by quantifying the disparity between predicted and
observed values, expressed as a percentage of the observed values. PB is beneficial in
hydrological model evaluation, as it offers a measure of the overall bias inherent in a
model’s predictions. A PB value of zero signifies an unbiased model, where the predicted
values, on average, correspond to the observed values. Positive PB values denote an
overestimation of observed values by the model, while negative PB values imply model
underestimation of the observed values. In this study, the PB was calculated as follows:

PB =
∑N

i=1(si − oi)

∑N
i=1 oi

× 100, (8)

Further analysis of streamflow time series for monotonic trends (one direction, either
increasing or decreasing) was performed using the non-parametric Modified Mann–Kendall
trend test.
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2.5. Modified Mann–Kendall Trend Test

In the present study, the spatiotemporal evaluation of NWM streamflow estimates
was partially investigated by performing streamflow trend analysis utilizing the Modified
Mann–Kendall (MMK) trend test [51]. The non-parametric MMK test, which is widely
employed [39,52–54], was selected for this investigation due to its lack of requirements for
data to adhere to a specific distribution, reduced sensitivity to abrupt shifts resulting from
non-homogeneity in the data, and its ability to account for autocorrelation in streamflow
time series. Within this context, we analyze trend outcomes for observed and simulated
streamflow series, comparing the spatial variation of the trend results. Consequently,
the congruence between trends derived from the NWM streamflow series and observed
series is scrutinized to evaluate the model’s capacity to replicate historical streamflow
patterns. It is crucial to note that the trend analysis test was applied exclusively to natural
flow series.

3. Results

The accuracy of the NWM streamflow simulation was assessed by comparing with
in-situ data using five evaluation statistics, namely KGE, PB, RMSE, NRMSE, and CC. The
hourly streamflow data acquired from in-situ and retrospective simulations from February
1979 to December 2020 were used to analyze the Spatiotemporal Variability of the model
accuracy. The basin drainage area and RFCs differences were considered.

3.1. Spatial Analysis

The findings derived from the evaluation metrics assessing the NWM streamflow
simulations’ performance are illustrated in Figure 2. The acquired results demonstrate
that 57% of natural flow forecast points exhibit KGE values exceeding 0.5 (Figure 2a),
while 43% of forecast points associated with regulated flow present KGE values surpassing
0.5 (Figure 2b). The outcomes reveal suboptimal model performance for forecast points
situated within the MBRFC, ABRFC, and WGRFC. Conversely, the model exhibits a
commendable performance in estimating streamflow within the NERFC, MARFC, and
NWRFC. It is crucial to note that KGE values represent an overall estimation of the con-
cordance between observed and simulated streamflow. In essence, KGE values may be
influenced by errors related to correlation, variability, bias, or a combination of these
metric components.

The variation in bias error across the different River Forecast Centers (RFCs) was
investigated utilizing the percent bias (PB) metric. For natural flow, a satisfactory agreement
between observed and simulated streamflow was achieved for 50% of the forecast points,
with PB values ranging between −10% and 10%. PB values did not exhibit a discernible
spatial distribution of bias error. However, a tendency for the model to underestimate
streamflow values was observed in the eastern and northwestern portions of the contiguous
United States, specifically within the NERFC, MARFC, SERFC, and NWRFC. Conversely,
the model exhibited a propensity to overestimate streamflow in the central and western
regions of the CONUS, predominantly over the MBRFC, ABRFC, and WGRFC (Figure 2c).

The findings are also applicable to regulated flow forecast points, where the model
tends to underestimate streamflow values in eastern RFCs and overestimate streamflow
in central and western RFCs. The results revealed that 36% of regulated flow estimates
demonstrated low bias error with PB values between −10% and 10%. Low PB values (close
to zero) were primarily observed in the NERFC, MARFC, SERFC, NCRFC, and NWRFC
(Figure 2d). It is vital to note that RFCs where the NWM displays low PB values are
characterized by high annual precipitation rates (reference). In contrast, high PB values
were observed in regions with low annual precipitation rates. The results suggest that
the NWM configuration is well-suited for regions dominated by high precipitation. In
other words, the model structure and calibration parameters accurately represent surface
runoff processes.
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Natural streamflow estimates exhibited low RMSE values in the eastern and western
RFCs of the CONUS, irrespective of drainage basin area (Figure 2e). High RMSE values
were observed for natural streamflow estimates in the central and eastern regions of the
United States. In terms of drainage area, the highest RMSE values were associated with
drainage basins encompassing an area exceeding 3000 km2. Both RMSE and normalized
NRMSE demonstrated optimal results for NWM streamflow estimates in the eastern and
western RFCs. The NWM natural streamflow data displayed elevated NRMSE results in
the central region, particularly in the MBRFC and portions of the CBRFC. Regulated flow
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data exhibited inferior performance compared to natural flow, as indicated by higher RMSE
and NRMSE values (Figure 2g,h) across the various RFCs within the CONUS. Regulated
streamflow estimates yielded the most favorable outcomes in terms of RMSE and NRMSE
values in the northeastern region, primarily for forecast points with a drainage area of less
than 1000 km2. NRMSE values below 5% were obtained for 86% of natural forecast points
and 63% of regulated forecast points, respectively.

Overall, the model error outcomes in terms of RMSE and NRMSE indicate enhanced
performance of the NWM in estimating natural streamflow. The obtained results can be
attributed to the fact that regulated flow watersheds exhibit altered hydrological regimes
due to the presence of water control structures, such as dams, weirs, and other hydraulic
structures. These structures can significantly alter the timing and magnitude of down-
stream discharge. Consequently, it is challenging to capture the effects of these alterations
on a continental-scale hydrological system. In essence, the NWM configuration may not
be capable of simulating the intricate interactions between hydraulic structures and the
hydrological system. Furthermore, regulated flow basins are often subject to human inter-
ventions, which can further complicate the hydrological regime, rendering it challenging
for the NWM to accurately simulate streamflow.

Natural streamflow estimates demonstrated optimal results in terms of CC values
(CC > 0.50) within the eastern and western RFC. The natural streamflow estimates exhibited
the weakest correlation with in situ streamflow observations in the central region, partic-
ularly for the MBRFC and WGRFC (Figure 2i). Overall, 89% of the natural flow forecast
points had CC values exceeding 0.5. Conversely, 88% of the regulated flow forecast points
had CC values greater than 0.5 (Figure 2j). Forecast points with CC values larger than
0.8 represented 30% and 31% of the natural flow and regulated flow forecast points, re-
spectively. The observed results indicated a favorable agreement between observed and
estimated streamflow values for regulated flow across the majority of the RFCs. However,
the model performance deteriorated for regulated flow forecast points situated within the
MBRFC, ABRFC, and WGRFC. The results revealed that the NWM is proficient in capturing
the temporal evolution of streamflow for both natural and regulated flow. It is crucial
to note that the inferior performance of the NWM in terms of CC is observed in regions
with low annual precipitation rates. The findings suggest that the total error associated
with streamflow estimates in terms of KGE predominantly originates from the bias error
when compared to RMSE, NRMSE, and CC values. Consequently, further model accuracy
analysis in the present study will be conducted based on percent bias results.

Overall, the spatial analysis demonstrated a superior agreement between the NWM
streamflow estimates and natural flow observations compared to regulated flow obser-
vations. The NWM’s performance was suboptimal in the Missouri Basin, Arkansas–Red
Basin, and West Gulf River Forecast Centers. However, a more favorable agreement was
attained in RFCs situated along the east and northwest coasts of the CONUS. Notably, a
commendable model performance (KGE > 0.5) was generally observed in humid regions
characterized by substantial precipitation rates, suggesting that the NWM accurately repre-
sents the rainfall-runoff process. Conversely, the model’s poor performance in drier regions
may be attributed to its limitations in capturing the seasonal variability of the hydrological
system in arid and semi-arid regions. The NWM may be incapable of capturing these types
of variations in the natural system, resulting in a weak agreement between observed and
estimated streamflow in regions where precipitation contribution to streamflow generation
is limited.

The performance of NWM streamflow estimates across different RFCs CONUS as
a function of drainage areas was investigated. The watershed classification based on
drainage area was derived from the classification scheme proposed by Singh (1994) [55].
Figure 3 depicts the PB variation for distinct watershed classes across the CONUS. The
results indicated a superior performance of the model in estimating streamflow for nat-
ural flow compared to regulated flow. Overall, the model exhibited a propensity for
underestimating streamflow for Milli-watersheds (1000–10,000 ha) and sub-watersheds
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(10,000–50,000 ha) in natural flow estimates, with median PB values of −3.90% and −3.60%,
respectively. Conversely, for the watershed class (>50,000 ha), the results demonstrated
a lower median PB value of −1.51%, with the model tending to overestimate streamflow.
In contrast, regulated flow outcomes displayed a suboptimal model performance with a
broader spread in PB values. However, the model’s behavior was more stable for sub-
watersheds, exhibiting a median PB value of −0.49% and a limited spread of obtained
results (Q1 = −13.60, and Q3 = 19.06%). It is vital to note that the findings did not reveal
any large-scale systematic bias in the model’s performance as a function of watershed
drainage area. Consequently, to better characterize the model bias on a regional scale, the
PB values for each RFC were extracted and analyzed individually.
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PB results for each RFC as a function of drainage area are delineated in
Tables 2 and 3 for natural flow and regulated flow, respectively. The findings revealed that
the model tends to underestimate natural flow in Milli-watersheds within the MARFC,
NERFC, NWRFC, OHRFC, and SERFC. Conversely, the model exhibits a propensity to
overestimate natural flow in Milli-watersheds situated in the MBRFC and CNRFC. For
sub-watershed and watershed drainage basins, the model demonstrates a tendency to
underestimate natural flow in the MARFC, NERFC, NCRFC, and OHRFC while over-
estimating natural flow in the MBRFC and CNRFC. The analysis suggests that NWM
natural streamflow estimates are predominantly underestimated in eastern RFCs and over-
estimated in central RFCs, particularly for forecast points draining Milli-watersheds and
sub-watersheds.
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Table 2. Comparison of natural flow PB results for the different RFC as a function of watershed
drainage area.

RFC
Milli-Watershed Sub-Watershed Watershed

Q1 Median Q3 Q1 Median Q3 Q1 Median Q3

Missouri Basin (MBRFC) 2.66 4.46 12.53 −5.61 5.93 20.52 −9.24 11.02 32.78

Colorado Basin (CBRFC) −6.90 −3.52 6.87 −16.02 2.91 27.74 −17.76 −13.58 65.53

Arkansas–Red Basin (ABRFC) N/A N/A N/A −27.75 1.55 15.35 −12.46 2.24 57.36

California–Nevada (CNRFC) −6.53 12.98 28.84 4.42 10.78 31.22 5.82 13.44 18.52

Lower Mississippi (LMRFC) N/A N/A N/A 1.54 5.20 6.33 −5.81 −1.75 3.66

Middle Atlantic (MARFC) −12.91 −4.25 0.53 −10.48 −4.63 3.52 −13.36 −10.88 3.49

North Central (NCRFC) N/A N/A N/A −20.21 −10.15 2.19 −9.09 −3.08 6.62

Northeast (NERFC) −12.81 −9.06 −5.57 −21.76 −18.64 −12.07 −23.71 −23.02 −19.25

Northwest (NWRFC) −4.46 −2.10 1.18 −12.04 −4.77 0.60 −6.64 0.73 5.68

Ohio (OHRFC) −6.75 −4.98 −0.10 −12.10 −6.41 −2.36 −11.33 −8.87 −4.07

Southeast (SERFC) −15.87 −12.50 −9.35 −10.23 −4.60 1.95 −9.81 −1.83 10.35

West Gulf (WGRFC) N/A N/A N/A −20.08 7.73 22.74 6.52 21.74 58.78

Note: N/A: No forecast points representing this class, or limited number of forecast points.

Table 3. Comparison of regulated flow PB results for the different RFC as a function of watershed
drainage area.

RFC
Milli-Watershed Sub-Watershed Watershed

Q1 Median Q3 Q1 Median Q3 Q1 Median Q3

Missouri Basin (MBRFC) −6.59 3.56 18.82 0.74 18.89 30.77 2.65 49.38 95.14

Colorado Basin (CBRFC) −9.92 3.19 34.40 −15.22 −1.84 25.87 16.65 56.06 102.26

Arkansas–Red Basin (ABRFC) N/A N/A N/A −6.11 7.17 17.49 −10.69 11.03 83.97

California–Nevada (CNRFC) −6.66 25.98 74.61 11.22 36.04 85.69 16.07 80.43 175.08

Lower Mississippi (LMRFC) N/A N/A N/A −10.29 −4.50 1.54 −9.99 −4.42 2.27

Middle Atlantic (MARFC) −12.55 0.16 14.92 −12.52 −2.88 7.85 −13.78 −8.24 2.89

North Central (NCRFC) 15.08 47.14 78.24 −11.15 0.99 23.45 −6.86 2.21 13.65

Northeast (NERFC) −11.07 2.47 35.84 −19.74 −12.67 −2.62 −25.40 −19.48 −12.88

Northwest (NWRFC) −2.23 1.76 26.49 −11.34 −2.51 19.45 −3.73 6.75 39.54

Ohio (OHRFC) −5.16 −2.33 14.04 −15.44 −5.20 6.67 −13.74 −6.35 −1.67

Southeast (SERFC) −9.20 26.35 63.87 −10.09 −1.47 16.16 −8.47 −2.67 8.39

West Gulf (WGRFC) 15.42 59.55 84.37 −7.42 19.38 53.09 12.96 48.02 127.11

Note: N/A: No forecast points representing this class, or limited number of forecast points.

For regulated flow, the PB results exhibited less uniformity in bias distribution across
various RFCs and drainage basin sizes. The outcomes indicated a propensity for the
model to underestimate regulated flow over sub-watersheds and watersheds situated in
the MARFC, NERFC, and OHRFC. Additionally, the results demonstrated a clear overesti-
mation of streamflow in the MBRFC and CNRFC for different drainage basin sizes. The
findings imply a random bias associated with streamflow estimates in regulated channels
(Table 3). These results can be attributed to both natural and anthropogenic alterations in
the drainage basin environment that may not be accurately captured by the model due
to static inputs such as land use/cover and catchment topography. Consequently, such
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changes may be more pronounced for smaller drainage basins where less consistency in
the model behavior was observed.

A crucial aspect of the NWM’s performance lies in streamflow estimates as a function
of stream order. In the present study, PB values corresponding to forecast points for differ-
ent stream orders were analyzed. As depicted in Figure 4, the PB values for natural flow
estimates exhibit an approximately normal distribution, displaying a symmetrical distri-
bution around the median and a relatively small interquartile range. It is also noteworthy
that the PB values for natural flow series do not demonstrate significant skewness in any
direction. Conversely, boxplots for the regulated flow outcomes indicate that PB values
vary considerably as a function of stream order, exhibiting a substantial spread in IQR. The
results also reveal high bias streamflow estimates obtained from first- and second-order
regulated streams, suggesting a persistent bias associated with low-order regulated streams.
The observed results can be attributed to the inherent assumptions related to channel prop-
erties in the NWM river network, including the adoption of trapezoidal channel geometry,
uniform flow, and constant channel roughness that only varies depending on the stream
order (up to 10 orders). These assumptions may influence flow routing and potentially
introduce uncertainties in streamflow estimation that are order dependent. Additionally,
the NWM employs the Noah–MP land surface model to simulate atmospheric exchanges
with the surface and vertical fluxes within the soil moisture column at a 1-km grid reso-
lution. Consequently, the model is anticipated to exhibit greater error generation in low
order streams (small catchment), where the representation of channel infiltration may be
insufficiently captured [56]. This limitation underscores the need for further refinements in
the model’s representation of channel properties and soil moisture distribution to improve
streamflow predictions, particularly in small-scale drainage systems.
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3.2. Temporal Analysis

The PB results were calculated for the NWM’s natural and regulated flow estimates
in comparison with in-situ streamflow data. As shown in Figure 5, a more favorable
agreement between the estimated and observed streamflow data is achieved for natural
flow across all 12 months of the year. For natural flow estimates, the results indicate that
the model has a tendency to overestimate streamflow during the period between August
and January, with median PB values greater than zero and a relatively positive skew in PB
data. Natural flow estimates are predominantly underestimated during the period between
March and June, with negative Q1 and median PB values, and Q3 values closer to 0. Higher
negative PB values were obtained during March and April when seasonal transitions in
streamflow regimes occur in most of the CONUS. The transition season coincides with
snowmelt periods, which could be attributed to the NWM tendency to underestimate snow
water equivalent (SWE). Conversely, the model’s positive bias during the wet season could
be attributed to errors in precipitation inputs that trigger the generation of excess runoff.
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The monthly variation of PB for regulated flow was assessed in this analysis. The PB
for NWM estimates exhibited positive median values for all months, indicating a general
propensity for the model to overestimate regulated flow (Figure 5). The regulated flow
estimates displayed enhanced performance during February and March, with median PB
values closer to 0 and a relatively smaller IQR spread. Conversely, the results revealed the
poorest PB values in July, August, and September, with median PB values of 23.90%, 27.37%,
and 23.59%, respectively, and a large IQR spread, showcasing a tendency to overestimate
streamflow. The larger PB values can be attributed to the fact that the NWM does not
incorporate reservoir management practices. In other words, water retention in reservoirs
is not represented in the model, which explains the substantial positive PB values.

3.3. Temporal–Spatial Analysis

The hourly streamflow data derived from the NWM retrospective simulation were
contrasted with hourly in-situ streamflow data on a seasonal basis, taking into account
the various climate zones encompassing the CONUS. It is crucial to acknowledge that
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the data utilized for the classification of climate zones could be influenced by the sig-
nal of climate change, as well as the impacts of teleconnections and climate variability,
including the implications of diverse low-frequency climate oscillation indices at vary-
ing phases. This topic warrants substantial attention. However, the primary objective
of the present research is to offer a preliminary delineation of the spatial distribution of
aridity zones.

Regardless, the methodologies derived for climate zone classification align well with
both regional and global studies that have explored the spatial variation of the Aridity
Index [57,58]. Additionally, the findings of the current study correspond closely with those
of Heidari et al. (2020) [58]. Heidari et al. (2020) evaluated shifts in regional hydroclimatic
conditions across the contiguous United States, in response to climate change throughout
the 21st century. He generated Aridity Index maps for the period from 1989–2015, which
exhibited patterns remarkably similar to those discerned in the present study [58].

Figure 6 illustrates the spatiotemporal variation in the accuracy of the NWM natural
flow estimates in terms of PB. In arid regions, the results revealed that the model generally
overestimates streamflow values across all seasons, with median PB values of 7.85%, 18.80%,
19.54%, and 11.89% for fall, winter, spring, and summer estimates, respectively. These
findings imply that the model exhibits enhanced performance during the summer and
fall seasons in arid regions, while the performance deteriorates during the winter and
spring seasons.
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In semi-arid regions, the results indicated a favorable agreement between the model
estimates and observed streamflow data during the spring season. In the remaining seasons,
the model exhibited a tendency to overestimate streamflow, with median PB values exceed-
ing zero and an IQR heavily skewed towards positive PB values. Streamflow estimates
in semi-humid regions demonstrated a good correspondence with in-situ measurements,
exhibiting a median PB value of 2.53%. The model displayed a clear inclination to over-
estimate streamflow during the winter season in the same region. Although the NWM
streamflow estimates did not exhibit any systematic bias, the PB values were skewed in a
positive direction.

The most favorable agreement between the NWM estimates and observed data was
obtained for simulations conducted in humid regions. The results revealed low-bias error
values with median PB values close to zero. The model’s best performance was observed
during the winter season, potentially reflecting the model’s capability to generate accurate
runoff during wet periods. It is worth noting that the model tends to underestimate
streamflow during the spring season, which could be attributed to the model’s limitations
in snowmelt-dominated regions.

Based on the results, it can be concluded that the accuracy of the NWM streamflow
estimates is significantly influenced by seasonal streamflow variation. In semi-arid and
sub-humid climate zones, the NWM streamflow estimates displayed good agreement with
in-situ observations for spring season results. In humid regions, streamflow estimates were
more accurate during fall and winter. For arid regions, the model demonstrated better
agreement with in-situ observations during the fall season.

Figure 7 shows that, compared to natural flow, the NWM streamflow estimates for
regulated flow exhibit lower accuracy in terms of PB for the different climate regions except
humid areas. For instance, the median PB values for all seasons over the arid, semi-arid, and
semi-humid regions obtained for natural flow simulations (Figure 6) were remarkably lower
than those obtained for the regulated flow simulations (Figure 7). The NWM-regulated
flow estimates yielded the poorest PB results, predominantly during the fall season, across
most of the studied climate zones. The NWM regulated flow estimates demonstrated the
most favorable agreement with in-situ measurements in humid regions, exhibiting low PB
values throughout the various seasons. Conversely, the model performance deteriorated
in arid regions, with a tendency to overestimate streamflow, as evidenced by positive Q1
and median PB values across different seasons. It is crucial to emphasize that, in semi-arid
and sub-humid regions, the model error in terms of PB during the spring season was
comparatively lower than in other seasons. The categorization of model PB results as a
function of climate types across different seasons revealed a more distinct pattern in the
spatial and temporal distribution of model error. For both natural and regulated flow
simulations, the model exhibited commendable performance in streamflow estimation for
humid and sub-humid regions. However, a diminished agreement between the simulated
and observed streamflow was observed in arid and semi-arid regions.

The obtained results shown in Figure 8 unveiled analogous streamflow trend patterns
for the observed and simulated streamflow data from the years 1979 to 2020. The results
showed a prevailing increasing trend in NERFC, MARFC, NCRFC, MBRFC, and MRRFC.
Conversely, a dominant decreasing trend was observed in the western and southern
portions of the CONUS, particularly for stations situated in the NWRFC, CNRFC, CBRFC,
and WGRFC. However, this analysis primarily aims to compare results obtained from
USGS streamflow records with NWM streamflow simulations. In the case of the NERFC, a
significant discrepancy was observed between the MMK results for the in-situ observation
series and the simulated series. The MMK outcomes for the NWM streamflow series
exhibited a predominance of decreasing trends in the region, with 40% of the forecast point
series revealing an opposing trend direction (decreasing trend) in comparison to the in-situ
measurement trend direction (increasing trend). It is important to note that the NWM
underestimated streamflow values for those simulations (negative PB values).
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The opposite case was observed in parts of the SERFC, where in-situ observations
disclosed a prevailing decreasing trend, while the NWM simulation displayed a domi-
nant increasing trend. In those locations, PB results indicated a tendency of the model
to overestimate streamflow. It is also pertinent to mention that distinct trend results
for the NERFC and SERFC cases were discovered in forecast points within channels
with a stream order of three or higher. The obtained results align with the findings pre-
sented in Figure 4, where forecast points with higher stream order exhibited larger PB
results, leading to an inadequate representation of the temporal evolution of streamflow in
high-order streams.

For other RFCs where streamflow values were overestimated, such as the MBRFC,
ABRFC, and WGRFC, trend results obtained from the NWM series demonstrated a dom-
inant increasing trend in those regions. However, in-situ measurement results revealed
a prevailing decreasing trend in the ABRFC and WGRFC. The obtained results could be
elucidated by the positive PB and low correlation for forecast points located in these regions
(Figure 2c,i). Overall, the MMK test results disclosed a satisfactory agreement between the
temporal evolution of the observed and simulated natural streamflow series for 74% of the
studied dataset.
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Regions exhibiting dominant negative streamflow trends and negative PB values
pose significant concerns for products generated from the retrospective data, such as
annual exceedance probability threshold values at forecast points, which are utilized
to trigger flood inundation mapping in the operational NWM. To investigate this issue,
we selected two representative stations with negative trends and negative PB values,
characterized by close Z-MMK values, to retrieve the annual peak series and flood return
periods. Initially, we extracted annual peak discharge from the daily streamflow time
series and temporally matched these values with the corresponding values from the NWM
simulations. It is crucial to note that the annual peak discharge values from the NWM
simulation occurred within a 3-day time window of the USGS measurements, accounting
for potential discrepancies in runoff generation lag time representation. In other words,
within the same year, the NWM simulation could present a higher value than the selected
value, which we consider a biased estimation of streamflow that could be attributed to
biases in the forcing data.

As illustrated in Figure 9, the annual peak series and flood return period demonstrate
that, although the NWM simulation captures the trend of annual peak discharge values,
there is a significant concern regarding the model’s representation of flood return peri-
ods. The 15-year return period flood value, which is used to trigger flood mapping in the
operational model, is underestimated by the NWM simulation, as shown in Figure 9b,d.
This finding highlights the issue of the NWM underestimating peak flood values, neces-
sitating bias correction of the NWM retrospective data. Several factors can contribute to
the NWM model’s underestimation of peak discharge values. In addition to input data
inaccuracies, model parameterization plays a substantial role in generating negative biases.
Initial investigations into the source of the bias should primarily focus on land use and land
cover data. The impact of updating the land use and land cover data while generating the
retrospective dataset remains uncertain. Inaccurate land use and land cover data can lead
to the misrepresentation of a catchment’s response to precipitation events, thereby causing
an underestimation of peak discharge values. Furthermore, an incorrect representation
of channel routing and floodplain storage can significantly impact the model’s ability to
accurately simulate peak discharge values.
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4. Discussion

In this study, the evaluation of the National Water Model retrospective data concen-
trated on the model’s streamflow estimation performance across the regional and temporal
variations in the contiguous United States. The model bias and bias variation were scruti-
nized using multiple metrics, emphasizing percent bias (PB) variation for distinct climate
classes. This approach facilitated a more standardized portrayal of the model’s performance
across diverse climate regions.

In this section, we delve into the sources of uncertainty associated with the NWM
streamflow simulation, encompassing input and output data, model structure, and model
parameters. In the present study, the spatial analysis facilitated the delineation of underper-
forming catchments, predominantly situated along the high plains and desert southwest.
The analysis of the spatial dispersion of model bias shows that regions characterized by
elevated non-seasonal streamflow variability and frequent precipitation occurrences, such
as the Southeast River Forecast Center and Northwest River Forecast Center, exhibited
low variability errors. In contrast, arid and semi-arid regions demonstrated heightened
variability errors. Catchments dominated by snowpack, including those within the Mis-
souri Basin River Forecast Center, and areas with a more distinct seasonal cycle, such as the
California–Nevada River Forecast Center, also revealed substantial variability errors.

It is widely acknowledged that hydrological models are susceptible to errors in hy-
drometeorological input data [59]. Consequently, biases in forcing variables, particularly
precipitation and near-surface air temperature, yield corresponding biases in model output.
Lahmers et al. (2019) demonstrated that refining forcing data by integrating modeled
atmospheric forcing with gauge-based precipitation measurements mitigated evapotran-
spiration biases and augmented the simulation of streamflow behavior [60]. In a separate
study, Viterbo et al. (2020) conducted an event-based model assessment and deduced
that the NWM streamflow bias is influenced by both model errors and input errors [61].
Furthermore, Garousi–Nejad and Tarboton (2022) identified a prevalent tendency for the
NWM to underestimate Snow Water Equivalent (SWE) as a result of hydrologic process
representation and hydrometeorological input errors [62]. Their investigation revealed
that the incorporation of observed precipitation and bias-corrected air temperature data
ameliorated the general downward bias in NWM–SWE estimations. The model is also
certainly sensitive to potential biases in soil moisture especially in watersheds with natural
flow. The advent of satellite missions like the NASA SMAP that hold a potential to enhance
streamflow forecast through data assimilation. This requires an exhaustive calibration and
validation of the sensor’s estimates through various field campaigns [63,64].

For the NWM V2.1 retrospective simulations, the Analysis of Period of Record for
Calibration (AORC) dataset was employed as forcing data. Although the blended product
has high temporal and spatial resolutions and contains over a dozen individual rainfall
datasets, there is need to evaluate the product performance over the CONUS while taking
into account the seasonal variation of the product accuracy. For instance, Kim and Villarini
(2022) assessed the AORC rainfall across Louisiana while focusing on the precipitation
accuracy associated with Tropical Cyclone (TC) and non-TC conditions [65]. The study
showed that AORC performs better for the TC period compared to the non-TC ones. Thus,
for regions with dominant small precipitation amounts, it is expected that the bias in AORC
data would affect the soil condition and infiltration rates in the model simulation, as well
as impact the water storage and the baseflow estimations. Hong et al. (2022) analyzed
the AORC performance over the Great Lakes basin, and the analysis showed compared to
632 gauge stations, the product tends to overestimate daily precipitation and underestimate
heavy rains with a notable larger bias value in cold months [66]. The study also showed
that the interannual change in AORC precipitation has divergent years while compared
to other gridded precipitation products. To our knowledge, there are no continental scale
assessments of AORC forcing hourly data, including precipitation, air temperature, specific
humidity, surface pressure, radiation, and near-surface wind, which may have significant
impact on accurately simulating evapotranspiration, snowmelt, and runoff generation
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processes. A better understanding of the NWM bias inherited from the forcing data would
include the assessment of the AORC forcing.

The NWM performance is contingent upon the quality and accuracy of the static
input data, which fundamentally represent catchment characteristics and significantly
influence runoff generation, flow direction, and the configuration of the stream network. For
instance, land use and land-cover data are crucial for determining the spatial distribution
of vegetation, urban areas, and other surface types within a catchment, thereby directly
impacting parameters associated with infiltration, evapotranspiration, and surface runoff
generation. In the case of the NWM retrospective simulation, it is unclear which land
cover dataset was used. However, the usage of static datasets similar to the retrospective
runs of Versions 2.0 and 2.1 may result in biased simulations for periods when the used
land cover layer does not match with the land cover of the simulation period. Similarly,
using static soil data for a long-term simulation, encompassing properties such as texture,
depth, and hydraulic conductivity, play a pivotal role in shaping infiltration capacity,
water retention, and groundwater recharge processes throughout the catchment. Lastly,
the accurate representation of river network and geometry, including parameters such as
river width, depth, and slope, is indispensable for modeling flow routing and overland
flow processes. For example, Ghanghas et al. (2022) assessed the reliability of Synthetic
Rating Curves (SRC) across the CONUS by comparing them with the rating curves from
USGS gauges [67]. The identified errors in the SRC were attributed to topographical
factors and inherent assumptions, such as employing reach-averaged channel properties,
constant channel roughness, and uniform flow. These assumptions are consistent with
those utilized in the NWM river network (NHDPlus). It is imperative to note that the NWM
retrospective simulations serve as a basis for obtaining the 15-year return period flood
discharge values across the CONUS. Subsequently, these discharge values are employed to
initiate the flood inundation mapping process within the operational NWM framework.
Consequently, inaccuracies in flood maps generated during forecasting may stem from
errors in the estimated 15-year return period discharge values and/or the underlying SRC,
emphasizing the importance of refining these components for improved flood prediction
and mapping.

The uncertainty inherent in model streamflow simulations may also stem from er-
rors in the in-situ measurements employed for model calibration and output assessment.
While the gathered USGS streamflow data is verified through statistical and deterministic
methods, such as flagging extreme discharge values, correlating independent observations,
and conducting continuity tests, inherent errors in streamflow records may arise from
alterations in stage–discharge relationships, backwater effects due to ice or debris, or equip-
ment malfunctions. Thus, the correction of ice-affected streamflow is critical for evaluating
models’ simulations in cold regions [68]. Nevertheless, it is important to note that with
advancements in estimating data uncertainty, the impact of such errors may be negligible.
Conversely, it is imperative to emphasize that the NWM retrospective simulations scruti-
nized in this study do not incorporate streamflow observation nudging. As a result, the
performance of the operational model version may be superior in localized areas where
USGS observations are available. Despite this, the reported performance remains pertinent
in identifying limitations in model parameterization and underlining the necessity for
further refinement.

In this study, several key findings and recommendations emerge from the analysis
of the model’s performance. First, it is evident that incorporating soil moisture data
assimilation in humid regions, where frequent precipitation events are common, is essential
to improve the model’s accuracy, as soil moisture dynamics play a crucial role in partitioning
precipitation into runoff and infiltration, thereby directly impacting streamflow estimates.
We would like to emphasize that the NWM’s soil moisture estimates are grid-based with
a spatial resolution of 1 km. Consequently, a faithful representation of soil moisture
within these grid cells would contribute substantially to a more accurate estimation of
streamflow in such regions. In addition, it is also important to note that the operational
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version of the NWM actively nudging streamflow data from USGS stations. This nudging
process is critical in updating the streamflow estimates within the model, but it does not
affect the other hydrological components. Consequently, continuous and accurate soil
moisture data assimilation would not only maintain the up-to-date status of soil moisture
but also significantly enhance the model’s streamflow estimates, especially in predicting
and managing flood events. These collective measures, in effect, would amplify the overall
reliability and accuracy of the NWM’s streamflow estimates. Second, in cold regions, the
assimilation of river ice data is necessary to better capture the effects of ice processes,
such as freeze-up and break-up events, on streamflow dynamics, ultimately leading to
more accurate predictions in these areas. Third, the uncertainty associated with the lack of
knowledge regarding reservoir operation rules has been identified as a potential source of
error in the model’s performance.

The challenges posed by river systems in the context of hydrological modeling ne-
cessitate a more sophisticated and adaptive approach. To tackle these complexities, we
advocate for the exploration and integration of advanced computational methods, such as
physics-informed machine learning and data mining, into the operational procedures of the
NWM. Physics-informed machine-learning algorithms, which couple the power of data-
driven models with the underlying physical principles governing the system, can provide
insightful and reliable representations of reservoir operation rules. In this context, these
techniques can help leverage the existing wealth of observational and operational data,
enabling the extraction of complex relationships and patterns that traditional methods may
struggle to discern. Moreover, enhancing the NWM’s capabilities through data-assimilation
techniques could also significantly improve the simulation of streamflow estimates in
regulated systems. Data assimilation, which blends model predictions with observed data
to improve forecast accuracy and reduce uncertainty, has emerged as a powerful tool in
hydrological modeling. Incorporating these inferred operation rules into the NWM would
allow for a more faithful representation of the regulated systems, thereby significantly
improving the accuracy of the model’s streamflow estimates. In this way, these advanced
techniques could serve as catalysts in boosting the model’s overall performance, while
simultaneously offering a more nuanced understanding of the hydrological processes at
play in these regulated systems. These proposed recommendations, while demanding
in terms of computational resources and methodological implementation, are projected
to considerably enhance the capacity of the NWM to provide more reliable and accurate
hydrological forecasts, ultimately benefiting a range of stakeholders in water resources
management, flood prediction, and environmental conservation.

On the other hand, as we move towards the implementation of the Next Generation
Modeling System (NextGen) for the National Water Model, opportunities for enhanced
streamflow estimation, particularly in regions exhibiting poor performance with the cur-
rent NWM, are anticipated [69]. The NextGen framework, inherently model agnostic,
offers immense flexibility, permitting the application of disparate methods or models
to simulate specific hydrological fluxes. These simulations can be adjusted for diverse
temporal and spatial scales, thereby accommodating unique hydrological characteristics
across regions. The collaborative ethos embedded in the open-source philosophy of the
NextGen framework augments methodological development within the scientific commu-
nity. This atmosphere of collective engagement accelerates advancements in hydrological
modeling techniques, promoting knowledge exchange and bolstering scientific growth.
Moreover, this open-source approach empowers agencies to integrate proven models effec-
tively within the NextGen framework, a feature that is notably advantageous for regions
wherein certain models have demonstrated exceptional performance [69]. Overall, the
evolution towards the NextGen framework heralds a promising era for the NWM, offering
pathways to surmount current limitations in streamflow estimation and substantially en-
hance the accuracy and reliability of hydrological predictions across the Continental United
States. This transition signifies a noteworthy advancement in our ongoing journey towards
comprehensive and adaptable hydrological modeling.
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5. Conclusions

This study aimed to assess the NWM streamflow estimates using a multi-decade
retrospective dataset across the contiguous United States. The performance of the models
was found to vary regionally, with the primary factors influencing this variation being
aridity and precipitation alternation and chaotic dynamics, snowmelt contribution, and
runoff seasonality. Model static input data, such as river network and land cover data,
were also identified as potential sources of bias. Our findings revealed that 57% of natural
flow forecast points exhibited KGE values greater than 0.5, while 43% of regulated flow
forecast points surpassed a KGE value of 0.5. The model performance was notably poor in
the Great Plains region, while it demonstrated better performance in estimating streamflow
in the Northeastern and Northwestern regions. Ultimately, the model bias was found
to be governed by both the representation of hydrologic processes and the presence of
forcing errors. Our findings revealed that the accuracy of the NWM streamflow estimates
is significantly influenced by seasonal streamflow variation. In semi-arid and sub-humid
climate zones, the NWM streamflow estimates displayed good agreement with in-situ
observations for spring season results. In humid regions, streamflow estimates were more
accurate during fall and winter, while for arid regions, the model demonstrated better
agreement with in-situ observations during the fall season. These insights can inform future
model improvements and contribute to more accurate and reliable hydrologic predictions
across the contiguous United States. Future work will focus on leveraging the outcomes
of the assessment of the performance of the NWM in this study to guide the evaluation
of the streamflow of the operational NWM. In addition, future work will involve the bias
correction of streamflow from the retrospective simulation and its frequency analysis to
better estimate the annual exceedance probability threshold values at the forecast points,
which are used to trigger flood inundation mapping, anticipated in late 2023, using the
NWM V3.0. On the other hand, the transition towards the NextGen modeling system
holds promising prospects for improved streamflow estimations, particularly in areas
of suboptimal current performance of the NWM. Its model-agnostic structure and open-
source philosophy foster innovation and integration of proven models. This transformative
shift signifies a critical advancement towards a more robust and adaptable hydrological
modeling system.
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