
Citation: Usman, J.; Abba, S.I.;

Muhammed, I.; Abdulazeez, I.;

Lawal, D.U.; Yogarathinam, L.T.;

Bafaqeer, A.; Baig, N.; Aljundi, I.H.

Advancing Sustainable Wastewater

Treatment Using Enhanced

Membrane Oil Flux and Separation

Efficiency through

Experimental-Based Chemometric

Learning. Water 2023, 15, 3611.

https://doi.org/10.3390/w15203611

Academic Editor: Anshul Yadav

Received: 1 September 2023

Revised: 7 October 2023

Accepted: 9 October 2023

Published: 16 October 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

water

Article

Advancing Sustainable Wastewater Treatment Using Enhanced
Membrane Oil Flux and Separation Efficiency through
Experimental-Based Chemometric Learning
Jamilu Usman 1 , Sani I. Abba 1,*, Ibrahim Muhammed 2, Ismail Abdulazeez 1 , Dahiru U. Lawal 1,* ,
Lukka Thuyavan Yogarathinam 1 , Abdullah Bafaqeer 3 , Nadeem Baig 1 and Isam H. Aljundi 1,4

1 Interdisciplinary Research Centre for Membranes and Water Security, King Fahd University of Petroleum and
Minerals, Dhahran 31261, Saudi Arabia; jamilu.usman@kfupm.edu.sa (J.U.);
ismail.abdulazeez@kfupm.edu.sa (I.A.); l.yogarathinam@kfupm.edu.sa (L.T.Y.);
nadeembaig@kfupm.edu.sa (N.B.); aljundi@kfupm.edu.sa (I.H.A.)

2 Department of Chemistry, Faculty of Science, Sokoto State University, Sokoto 852101, Nigeria;
ibrahim.muhammad@ssu.edu.ng

3 Center for Refining and Advanced Chemicals, King Fahd University of Petroleum and Minerals,
Dhahran 31261, Saudi Arabia; abdullah.bafaqeer@kfupm.edu.sa

4 Department of Chemical Engineering, King Fahd University of Petroleum and Minerals,
Dhahran 31261, Saudi Arabia

* Correspondence: sani.abba@kfupm.edu.sa (S.I.A.); dahiru.lawal@kfupm.edu.sa (D.U.L.)

Abstract: Efficient oil–water separation using membranes directly aligns with removing oil pollutants
from water sources, promoting water quality. Hence, mitigating environmental harm from oil spills
and contamination and fostering ecosystem health for sustainable development. Computational
learning, such as artificial intelligence (AI), enhances membrane oil flux and separation efficiency
by optimizing process parameters, leading to improved oil–water separation and aligning AI with
sustainable environmental protection and resource efficiency solutions. This study employed phase-
inversion coupled with sintering to create the ceramic membrane. The Stöber method was adopted
to prepare the superhydrophobic silica sol-gel solutions. The data from the mentioned experiment
were imposed into regression models, namely, multilinear regression analysis (MLR), support vector
regression (SVR), and robust linear regression (RLR), to simulate three different scenarios (oil flux,
separation efficiency, and oil flux and separation efficiency). The outcomes were validated and
evaluated using several statistical (R2, MSE, R, and RMSE) and graphical visualizations. For oil flux,
the results show that the most effective simulation was achieved in SVR-M2 and the statistical criteria
for the testing phase were R2 = 0.9847, R = 0.9923, RMSE = 0.0333, and MSE = 0.0011. Similarly,
SVR-M2 was superior to other modeling techniques for the separation efficiency in the testing phase
(R2 = 0.9945, R = 0.9972, RMSE = 0.0282, MSE = 0.0008). Reliability outcomes promise to revolutionize
how we model and optimize membrane-based oil–water separation processes, with implications for
various industries seeking sustainable and efficient solutions.

Keywords: membrane; oil–water separation; artificial intelligence; optimization

1. Introduction

Globally, oil–water separation is a significant concern as industrial oily wastewater
continues to increase. Ultrasonication, coagulation, air flotation, ozonation, heating, floccu-
lation, and membrane separation are widely used for the treatment of oily wastewater [1–6].
Microfiltration (MF) and ultrafiltration (UF) have become popular membrane processes
due to their effective separation performance and facile operational process. For oil–water
separation, the other substrates, such as metal meshes, textiles, manganese oxide nanowires,
silicon, filter paper, polymer composites, and plastics, have been investigated [7]. However,
some of these substrates have drawbacks, such as low flexibility and poor thermal, chemical,
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and mechanical stability. Ceramic membranes made from alumina, kaolin, zirconia, titania,
and silica precursors have gained more attention because of their superior mechanical
durability, high chemical resistance, better thermal stability, and good biological activity [8].
Kaolin membranes are chemically responsive and can operate in a pH range of 1 to 14
without any hindrance with harsh chemical cleaning. Additionally, there are no limitations
in terms of temperature and pH when using alumina membranes.

In ceramic membranes, coating or grafting are the common modification techniques
to turn in the membrane for a specific function. For instance, superhydrophobic super-
oleophilic membranes can allow the passage of oil and completely repel water. Liu et al. [9]
observed that modified ceramic membranes had exceptional superhydrophilicity, great
underwater oleophobicity, and very little oil adhesion. A 99.0% separation efficiency was
achieved for the oil–water emulsion. Wu et al. [10] created a green ceramic hydrophobic
nanofiber membrane by pyrolyzing electrospun polycarbosilane nanofibers and intro-
ducing trace amounts of palladium. Lu et al. [11] enhanced the hydrophobic properties
of alumina membranes by grafting fluoroalkylsilane on their surface. Razmjou et al. [11]
developed superhydrophobic PVDF membranes by the deposition of TiO2 nanoparticles and
fluorosilanizing using H,1H,2H,2H-perfluorododecyltrichlorosilane for membrane distillation.

Recently, researchers proposed and developed a technique for global optimization
by combining experimental design with machine learning (ML) [12]. The ML approach
uses various dependent and independent variables gathered from experimental design [13].
Lately, the deployment of ML and AI approaches has been reported in various chemical pro-
cesses, such as separation [14], transesterification reactions [15,16], bioethanol production
processes [17], electrospinning processes [18], polymerization processes [19], esterification
reactions [20], and other chemical processes [21]. However, there has been limited emphasis
on using data-driven chemometrics to enhance oil–water separation efficiency. Usman and
coworkers [22] investigated the use of support vector machines (SVMs) for forecasting
oil–water permeation flux, along with other membrane characteristics. The SVM model
demonstrated an impressive average accuracy of 96%. Nevertheless, the absence of vast,
top-notch datasets and the misalignment of ML predictions with conventional processes re-
main challenges; this includes the limitations of the application of ML studies to membrane
separation, which may lead to incorrect predictions [22].

It is worth mentioning that ML models, specifically chemometric learning, play a
fundamental role in optimizing the efficiency and sustainability of wastewater treatment.
ML brings data-driven advantages to the field by analyzing large datasets, enabling real-
time monitoring and control, enhancing energy efficiency, and aiding resource recovery. It
optimizes treatment parameters, predicts water quality, detects anomalies, and contributes
to the circular economy by recovering valuable resources from wastewater. Previous
studies have showcased the applicability of ML in wastewater treatment. These studies
include predictive modeling for parameters like chemical and biological oxygen demand,
anomaly detection to address issues like membrane fouling, the optimization of treat-
ment systems and resource recovery, and real-time water quality monitoring. Coupling
experimental-based chemometric learning with ML emphasizes the importance of introduc-
ing data-driven insights with experimental observations, thus enhancing the advancement
of sustainable wastewater treatment solutions. Ultimately, this multidisciplinary approach
promises more efficient, cost-effective, and environmentally friendly wastewater treatment
processes. For details related to advanced literature, Nandi et al. [23] took the path of mod-
eling, employing both conventional pore-blocking models and the advanced multilayer
feedforward ANN model to interpret the enigmatic behavior of flux. Chen et al. [24] intro-
duced a novel group of super hydrophilic hybrid membranes, designed to master the art of
oil and water parting. These membranes whispered the secrets of their separation prowess.
Rahimzadeh et al. [25] harnessed the power of the adaptive neuro-fuzzy inference system
(ANFIS), an inspired tool capable of taming complex and nonlinear systems. In addition,
Ma et al. [26] showed a dual pH- and ammonia-vapor-responsive polyimide (PI)-based
nanofibrous membrane. Zhu et al. [27] composed a super hydrophilic triumph, fashioning
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a zwitterionic poly(vinylidene fluoride) (PVDF) membrane through a two-part alchemical
process. This membrane bore witness to the transformative power of in situ cross-linking
reactions and subsequent sulfonation reactions. Zhang et al. [28] proposed structures that
held the promise of high-efficiency oil–water separation, a biological marvel brought to
life in the laboratory. However, Ismail et al. [29] provided an illuminating panorama of
recent approaches and materials that have graced the world of oily wastewater treatment.
Their insights painted a canvas of hydrophilic membranes as guardians of purity. Similarly,
Usman et al. [30] explored impressive models, such as SVR and Gaussian process regression
(GPR), armoring themselves with the response surface method (RSM). Kang et al. [28] and
Li et al. [31] worked on oil–water separation. To address these issues, the current study
integrates experimental analysis with machine learning techniques, specifically multilinear
regression (MLR), support vector regression (SVR), and regularized logistic regression
(RLR), using them for the prediction of the oil separation efficiency. Literature on the
integration of ML techniques for oil–water separation has not yet been studied. This study
focuses on analyzing the relationship between the input parameters (concentration of
oil, feed flow rate, and feed pH); the experiments were designed using response surface
methodology (RSM). The developed models were evaluated using mean square error (MSE)
and (RMSE).

2. Experimental Methodology

The well-known method of phase-inversion coupled with sintering was employed
to create the ceramic membrane in this study [30]. Kaolin was first dried in an oven
at 80 ◦C for 24 h. Following that, 1 g of Arlacel P135 gel was dissolved in N-2-methyl-
2-pyrrolidone (NMP). This solution was then poured into a ceramic dish with 25 g of
ceramic clay powder. The blend then underwent a ball milling process for 48 h using an
NQM-2 planetary mill. Afterward, a binder, specifically polyethersulfone (PESF), was
incorporated into the mixture and it was milled for an additional 48 h. The homogenized
dope suspension was degassed before extrusion by a vacuum pump for 10 min. The
degassed dope suspension was then extruded in a single layer spinneret under the flow
rate and an extrusion temperature of 10 mL/min and 25 ◦C, respectively. Distilled water
was used as bore fluid and pumped using a syringe pump. Afterwards, the kaolin ceramic
hollow fiber membranes were collected and immersed in water for 24 h. In the end, the
membranes were washed with water and allowed to dry at ambient temperature for a
period of two to three days. Figure 1 depicts the diagram outlining the process of creating
the hollow fiber membrane. In the spinneret-based process, the following parameters and
values are employed: a spinneret diameter of 1.2; internal and external diameters of 2.8 mm
and 10 mm, respectively; a dope extrusion rate of 10 mL/min; an air gap of 5 cm; a bore
fluid injection rate of 10 mL/min; and the use of tap water as both an internal and external
coagulant. The spinning and external temperatures are maintained at 25 ◦C. These specific
settings constitute the operational conditions for the process, which is characterized by its
precise control of variables to achieve the desired outcomes.

The fabricated precursor membrane was cured at 1350 ◦C using a tubular furnace
(XY-1700 MAGNA). The curing began at room temperature, extending for 2 h at a rate of
2 ◦C/min until 600 ◦C was achieved. Subsequently, the temperature was raised to 1350 ◦C
at a pace of 5 ◦C/min and maintained for 5 h. Finally, the temperature was gradually
reduced back to ambient levels at 5 ◦C/min. A diagram showcasing the sintering process
of the ceramic membrane can be seen in Figure 2.

A modified Stöber method was adopted for the preparation of the superhydrophobic
silica sol-gel solutions [32]. Initially, 0.24 M of tetraethoxysilicate (TEOS) and 4.64 M
of ethanol were combined and introduced into a separate solution containing 1.04 M of
ammonia, 4.00 M of H2O, and 4.64 M of ethanol. This blend was stirred and underwent a
reaction at 60 ◦C for 90 min to form colloidal silica. Following this, 0.24 M of MTES and
4.64 M of ethanol were incorporated into the previously prepared colloidal silica solutions.
An additional 4.64 M of ethanol was added to the mix to instill hydrophobic properties in
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the silica sol. Then, the solutions were stirred continuously at 60 ◦C for 19 h and allowed to
sit for 3 days for ageing. Finally, the dip-coating method was followed for the preparation
of a hydrophobic ceramic membrane.

Figure 1. The schematic demonstration of the spinning process of the ceramic membrane fabrication process.

Figure 2. Sintering profile of the ceramic membrane.

The filtration experiments were carried out in a custom-designed cross-flow membrane
module. The feed flow rate (FF) is varied to understand the influence on flux and oil
rejection (L/h). The fouling is majorly influenced by the feed flow rates. The feed flow (FF)
can be calculated using Equation (1) below:

FF =
V
t

(1)

In this equation, V represents the feed volume (mL) and t denotes the time (min).
The pH of the feed is another input parameter in tuning the feed characteristics. The

feed pH also has an influence on the surface charge of the membrane and it relies on the
oil–water separation efficiency.

In oil–water filtration, oil flux (OF) was measured at the time interval of 5 min and
calculated according to Equation (2):

OF =
V

A× t
(2)
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In the formula, V represents the oil volume (measured in liters), A stands for the
membrane’s surface area (measured in square meters), and t is the duration of filtration
(in hours).

The efficiency of separating oil and water, termed oil–water separation efficiency
(OSE), is determined by the ratio of oil extracted (mr) from the initial solution (mt) by the
membrane. It is expressed in the following manner:

OSE =
(mr)

mt
× 100 (3)

3. Proposed AI Models

The pressing challenge of oil–water separation in wastewater treatment has witnessed
a revolutionary improvement with the integration of AI and computational learning.
By employing membrane technology, a widely recognized method for separation, AI
algorithms analyze vast sets of experimental data to optimize process parameters. The core
advantage of AI lies in its ability to predict outcomes with enhanced precision, thereby
ensuring the membrane’s maximum efficiency in separating oil from water. Through
continuous learning and adaptation, AI models can fine-tune operational conditions, such
as pressure, flow rate, and temperature, to achieve optimal separation results. In essence, AI
not only streamlines the membrane-based oil–water separation processes but also elevates
their efficacy, paving the way for more sustainable wastewater treatment solutions.

The proposed methodology employs a synergistic combination of the SVR, MLR, and
RLR approaches to estimate three scenarios, namely, separation efficiency, oil flux, and
the combination of the two, in oil–water separation processes through ML [33,34]. This
multifaceted approach harnesses the unique strengths of each algorithm. SVR adeptly
captures intricate nonlinear correlations, RLR excels at learning intricate patterns, and MLR
offers interpretability, allowing a comprehensive understanding of the underlying factors.
The models are trained in historical process data, adapting their parameters to difficulties
within the dataset, resulting in accurate predictions of the target outputs [35]. To enhance
the predictive power and robustness of the models, sensitivity analysis is integrated for
feature extractions. This analysis explores the influence of individual input variables on the
output predictions, providing insights into the key drivers of the separation process [36–39].
By leveraging the collective capabilities of SVR, RLR, and MLR, along with the sensitivity
analysis, this methodology offers a holistic approach to tackling the challenges of oil–water
separation. It contributes to optimized separation processes, leading to increased efficiency
and reduced environmental impacts in the oil industry. This integrated framework not
only provides accurate predictions but also empowers engineers and researchers to make
informed decisions by understanding the sensitivity of the model’s output to various input
parameters [40]. For effective ML models in oil–water separation, data were collected
from experiments, involving physical and chemical properties of the membrane, as well as
operational conditions like pressure and temperature. These data undergo preprocessing,
including cleaning and normalization. After identifying the most relevant features through
techniques like correlation analysis, the data are divided into training and validation sets.
The model is then trained on the chosen features to predict separation efficiency, ensuring
its predictions are based on real-world experimental conditions and their intricacies.

3.1. Support Vector Regression

The support vector machine (SVM) has the potent capability to effectively merge classi-
fication, regression, prediction, and pattern identification for a specific group of challenges.
This is largely because of its innate ability to quickly embrace statistical learning theory
and minimize structural risk [41,42]. The potential for the SVM to improve data network
performance over traditional AAN is another advantage. Based on their specifications,
SVMs can be divided into two groups: nonlinear support vector regression (N-SVR) and
linear support vector regression (L-SVR). While the latter is used to analyze nonlinear data
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and build models, the former is utilized to address immediate technical difficulties like
rainfall prediction [43].

The weighting of input variables is dealt with in the first layer while the weighting of
output variables is dealt with in the second layer. The general SVR function is provided
by Equation (3) for a set of training data {(xi, di)}N

i (xi is the input vector, di is the actual
value, and N is the total number of data patterns):

y = f (x) = wφ(xi) + b (4)

where the nonlinearly transferred feature spaces from the input vector x are denoted by
ϕ(xi). The regression parameters b and w can be found by providing positive values to the
slack parameters ξ and ξ*, minimizing the objective function, as shown in Equation (5):

1
2
‖w‖2 + C

(
∑N

i (ξi + ξ∗i )
)

(5)

Subject to :


wiφ(xi) + bi − di ≤ ε + ξ∗i
di − wiφ(xi) + bi ≤ ε + ξ∗i

ξi, ξ∗i

i = 1, 2, . . . , N (6)

where C is the regularized constant and 1
2‖w‖

2 are the weights of the vector norms. The
fundamental conceptual model structure of SVR is shown in Figure 3. The vector w
in Equation (6) may be calculated after resolving the optimization issue. The Lagrange
multipliers’ parameters are represented by αi and αi*:

w∗ = ∑N
i=1 (αi − α∗i )φ(xi) (7)

As a result, the general form of SVR influences Equation (8):

f (x, αi, α∗i ) = ∑N
i=1 (αi − α∗i )K(x, xi) + b (8)

The bias term is b while the kernel function is written as k (xi, xj); the Gaussian radial
basis function, which can be written as follows, is the most well-liked kernel function:

k(x1, x2) = exp(−γ‖x1 − x2‖2) (9)

where γ represents the kernel parameter.

3.2. Robust Linear Regression (RLR)

Robust linear regression (RLR) can be categorized into two forms: simple regression,
which relates a single predictor to a single variable, and multiple regression, which associates
multiple predictors with a single variable. In the context of this research, the analysis utilized
multiple regression (also referred to as multilinear regression). It is worth noting that multi-
linear regression is the most widely used form of linear regression [42,44]. In this analytical
approach, every value of an independent variable is mapped to a value of a dependent
variable. The linear regression employed in this research is represented by Equation (10).

y = b0 + b1 x1 + b2 x2 + . . . bi xi (10)

Here, x1 signifies the value of the ith predictor, b0 represents the regression constant,
and bi stands for the coefficient of the ith predictor.

3.3. Multilinear Regression Analysis (MLR)

For building a model where there is a linear relationship between the two parameters,
the least squares method is frequently used. Multiple linear regression (MLR) is used to
determine the relationship among more than two variables [42,43]. Although multiple
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linear regression (MLR) is commonly chosen for analysis and model creation because of its
ease of use, simple linear regression (SLR) focuses on establishing a connection between
two specific variables: the dependent and the independent ones [45]. Below is an example
of it in a wider context:

y
1
4 = B0 + B1X1 + B2X2 + BiXi (11)

B0 represents the regression constant, X1 stands for the value of the ith predictor, and
Bi is the coefficient of the ith predictor.

Figure 3. Overall flowchart used in this study.

3.4. Evaluation Criteria

The effectiveness of any AI-based model for any type of data-driven algorithm can be
evaluated using a variety of performance indicators by comparing measured and calculated
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data [46,47]. Various internal and external validation processes are used to test the models
during the verification step [48–50]. K-fold cross-validation is one of these techniques
that is used in many studies. Similar to this, the computerized model’s substantiation
within the scope of its applicability has an appropriate range of accuracy in line with the
application that the model is intended for. As a result, the model’s validation techniques
should provide the observed levels of agreement between the projected model and the
experimental results as well as the model’s prediction accuracy [48–54]. In this study,
external validation was conducted using the k-fold cross-validation method before any
modeling was conducted. The authors [42] employed this approach to ascertain the
quality of fit gauged using the coefficient of determinacy (R2) and correlation coefficient
(CC). Prior to the final development of the model in the simulation phase, a thorough
external validation process was thoroughly conducted. This validation procedure relied
on the precise 10-fold cross-validation method, strategically designed to fine-tune model
performance, improve model integrity, and minimize potential errors in modeling oil
flux and separation efficiency. This process partitioned the dataset into ten equal subsets,
consecutively utilizing one subset for validation while training the model on the remaining
nine, repeating this process ten times to ensure a comprehensive assessment of model
generalization. The application of 10-fold cross-validation served a dual purpose: to
guard against overfitting, ensuring that models learned meaningful patterns instead of
memorizing training data, and to identify potential issues with model robustness and
consistency. Consequently, this systematic approach enabled the optimization of model
parameters and features in models with superior predictive capabilities, well-suited for
real-world applications during the subsequent simulation phase of oil flux and separation
efficiency. Additionally, the model’s effectiveness was evaluated using two statistical errors:
the root mean square error (RMSE) and the mean square error (MSE). These parameters
were assessed using Equations (12)–(15).

The R2 (−∞ < R2 < 1), CC (−1 < CC < 1), MAE (0 < MAE < ∞), RMSE (0 < RMSE < ∞)
are expressed as:

I. Coefficient of Determinacy

R2 = 1−

∑N
i=1
(

Jcom,i − Jpre,i)
2

∑N
i=1

(
Jcom,i − Jcom

)2

 (12)

II. Correlation Coefficient

CC =
∑N

i=1
(

Jcom,i − Jcom
)(

Jpre,i − Jpre
)√

∑N
i=1

(
Jcom,i − Jcom

)2
∑N

i=1

(
Jpre,i − Jpre

)2
(13)

III. Mean Square Error

MSE =
1
N ∑N

i=1

(
Jcom,i − Jpre,i)

2 (14)

IV. Root Mean Square Error

RMSE =

√
1
N ∑N

i=1

(
Jcom,i − Jpre,i)2 (15)

where J stands for oil flux and Jpre,i, Jcom,i, Jpre, and Jcom i are the expected and computed
values with their corresponding averages for N data points. The best R2 and CC and
lowest MSE and RMSE proposed models were also put forth for better prediction within
the research domain.
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4. Results of AI-Based Models

For model development and coding structure, MATLAB 2022b was used while the other
simulation was conducted using EViews-10 software. The graphical analysis was conducted
using Origin Pro, Microsoft Excel, and R software. The SVR, RLR, and MLR models were
individually employed to prognosticate the separation efficiency and oil flux. The performance
potency of each model was appraised employing statistical indicators, namely, R2, MSE, root
MSE (RMSE), and R. Tables 1 and 2 show the computed results for these statistical indicators
of training and testing datasets. Additionally, this table shows the multistate performance of
the model depending on various input variables. The outcomes indicated that the various
predictive modeling strategies had varying degrees of accuracy. Furthermore, SVR-M2 was
the superior prediction accuracy for both the training (R2 = 0.9477, R = 0.9735, RSME = 0.0520,
MSE = 0.0027) and testing phases (R2 = 0.9847, R = 0.9923, RMSE = 0.0333, MSE = 0.0011).
The worst performing regression method for the prediction of oil flux was MLR-M1, with the
computed values of the indicators as training (R2 = 0.7936, MSE = 0.0107, RMSE = 0.01033,
R = 0.8908) and testing (R2 = 0.7931, MSE = 0.0150, RMSE = 0.1223, R = 0.8906). Similarly, for
the separation efficiency, SVR-M2 was superior to other modeling techniques with training
stage training (R2 = 0.9891, MSE = 0.0010, RSME = 0.0313, R = 0.9946) and the testing phase
(R2 = 0.9945, MSE = 0.0008, RMSE = 0.0282, R = 0.9972); whereas, MLR-M1 had the worst
performance with training (R2 = 0.9760, MSE = 0.0022, RMSE = 0.0466, R = 0.9879) and
testing (R = 0.9815, MSE = 0.0027, RMSE = 0.0516, R = 0.9907). When both responses were
simultaneously modeled using the different studied modeling techniques, it was observed
that, for training and testing phases, MLR-1 and MLR-2 outdo other techniques in adequately
predicting the combination of the responses. This is attributed to the high values of R and
R2 and low values of MSE and RMSE (Tables 1 and 2). It was also observed that MLR-2
faintly outdid MLR-1 in terms of these statistical indicators. It is important to note that
SVR-M2 is superior to other modelling techniques; this can be attributed to several factors.
SVR excels in capturing nonlinear relationships within data, making it effective for modeling
complex patterns. It also demonstrates robustness by being less sensitive to outliers, thus
accommodating noisy datasets. SVR’s flexibility, enabled by customizable kernel functions,
ensures adaptability to diverse data structures and its propensity for generalization aids in
reliable predictions for unseen data. Moreover, SVR handles high-dimensional data efficiently
and can be fine-tuned through parameter optimization, enhancing its predictive accuracy.
The choice of SVR-M2 as superior to other techniques likely depends on the specific dataset,
modelling objectives, and performance metrics in the given context.

Figure 4 shows the observed and predicted values of oil flux against the time. It is
obvious that the curves for the observed and predicted values for SVR-M2, RLR-M2, and
MLR-M2 were nearly stacked on one another while those of the SVR-M2, RLR-M2, and
MLR-M2 varied greatly. The same observation was seen for separation efficiency (Figure 5).
When the combination of separation efficiency and oil flux is considered, the regression
models for MLR-M1 and MLR-M2 had observed and predicted value curves seeming to be
almost superimposed (Figure 6). In contrast, the predicted values of other models deviate
from the experimental values. This result is in line with what was tabulated in Table 1.
Moreover, another visual means of understanding the effectiveness of the different investi-
gated regression models on the prediction of separation efficiency and oil flux is the use of
correspondence plots, as illustrated in Figure 7a–f, Figures 8a–f and 9a–f. The correspon-
dence figure makes it clear that the SVR-M2, RLR-M2, and MLR-M2 model outperforms the
SVR-M1, RLR-M1, and MLR-M1 models in terms of accuracy. This correspondence plots for
the combination of separation efficiency and oil flux when the MRL-M1 and MLR-M2 mod-
els were employed. Figure 9e,f demonstrate a strong relationship between the predicted
and experimental values, with the data closely following the regression trendline. Efficient
oil–water separation is essential for environmental protection and sustainable development.
Oil spills harm ecosystems, suffocate marine life, and disrupt oxygen balance in waters.
Beyond ecological damage, oil-contaminated water jeopardizes human health, causing
ailments and affecting water quality for consumption and agriculture. Economically, oil
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spills strain fisheries and tourism and necessitate costly clean-ups. Moreover, as industries
aim for sustainability, reducing waste and pollution through effective oil–water separation
is crucial, exemplified by its importance in the petroleum industry for cleaner extractions.
In essence, research in this domain is vital, addressing immediate environmental challenges
and promoting a sustainable future.

Table 1. Performance evaluation of SVR, RLR, and MLR in predicting oil flux, separation efficiency,
and both in the training phase.

Model Training Phase (Oil Flux)

R2 MSE RMSE R

SVR-M1 0.9055 0.0049 0.0699 0.9516

SVR-M2 0.9477 0.0027 0.052 0.9735

RLR-M1 0.8151 0.0096 0.0978 0.9029

RLR-M2 0.7889 0.0109 0.1045 0.8882

MLR-M1 0.7936 0.0107 0.1033 0.8908

MLR-M2 0.8369 0.0084 0.0919 0.9148

Training Phase (S.E)

R2 MSE RMSE R

SVR-M1 0.9781 0.002 0.0444 0.989

SVR-M2 0.9891 0.001 0.0313 0.9946

RLR-M1 0.9752 0.0022 0.0474 0.9875

RLR-M2 0.9777 0.002 0.0449 0.9888

MLR-M1 0.976 0.0022 0.0466 0.9879

MLR-M2 0.9808 0.0017 0.0416 0.9904

Training Phase (Oil Flux + S.E)

R2 MSE RMSE R

SVR-M1 0.6398 0.0194 0.1394 0.7999

SVR-M2 0.6831 0.0171 0.1308 0.8265

RLR-M1 0.6459 0.0191 0.1382 0.8037

RLR-M2 0.6591 0.0184 0.1356 0.8119

MLR-M1 0.928 0.0039 0.0623 0.9633

MLR-M2 0.9496 0.0027 0.0521 0.9745

Table 2. Performance evaluation of SVR, RLR, and MLR in predicting oil flux, separation efficiency,
and both in the testing phase.

Model Testing Phase (Oil Flux)

R2 MSE RMSE R

SVR-M1 0.8859 0.0083 0.0908 0.9412

SVR-M2 0.9847 0.0011 0.0333 0.9923

RLR-M1 0.8943 0.0018 0.0427 0.9457

RLR-M2 0.8683 0.0095 0.0976 0.9318

MLR-M1 0.7931 0.015 0.1223 0.8906

MLR-M2 0.8427 0.0114 0.1067 0.918

Testing Phase (S.E)

R2 MSE RMSE R

SVR-M1 0.9807 0.0028 0.0526 0.9903

SVR-M2 0.9945 0.0008 0.0282 0.9972

RLR-M1 0.9823 0.0025 0.0505 0.9911

RLR-M2 0.9892 0.0016 0.0394 0.9946

MLR-M1 0.9815 0.0027 0.0516 0.9907

MLR-M2 0.9885 0.0016 0.0406 0.9942
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Table 2. Cont.

Model Testing Phase (Oil Flux)

R2 MSE RMSE R

Testing Phase (Oil Flux + SE)

R2 MSE RMSE R

SVR-M1 0.7809 0.0194 0.1394 0.8837

SVR-M2 0.7856 0.019 0.1378 0.8864

RLR-M1 0.7504 0.0221 0.1487 0.8663

RLR-M2 0.7653 0.0208 0.1442 0.8748

MLR-M1 0.9266 0.0065 0.0807 0.9626

MLR-M2 0.9504 0.0044 0.0663 0.9749

Figure 4. Observed and predicted values of oil flux from the models against the time series.
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The bar chart for the computed normalized MSE and RMSE values of the training
and testing phases for oil flux and separation efficiency are displayed in Figure 10a–d. The
results obtained from these charts validate the results shown in Table 1 where the SVR-M2
regression model had the lowest normalized MSE and RMSE when oil flux (Figure 10a,b)
and separation efficiency (Figure 10c,d) were separately used as the output variables. When
the combination of the output variables (separation efficiency + oil flux) is considered, for
the training and testing phase, the computed normalized MSE and RMSE for the models
MLR-M1 and MLR-M2 had the lowest values of this error measurement, as shown in
Figure 11a,b. It can be concluded that this research contributes significantly to sustainable
development goals (SDGs), for instance, SDG 6, which is focused on guaranteeing access
to and the sustainable management of water and sanitation for everyone. By enhancing
membrane separation efficiency and oil flux, the methodology addresses wastewater
treatment, mitigating water pollution and improving water quality, thus supporting the
goal of safe and accessible water resources. In addition, the research directly relates to SDG
12 by promoting responsible consumption and production. By enhancing the efficiency
of wastewater treatment, the methodology contributes to minimizing the environmental
impact of industries, striving for sustainable production patterns, and reducing the release
of harmful substances into the ecosystem.

Figure 5. Cont.
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Figure 5. Observed and predicted values of separation efficiency from the models against the time series.

Figure 6. Observed and predicted values of separation efficiency and oil flux from the models against
the time series.
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Figure 7. Scatter plots of oil flux for LMH between the observed and predicted values, (a) Normal-
ized predicted SVR-M1(LMH) vs. Normalized observed oil flux (LMH), (b) Normalized predicted
SVR-M2(LMH) vs. Normalized observed oil flux (LMH), (c) Normalized predicted RLR-M1(LMH)
vs. Normalized observed oil flux (LMH), (d) Normalized predicted RLR-M2(LMH) vs. Normalized
observed oil flux (LMH), (e) Normalized predicted MLR-M1(LMH) vs. Normalized observed oil flux
(LMH) and (f) Normalized predicted MLR-M2(LMH) vs. Normalized observed oil flux (LMH).
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Figure 8. Scatter plots of separation efficiency based on observed and predicted values, (a) Normalized pre-
dicted SVR-M1(%) vs. Normalized observed separation efficiency (%), (b) Normalized predicted SVR-M2(%)
vs. Normalized observed separation efficiency (%), (c) Normalized predicted RLR-M1(%) vs. Normalized
observed separation efficiency (%), (d) Normalized predicted RLR-M2(%) vs. Normalized observed separation
efficiency (%), (e) Normalized predicted MLR-M1(%) vs. Normalized observed separation efficiency (%) and
(f) Normalized predicted MLR-M2(%) vs. Normalized observed separation efficiency (%).
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Figure 9. Scatter plots of separation efficiency and oil flux (%&LMH), (a) Normalized predicted SVR-
M1(%&LMH) vs. Normalized observed separation efficiency and oil flux (%&LMH), (b) Normalized
predicted SVR-M2(%&LMH) vs. Normalized observed separation efficiency and oil flux (%&LMH),
(c) Normalized predicted RLR-M1(%&LMH) vs. Normalized observed separation efficiency (%&LMH),
(d) Normalized predicted RLR-M2(%&LMH) vs. Normalized observed separation efficiency and oil flux
(%&LMH), (e) Normalized predicted MLR-M1(%&LMH) vs. Normalized observed separation efficiency
and oil flux (%&LMH) and (f) Normalized predicted MLR-M2(%&LMH) vs. Normalized observed
separation efficiency and oil flux (%&LMH).
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Figure 10. Error graph of oil flux (a,b) and separation efficiency (c,d) for comparison, (a) Normalized
MSE for oil flux vs. models, (b) Normalized RMSE for oil flux vs. models, (c) Normalized MSE for
separation efficiency vs. models, (d) Normalized RMSE for separation efficiency vs. models.

Figure 11. Error graph of combined output (oil flux and separation efficiency) for comparison,
(a) Normalized MSE for separation efficiency and oil flux vs. models, (b) Normalized RMSE for
separation efficiency and oil flux vs. models.

5. Conclusions

The SVR, RLR, and MLR models were studied to predict the separation efficiency and
oil flux. The findings showed that all of the AI models, including SVR, RLR, and MLR,
performed excellently across all combinations. SVR-M2 showed to be the most effective
simulation tool for oil flux in terms of utilized statistical criteria for both the training
(R2 = 0.9477, MSE = 0.0027, RSME = 0.0520, R = 0.9735) and testing phases (R2 = 0.9847,
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MSE = 0.0011, RMSE = 0.0333, R = 0.9923) while the worst performing regression method
for the prediction of oil flux was MLR-M1 with computed values of the indicators of
training (R2 = 0.7936, MSE = 0.0107, RMSE = 0.01033, R = 0.8908) and testing (R2 = 0.7931,
MSE = 0.0150, RMSE = 0.1223, R = 0.8906). Similarly, for the separation efficiency, SVR-
M2 was superior to other modeling techniques with training stage training (R2 = 0.9891,
MSE = 0.0010, RSME = 0.0313, R = 0.9946) and the testing phase (R2 = 0.9945, MSE = 0.0008,
RMSE = 0.0282, R = 0.9972); whereas, MLR-M1 had the worst performance with training
(R2 = 0.9760, MSE = 0.0022, RMSE = 0.0466, R = 0.9879) and testing (R = 0.9815, MSE = 0.0027,
RMSE = 0.0516, R = 0.9907). When both responses are simultaneously modeled using the
different studied modeling techniques, in the training and testing phases, MLR-1 and
MLR-2 outdo other techniques in adequately predicting the combination of the responses
corresponding to a value of R2 higher than 0.9266. MLR-2 faintly outdid MLR-1 in terms
of these statistical indicators. This shows that the SVR, RLR, and MLR techniques are
promising tools in the prediction of both oil flux and separation efficiency. The results also
suggested that hybrid models, emerging algorithms, and optimization methods can be used
to enhance filtration performance. The successful integration of AI with membrane-based
oil–water separation promises enhanced operational efficiency, cost savings, and superior
environmental protection for industries. By optimizing separation processes, industries
can achieve faster, more cost-effective results while minimizing environmental impacts.
Future research and applications may focus on expanding datasets, refining AI models, real-
time monitoring, and tailoring solutions to specific industry needs. Such advancements,
combined with the IoT and collaborative efforts, position AI-driven oil–water separation as
a pivotal solution for sustainable industrial practices and environmental conservation.
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