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Abstract

:

Flood prediction has advanced significantly in terms of technique and capacity to achieve policymakers’ objectives of accurate forecast and identification of flood-prone and impacted areas. Flood prediction tools are critical for flood hazard and risk management. However, numerous reviews on flood modelling have focused on individual models. This study presents a state-of-the-art review of flood prediction tools with a focus on analyzing the chronological growth of the research in the field of flood prediction, the evolutionary trends in flood prediction, analysing the strengths and weaknesses of each tool, and finally identifying the significant gaps for future studies. The article conducted a review and meta-analysis of 1101 research articles indexed by the Scopus database in the last five years (2017–2022) using Biblioshiny in r. The study drew an up-to-date picture of the recent developments, emerging topical trends, and gaps for future studies. The finding shows that machine learning models are widely used in flood prediction, while Probabilistic models like Copula and Bayesian Network (B.N.) play significant roles in the uncertainty assessment of flood risk, and should be explored since these events are uncertain. It was also found that the advancement of the remote sensing, geographic information system (GIS) and cloud computing provides the best platform to integrate data and tools for flood prediction. However, more research should be conducted in Africa, South Africa and Australia, where less work is done and the potential of the probabilistic models in flood prediction should be explored.
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1. Introduction


Disaster management is evolving toward current technologies, just like other fields. Flooding results from a sudden surface water runoff onto typically dry land. This phenomenon is one of the most hazardous natural disasters globally due to its impact on the socio-economic and environmental sectors of the economy. Ref. [1] opined that flooding has significant political implications and threatens both emerging and developed economies [2]. Predictive analysis of future flood hazards shows that climate change and weak preparedness in many locations likely result in historical levels of flood-related damage [3]. Flood occurrences around the world are rising, necessitating comprehensive catastrophe risk management. Globally, flooding is now an essential hydrological topic [4,5]. The vulnerability of the environment, national politics and economies are affected by flooding in a very negative way [6].



The effects of climate change are projected to increase the occurrence and intensity of natural disasters [7,8,9]. Extreme weather conditions increase the likelihood of heavy downpours, warming ice and sea surface temperatures to increase sea levels [10,11,12,13]. From Table 1, flooding accounts for 21% of total lives claimed from 1900–2021. Flooding is a chronic natural disaster that has devastated human life and properties, totalling 24% of all-natural disasters (refer to Table 2). Climate Change (CC) and development/infrastructure projects in high-risk locations have increased the global uncertainty, frequency and intensity of flood dangers [14,15,16,17].



To control floods, knowledge of the causes of the flood is essential. Floods caused by heavy precipitation, unusually high tides, severe winds, and higher sea levels are driven by anthropogenic climate change and present a significant challenge for many coastal communities. These surges have numerous negative consequences, that is, flooding, loss of life and land, damage and loss of buildings and infrastructure, increased erosion, saltwater intrusion, changing ecosystems, and reduced biodiversity. The consequences of rising sea levels are significant because coastal zones are densely populated areas, have significant population growth, and are economically important [19]. The increasing potential for storm surge and coastal flooding puts communities residing in these coastal areas at risk for loss of life and damage to infrastructure systems. In addition, low-elevation areas on the coast are more vulnerable to storm surges and coastal flooding in the face of sea-level rise.



To reduce the impacts of flooding, requisite information is required before floods. Flood prediction models have played a crucial role in hazard analysis [20,21] and managing severe flood events [22,23] through flood awareness creation and adoption of prevention strategies [23,24]. However, countries or regions susceptible to regular floods, especially coastal communities, need valid and reliable flood vulnerability maps and plans for long-term flood risk assessment [6]. At the moment, flood vulnerability maps or models are crucial because of the dynamic nature of climate conditions.



Predicting flood lead time and occurrence remains challenging [25,26,27], considering the numerous parameters of the environment that influence flood events. As a result, the need for advanced systems for short- and long-term floods [3] and other hydrological event predictions need to be emphasised to minimise damage [27] and increase resilience [28]. However, most significant flood prediction models are data-specific and rely on several simple assumptions [27,29,30]. Thus, methodologies such as event-driven, empirical black box, lumped and distributed, stochastic, deterministic, continuous, and hybrids are used to simulate complex mathematical representations of physical and morphodynamic processes and basin behaviour [27]. Operational flood forecasting systems form a crucial part of ‘preparedness’ strategies for disastrous flood events by providing early warnings several days ahead, giving flood forecasting services, civil protection authorities and the public adequate preparation time and thus reducing the impacts of the flood [31].



In literature, [32] reviewed Bayesian flood forecasting, [27,33] examined the machine learning model used in flood prediction, and [34,35] studied numerical models’ application in flood modelling. This study is a comparative review of three categories of flood prediction tools, with the importance of the advancement of GIS and remote sensing highlighted.



There are a plethora of published articles and book chapters that provide comprehensive reviews on flood prediction. In addition, thematic evaluations of numerous flood prediction methods have been published, covering methodological and spatial scale concerns, uncertainty, mapping, world scale risk analyses and assessments, and economic impact, among others [36]. Nonetheless, these theme studies offer a snapshot or a limited perspective on flood prediction. Consequently, they do not permit us to understand the chronological evolution of this subdiscipline or to interpret the new application themes and emerging topics in this field. Hence an evidence synthesis approach employs structured, transparent, comprehensive approaches to combine the findings of previous studies and provide the full scope of the study [37].



Evidence synthesis reveals research question knowledge. It claims evidence based on research. Thus, it is essential to use study findings in personal and public decision-making. There are many approaches: Systematic, Meta-analysis, Traditional Narrative, Scoping, Umbrella, Critically appraised Topics (CAT), Rapid Reviews and so forth. Ref. [38] compared the common types of evidence synthesis approaches in terms of speed, methodological robustness, risk of bias and comprehensiveness, as shown in Figure 1.



For this study, a systematic review with meta-analysis and bibliometric evaluation was done because this method has robust guidelines and statistical methods that aim to identify, evaluate, and methodically compile research findings [39,40]. This approach has a view to limit bias and random error, producing more accurate results from which inferences can be derived and decisions made [41]. Though there are other alternative methods of evaluating literature like Scientometrics, Webometrics/Cybermetrics, Informetrics and Altmetrics, [42] bibliometrics evaluation is much preferred in this study. A bibliometric evaluation of scientific databases containing the entire body of technical literature can reveal the evolution of global flood risk analysis and assessment efforts [36].



Bibliometrics evaluation or analysis is the study of the measurement of scientific communication and is a valuable tool for assessing and understanding published knowledge [43,44]. It shows how literature has changed and how different fields of knowledge are related. It also talks about how productive an author is [45,46,47], how much they work together [48,49,50], and how their impact [51,52,53].



Bibliometric methods help determine research priorities [54,55,56,57,58,59] relevant and current research problems (research gaps) [54,57,60,61,62], track science and technology [63]; allocate funds and reward scientific excellence [64,65]. Meta-analyses give high-level information, and an awareness of its trends may contribute to an overall comprehension of the field. To comprehend research trends in a given subject or subfield and evaluate citation as a measure of influence, bibliometric analysis was conducted.



This study, therefore, presents a comprehensive review of the state-of-art flood prediction tools applied globally and a meta-analysis using the bibliometrics evaluation. The study aims to; 1. analyse the chronological growth of the research in the field of flood prediction, 2. what are the evolutionary trends in flood prediction, 3. assess the strengths and weakness of flood prediction tools and applications in line with vulnerable communities, 4. identifying significant gaps for future studies. This study further emphasises the importance of the advancements in geographic information science (GIS) and remote sensing in the discourse of flood prediction tools.




2. Materials and Methods


This study is focused extensively on journal articles published in journals indexed by the Scopus database [66] until 24 March 2022. The Scopus database covers nearly 36,377 titles from approximately 11,678 publishers and 34,346 peer-reviewed journals [67,68,69]. The study is limited to works published in scientific journals by researchers utilising the Scopus database even though [70] mentioned the importance of exploring multiple databases for relevant material, this approach has drawbacks. Because not all interfaces use the same field codes or proximity operators, converting a search strategy for use in other interfaces and search syntaxes takes time. Another major challenge when translating is that different databases use different thesaurus phrases. In addition, it is time-consuming for reviewers, as they are required to scan more titles and abstracts, the majority of which are likely irrelevant. Worth noting is that access to databases is frequently restricted and only available through paid subscriptions [70]. The authors’ choice of Scopus was based on the recommendation of [71,72] as the most reputable and efficient search engine for systematic literature reviews and search accuracy in Scopus is more credible and reliable than other search engines such as Google Scholar and Web of Science. The study was conducted from 1 January 2017 to 24 March 2022.



2.1. Search Strategy


The search for relevant literature is an essential part of any systematic review. Not only does the literature search process influence the results of a systematic review, but it is also the underlying mechanism that presents the available data (relevant literature) for analysis. The data are needed to perform screening, data extraction, and qualitative or quantitative synthesis. To minimise bias, the literature search must be robust and reproducible. To do this analysis, the first step is to create a schema outlining the most significant procedures to follow when searching systematically for the documents needed to conduct the analysis. Figure 2 highlights the steps of systematic development of the bibliometric analysis focused on flood prediction.



The search query conducted for the four different tools was:




	
Keywords search for Machine Learning Models: (“Machine Learning” OR ml OR “Artificial Neural Networks” OR ann OR “neuro-fuzzy” OR “adaptive neuro-fuzzy inference systems” OR anfis OR “support vector machines” OR svm OR “wavelet neural networks” OR wnn OR “multilayer perceptron” OR mlp OR “Random Forest” OR rf) AND (flood OR hydrodynamics) AND (risk OR vulnerability OR susceptibility OR hazard) AND (estimation OR mapping OR simulation OR prediction OR modelling OR forecasting).



	
Keywords search for Numerical Models: (“Numerical model” OR “Numerical Modelling” OR 1d OR 2d OR 3d OR “Coupled 1D/2D” OR “Statistical Modelling” OR “Statistical Model”) AND (flood OR hydrodynamics) AND (risk OR vulnerability OR susceptibility OR hazard) AND (estimation OR mapping OR simulation OR prediction OR modelling OR forecasting)



	
Keywords search for Probabilistic Models: (“Bayesian Network” OR “Bayesian Belief Network” OR bayes* OR bn OR bbf OR ahp OR “Multi-Criteria Decision Analysis” OR mcda OR “Analytic Hierarchy Process” OR ahp OR “Monte Carlo” OR mcmc OR “cellular automata” OR “Probabilistic models” OR “probabilistic graphical models” OR pgm) AND (flood OR hydrodynamics) AND (risk OR vulnerability OR susceptibility OR hazard) AND (estimation OR mapping OR simulation OR prediction OR modelling OR forecasting)



	
Keywords search for Hybrid Models: (“hybrid model” OR “Hybrid tool*” OR hybrid*) AND (flood OR hydrodynamics) AND (risk OR vulnerability OR susceptibility OR hazard) AND (estimation OR mapping OR simulation OR prediction OR modelling OR forecasting)









2.2. Data Pre-Processing and Cleaning


After searching for articles containing TITLE-ABS-KEY, 5514 research works addressing various elements of flood-related prediction models were identified, of which 3204 documents related to Numerical Models, 801 for Machine Learning Models, and Probabilistic Models contributed to 1217 and 292 for hybrid models. To refine,



	
“Limit to” filter was used to state the inclusion criteria: Publication Year: 2017–2022; Document Type: Article; Publication Stage: Final; Source Type: Journal and Language: English.



	
An “Exclude” filter was used to eliminate articles with keywords like Aneurysm, Oil spills, Polymer flooding, landslide, Debris flow, Material Flow, Heavy Metal, pollutants and so forth.



	
This resulted in the retention of only 2280 records.



	
These 2280 records were merged in the R console, and 288 duplicates were removed.



	
A cursory examination of the resulting titles revealed that they mostly matched the suggested purpose of examining the various approaches utilized in flood research.



	
The publications were then analyzed with the Biblioshiny app in R according to Figure 2 to generate the graphs and charts.
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Figure 2. Illustration of the search strategy for this review study. 






Figure 2. Illustration of the search strategy for this review study.
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3. Results/Discussion


3.1. Chronological Growth of the Research in the Field of Flood Prediction


3.1.1. Descriptive Findings


Table 3 shows the descriptive Information of the data used in the analytics. Of the 5514 documents, and 1101 the 5514 documents searched, 1101 met the inclusion and exclusion criteria. About 1101 documents were published in 311 journals indexed by Scopus, with the average number of citations per document as 14.5. The average citations per year per document and average year from the publication of these articles are 3.717 and 2.31. In addition, 3535 authors authored these documents used for the analytics, with 24 documents authored as single authors while the remaining 3511 were multi-authored.




3.1.2. Annual Growth of the Research


Figure 3 below shows a graph of scholarly publications’ global annual chronological growth with flood prediction tools for 2017–2022. There is a gradual increase in publication records, from 95 articles in 2017 to 299 articles in 2021 and 77 articles in the first quarter of 2022, as shown in Table 2. This represents an increase of 42.94% annual growth rate from 2017 to 2021. This implies that at least 43 articles are published annually on Flood prediction tools, with 77 scholarly publications in the first quarter of 2022.




3.1.3. Most Relevant Sources


Figure 4 presents the top 15 most relevant journals that active researchers in Flood prediction published. Water (Switzerland), Journal of Hydrology, Natural Hazards, Science of Total Environment, and Journal of Flood Risk Management are the top five journals active researchers in flood risk-related topics publish inactive researchers in flood risk-related topics. All five journals account for 27.88% of the 1,101 studies examined.





3.2. Evolutionary Trends in Flood Prediction


3.2.1. Trending Topics


A trend topic analysis was conducted by further analysing the keywords used by authors to reflect their topic interests. The trend topic plot in Figure 5, created using the primary keywords used by the authors of the publications, demonstrates a gradual change in the approach to flood prediction from 2017 to 2022. Articles published between 2017 and 2022 were used to generate trend topics. The graphical parameters setting used in the analysis are the author’s keywords with a minimum word frequency of 5, and the number of words to be considered per year is 5. The lines reflect the years in which that term was used; a bubble on the line emphasizes the most frequent instance of that word being used in that year. The size of the bubbles indicates the frequency with which each term is researched; the more significant the bubble, the more frequently it is researched.



It is interesting to observe how the trend was generated. In 2018, the most frequent word was “Uncertainty”, then “Digital Elevation Model”, followed by “Uncertainty Analysis”, “Bayesian Network”, and finally “Copula”, then the research evolved. In 2019, “Flooding”, “inundation”, “shallow water equations”, “Cellular Automata”, and “ANFIS” were explored more. In 2020, there was almost equal attention to the keywords “GIS”, “Machine Learning”, “Flood risk”, “Climate Change”, and “Flood”, then “Flood risk management was the centre of attention in 2021, followed by “Analytic Hierarchy Process”, “Urban Flood”, “Deep learning”, and “Compounding flooding”.



The trend topic shows a change point in the approaches to flood prediction. In 2018, the concentration of the research was on dealing with the uncertainty of the flood hence the use of tools based on probability theory: Bayesian Network and Copula. The focus changed in 2019 to mapping flood inundation using tools like cellular Automata, shallow water equations and an Adaptive neuro-fuzzy inference system. GIS with integrated Machine Learning tools became prominent in flood prediction in 2020, while Analytic hierarchy process and deep learning tools emerged in 2020 and became prominent in flood prediction in 2021. Figure 6 emphasizes the importance of GIS in flood susceptibility, flood risk and climate change research.




3.2.2. Keywords Co-Occurrence


The co-occurrence map was created using the 30 most recurring authors’ keywords extracted from the articles included in this study. Authors, like abstracts, use keywords to direct attention to their articles and help describe their works’ focus. Themes in the collections can be better understood or aggregated by analyzing or mapping the authors’ keywords in the data frame. The co-occurrence of keywords is another semantic similarity measure; this is important for determining the context of words used across the network. The co-occurrence network of authors’ keywords is shown in Figure 7. Additionally, co-occurrence analysis provides valuable Information on other emerging subjects in the researched area and the connections among the main topics discussed in our dataset. The keyword co-occurrence map primarily visualizes the occurrence of terms based on their prevalence and the evolution of their popularity over time. The keywords are nodes and links between two words if mentioned in the same publication. The thickness or wideness of a node or label reflects the number of contributions in which the pair appears, and the colours reflect keywords with consistency among them. Five clusters are recognized:




	(1)

	
the red cluster focuses on keywords related to hazards like storm surges, sea level rise, climate change, flooding, and uncertainty.




	(2)

	
the green cluster focuses on keywords tools for risk assessment, random forest, flood mapping, HEC-RAS, remote sensing and so forth.




	(3)

	
the blue cluster focuses on types of flooding and tools like urban flooding, flashing flooding, GIS, machine learning, multi-criteria decision analysis, analytic hierarchical process and so forth.




	(4)

	
the violet cluster has two keywords of numerical modelling and coastal flooding and




	(5)

	
the orange cluster with uncertainty and flood risk management.










3.2.3. Mapping Conceptual Structure: Factorial Analysis


Co-word Analysis is a technique for analyzing the co-occurrences of keywords and mapping and clustering terms extracted from bibliographic metadata such as keywords, titles, or abstracts to examine the interdependence among categorical variables and emerging research trends in the disciplines under study. Co-word analysis can be performed through dimensionality reduction techniques such as correspondence analysis (C.A.), multidimensional scaling (MDS) and multiple correspondence analysis (MCA). The analysis was conducted using Multiple Correspondence Analysis (MCA), to create a map of the field’s conceptual structure. We also used K-means clustering to group related concepts together. K-means clustering was used over hierarchical clustering because the K-means approach determines the clusters based on euclidean distances, is simple to implement and interpret and is best for large datasets. MCA is a method for graphically and mathematically assessing sets of categorical variables. Through this method, we can learn more about the relationships between a group of categorical data and identify previously unknown latent components. The result is interpreted by looking at the proximity of the displayed words in Figure 8, which measures how similarly distributed the words are. Data dimensions are reduced with this strategy, allowing for two-dimensional displays to highlight commonalities. Research topics that are less frequently discussed are represented by terms more evenly dispersed around the map. In contrast, terms closer to the map’s centre have received increasing attention in recent years. The conceptual structure map identifies two clusters of keywords (Figure 8):




	
the “Red cluster” has over 40 keywords, including Artificial Neural Networks, numerical modelling, Hydrologic Engineering Center’s River Analysis System (HEC RAS), GIS, Remote Sensing, flood risk management, storm surge, coastal flooding, uncertainty, sea level rise, and so forth. In addition, we can identify main themes associated with flood prediction, like analysis tools, data, natural hazards, and disasters.



	
the “Blue cluster” has 3 keywords associated with probabilistic tools: Analytic Hierarchal Process (AHP), Multi-criteria decision analysis and flood susceptibility.








From the MCA, we could speculate that the red cluster represents a more relevant and trending topic than the other cluster since the keywords contained in this cluster are more than in the blue cluster.




3.2.4. Thematic Mapping


Thematic map illustrating clusters and Author’s Keywords from 2017 to 2022 determined by the co-occurrence network. The X-axis indicates the centrality of a network cluster (i.e., its degree of interaction with other clusters) and, thus, the theme’s prominence [73]. The Y axis represents density (i.e., it quantifies the internal strength of a cluster network, which can be interpreted as a proxy for the theme’s development) [73]. Accordingly, the first quadrant identifies motor themes (i.e., well-developed and significant themes for structuring a research field). In contrast, the second quadrant identifies highly developed and isolated themes (i.e., themes of limited significance for the field). The third quadrant identifies emerging, or declining themes (i.e., themes that are weakly developed and marginal), and the fourth quadrant identifies fundamental and transversal themes (i.e., they concern general topics that are transversal to different research areas of the field) [73].



In the thematic map in Figure 9, seven clusters were identified in the four quadrants with axes, namely the Relevance degree (Centrality) and Development degree (Density). A cluster with higher values of centrality and density is positioned in the first quadrant, known as “Motor or Hot Themes”. It included words like Machine Learning, Artificial Neural Network and Random Forest as the most recurrent tools in the literature. This implies a well-developed and vital tool in flood prediction research. A second cluster with good values for both centrality and density is another well-developed (used) tool that includes GIS and Remote sensing, with flood susceptibility as the most co-occurring words. Finally, flood risk, Climate Change and flood hazard are in the second quadrant, known as “Basic Themes”. A low centrality and high density characterize them. This implies a well-developed area of research but is limited in importance to the flood prediction tool since they are not tools but the phenomenon of measure.



The Bayesian Network (B.N.) cluster, Copula and Coastal flooding, is characterized by very high centrality and very low density, which indicates a tool well-developed and widely used in other fields of prediction but least used in flood prediction or forecasting. The map also indicates a close association between Coastal Flooding, B.N. and Copula tools.





3.3. Spatial Distribution of the Research


The data extracted shows the research covered every continent from 73 unique countries with 1062 articles representing 96.46% of mentioned locations and shown in Figure 10 and Figure 11, with Asia having 393 articles representing 37.01%, with Europe placing second with 380 articles (35.78%), 175 (16.48%) for North America with only USA and Canada, 44 (4.14%) for Africa, South America and Australia accounting for 31 (2.92%) and 39 (3.67%) respectively. Following the analysis, we found China and USA were the most researched areas, with 156 and 141 publications, respectively. Africa has its most publication from Algeria and Morocco with 7 each and Nigeria and Egypt with 6 and 5 respectively. Ghana has two (2) publications which look to map flood-prone and hazardous areas using Landsat images and random forest (Machine Learning) in Nasia watersheds, and the second used Analytical Hierarchical Process (AHP) and Multi-criteria methods (MCM) (Probabilistic Models) in Densu watersheds in Ghana. The analysis revealed that the African, Australian and South American regions are underrepresented in flood prediction research.





4. State-of-the-Art Review of Flood Prediction Tools


Scientists, through time, have been studying the processes involved in natural disasters like flooding, which is of utmost importance to many due to its increased occurrence [74]. Through research, flooding risk has been understood from mathematical equations (De Saint Venant (S.V.) equations [75] and, recently, computer models. The purpose of the models is to assess, test possible scenarios and predict their occurrence, which will aid in developing strategies for mitigating their impact.



4.1. Machine Learning in Flood Prediction


Machine learning is the ability of a computer to grasp data structures mathematically or statistically [76]. The basic component of a machine learning model consists of (1) data extraction, (2) preprocessing and feature selection, (3) building the model (choice of algorithm), (4) training, (5) evaluation, (6) testing or prediction, as shown in Figure 12. In machine learning (ML) flood prediction models, historical flood records are combined with real-time cumulative data from various rain gauges or other sensing devices. The dataset mainly consists of rainfall and water level data collected using terrestrial rain gauges and recent remote sensing technologies, such as satellites, multisensory systems, and radars [77,78]. Other data inputs for flood prediction include the area’s slope under consideration, atmospheric pressure, geomorphology, land use, river density and proximity, and so forth. Data for coastal flooding may include bathymetry, tides, current and wave heights, and so forth. Individual data sets are trained, validated, verified, and tested to accomplish the model construction. Machine learning approaches are easy to hybridise to form new techniques that will harness the strength of each method. Ref. [27] indicated that the main weaknesses in ML approaches are related to accuracy, uncertainty, performance, and resilience and suggested hybridising them to improve their capability. The various ML models and flood modelling strategies are extensively detailed in the following paragraphs.



4.1.1. Neural Networks


Neural Networks are mathematical models that consist of a collection of small computing units interconnected by a network of connections [79]. Neural networks are currently widely applied in various research fields due to the networks’ ability to attempt to imitate the capabilities of human brains [80,81,82], which enhances their performance [83]. Since the turn of the century, neural networks have been utilised as a theoretically viable alternative to physical-based conventional models [84]. While using machine learning models, the Artificial Neural Network (ANN), the umbrella architecture for all neural networks [85], appears to be a good alternative. ANN is a crucial component of machine learning research and development nowadays. Since the 1990s, ANN algorithms have been the most widely used flood prediction approach due to the high fault tolerance and accurate approximation of outcome [27]. Compared to most conventional models, ANN has the best generalisation ability and speed of any modelling technique [27]. In flood prediction, ANN will be preferred to hydrodynamic models because ANN provides a fast and flexible data integration technique in model development and analysis [86]. Hence as concluded by [87], ANN is a simple, cost-effective, and reliable way to predict floods accurately. In contrast with other predictive models, ANN does not place constraints on input variables like knowing how distributed a variable is [88]. ANN has been applied in forecasting the likelihood of flooding at Dangola Station, Sudan [86], storm surge and typhoon floods in Longdong northeastern Taiwan [89]; determining river flow time series in Three Gorges and Gaochang, China [90], rainfall-runoff analysis in Hoshangabad Basin, India [91], streamflow forecasting in Western USA [92], flowing estimation in Mino-Sil and Segura water basins in Spain [93] and water quality prediction in Johor River, Malaysia [94].




4.1.2. Trees-Based Models (TbM)


The trees-based algorithm is among the most effective machine learning algorithms because it is simple, easy to understand, does not need parameters, and can handle data of different types [22,95,96]. In a tree-based algorithm, a decision tree is made from a set of labelled training instances, shown by a tuple of attribute values and a class label. First, the training data are split into separate subsets based on the values of the splitting attribute. Then, the algorithm goes through each subset in a loop until all the instances in a subset belong to the same class [97]. Since TbM are fast algorithms, they became prevalent in analysing and simulating group floods. Some TbM used in flood modelling in the literature include the Classification and Regression Tree (CART) applied in Iran to predict precipitation [98], the application of Random Forests in evaluating short-term daily streamflow in rainfall and snowmelt-driven watershed in Pacific Northwest region (USA and Canada) [99], application of Logistic Model Tree (LMT), Reduced Error Pruning Tree (REPT) and Alternating Decision Tree (ADTree) to model flash flood susceptibility in Iran [100] and flash flood susceptibility modelling using naïve Bayes tree (nBT) in the United Arab Emirates [101].




4.1.3. Support Vector Machine (SVM)


Support Vector Machine is a supervised learning machine that uses the statistical learning theory and the structural risk minimisation rule [102]. SVM’s training process assigns new non-probabilistic binary linear classifiers that minimise empirical classification error and maximise geometric margin [103]. SVM uses previous data to predict the future. SVMs are effective ML algorithms for flood prediction [104,105]. Hydrologists favour SVM and SVR over ANNs for flood prediction [27]. Thus, they are employed in several flood prediction instances with promising findings, excellent generalisation ability, and better performance than ANNs, for example, extreme rainfall, precipitation, rainfall-runoff, reservoir inflow, streamflow, flood quantiles, flood time-series, and soil moisture.




4.1.4. Ensemble Prediction System (EPS)


Ensemble Prediction Systems are finite sets of different models that offer more flexibility. EPS are efficient for N forecasting systems. N is the number of model probability distribution realisations [27]. EPS uses multiple ML algorithms and an automated assessment and weighting mechanism to improve performance [27]. Weighting speeds up performance evaluation while managing and evaluating ensemble algorithms quickly and automatically. As a result, EPS can increase flood modelling performance. As classifier ensembles, EPSs may employ numerous fast-learning or statistical methods, such as ANNs, MLP, D.T.s, rotation forest (R.F.) bootstrap, and boosting, enabling greater accuracy and robustness [27]. Based on the prediction rate, ensemble prediction systems can be used to quantify flood likelihood. Verifying probability determines the quality of ML ensembles.




4.1.5. Examples of Machine Learning Applications in Flood Prediction


	
Case Study 1: Flood Susceptibility Mapping using Convolutional Neural Network Frameworks






The study by [106] proposed the use of the conventional neural network (CNN) to assess flood susceptibility in China’s Shangyou County. The model was constructed with inputs from 13 triggering factors, namely: normalised vegetation difference index (NDVI), topographic wetness index (TWI), rainfall, soil, land use, stream power index (SPI), sediment transport index (STI), altitude, slope, aspect, curvature, lithology and proximity to rivers. These factors were related to the historical flood events in Shangyou County. The proposed model produced a more reliable result of AUC 0.022–0.054 higher than the Support Vector Machine (SVM)-based model. The CNN model was able to improve the prediction capabilities of the SVM model by 0.021–0.051 AUC. The significance of the study was that the authors proposed a method that can enhance mitigation and the management of flood events.



	
Case Study 2: Deep Learning Data-Intelligence Model Based on Adjusted Forecasting Window Scale: Application in Daily Streamflow Simulation






In this study, [107] applied the Long Short-Term Memory (LSTM) model in Tensorflow to predict the rate of flow of water from the Kelantan river in the northwestern region of Malaysia Penisula. The developed model tries to predict the flow rate of the river using daily rainfall and flow rate data acquired from the hydrological stations in the study area. The study observed the following: (a) the developed LSTM model captured accurate streamflow time series and also performed better than other ML models whether the stream was smooth in the dry season or highly fluctuated in the rainy season; (b) the performance and the convergence speed of the LSTM model’s prediction improved with increases in training data sets; (c) according to performance indices, extending the training set alone cannot optimise the prediction performance of the generated LSTM model. The LSTM model may overfit data; (d) the model was observed to be less sensitive to missing historical data. This is a major advantage to using the model, especially in areas where there are inconsistencies in historical records; and (e) although the stability and accuracy of the prediction performance of the developed LSTM model slightly decrease as the time spans become larger, from the perspective of performance indices, each experimental group can also obtain good prediction results that still meet the requirement for high-accuracy streamflow prediction. This capability allows the LSTM model to forecast streamflow over various timescales.





4.2. Numerical Modelling in Flood Prediction


Numerical modelling is primarily related to the procedures used to mathematically solve a set of equations (algebraic or differential equations). Numerical models visualise and simplify the complexities in the physical systems and estimate accurate spatio-temporal changes over large areas [108]. The process involved in numerical modelling includes: 1. With the suitable assumption formulated, construction of the physical problem into a mathematical model; 2. development of a suitable numerical model; 3. implementing the model to obtain results; 4. the results propose feasible solutions by analysing charts, tables, graphs and animation derived from the results [108]. Due to these advantages, numerous numerical models have been developed to simulate flood inundation [109,110] and are categorised by a. empirical methods, such as measurements and remote sensing; b. hydrodynamic models; and c. conceptual models for extensive floodplains [110,111]. Numerical models are applied widely in hydrological modelling and river modelling [108]. Hydrological modelling focuses on modelling individual parameters within the hydrological system using small-scale physical models, mathematical equations and computer simulations. Based on the dimensions of the systems of interest, numerical models are classified as follows.



4.2.1. One-Dimensional Flood Models (1D)


ISIS-1D, TUFLOW-1D, MIKE 11, and HEC-RAS are examples of one-dimensional flood models. One-dimensional models are the simplest and represent the flow channel in the centreline and floodplain as a series of cross-sections [111]. However, they cannot anticipate water surges precisely enough to mimic urban flood events [112]. Several flood models are simple, computationally efficient, and simple to parameterize by using field surveying methods. However, more complex flood models are distributed topographically and do not account for friction. One-dimensional models, which simplify the issue, omit a key flood hydraulic component frequently encountered in urban floods. One-dimensional models simplify the problem. However, the capability of one-dimensional models to comprehend hydrological processes is severely limited because they need fewer input data and are unable to estimate water surges in the case of urban flooding [35]. Table A1 summarizes the strengths and weaknesses of 1D numerical models in flood modelling.




4.2.2. Two-Dimensional Flood Models


Two-dimensional flood models can accurately depict flow in small-scale topographical features, which is significant in urban flood modelling [113]. Two-dimensional flood models include LISFLOW-FP, ISIS-2D, JFLOW, MIKE-21, SOBEK, TELEMAC-2D, TUFLOW-2D, FLO-2D, RRI, DIUAST-TVD, and so forth. Table A2 highlights some examples of 2D models with their strengths and weaknesses. These models solve flood problems in two-dimensional, that is, lateral flows and along the river.




4.2.3. Three-Dimensional Flood Models


For a 3D model, a three-dimensional floodwater movement is simulated using the Navier–Stokes equations. Constructing a representative model of water flow mechanics, particularly significant in metropolitan areas, requires using three-dimensional models. Table A3 highlight some of the strengths and weaknesses of 3D models used in flood modelling. [114] applied a 3D non-hydrostatic Reynolds-Averaged Naviers–Stokes (RANS) model to simulate flooding events in the Iowa river. In addition, a 3D numerical Semi-implicit Cross-scale Hydroscience Integrated System Model (SCHISM) was applied in the Three Gorges in China to propagate floods [115]. Ref. [114] compared 1D and 2D models with 3D models. They highlighted that the accuracy of results from the 3D models improved due to the use of finer meshes to ensure the challenges regarding large-scale topographical features of the data input.




4.2.4. Comparison of the Numerical Models


While the one-dimensional (1D) modelling approach is limited to flow simulation, the recent development in remote sensing has accelerated the spread of two-dimensional (2D) models. On the other hand, three-dimensional (3D) models are specific to situations [35] to achieve accurate results from the complexity of 2D and also because of 3D models’ high-quality data and modelling expertise [116]. However, in three-dimensional and two-dimensional models, a lack of high-performance computing resources and external calibration limits the use of three-dimensional models. Additionally, researchers tend to hybridise 1D and 2D models to harness to strengths of both models in modelling floods. Table A4 highlight the strengths and weaknesses of some coupled 1D/2D models. Taking an example of [117], they used the HEC-RAS, a 1D/2D model, to predict flooding in Guneysu Basin, Turkey, where upstream gauged stations were absent.



Numerical models have not been exploited much to predict real-time floods across a large catchment at a high resolution because they require a lot of computing power [118]. Hence, numerical models are time-consuming [119,120,121,122] and need high computational resources and infrastructure for their deployment and performance [120,121].




4.2.5. Examples of Numerical Models in Flood Predictions


	
Case study 1: Dynamic 3D simulation of flood risk based on the integration of spatio-temporal GIS and hydrodynamic models






Dynamic visual simulation of flood risk is critical for scientific and intelligent emergency management of flood disasters, in which data quality, availability, visualisation, and interoperability are important. To achieve proper data flow, calculation processes, operation flow, and system functionalities, [123] developed an integrated Geographic Information System (GIS) equipped with one-dimensional (1D) and two-dimensional (2D) hydrodynamic models. The study site was modelled using oblique photography-based 3D modelling technology (including the hydraulic engineering facilities). Based on the digital earth platform, a multisource spatio-temporal data platform dynamically simulates flood risk. A dynamic visual simulation and flood risk management decision support system for the Xiashan Reservoir was created using spatio-temporal computation. Flood simulation calculations, dynamic visual simulations, downstream river channels and dam-break flood simulations proved this integration strategy. The proposed methods increase flood risk simulation and decision support. This study’s methodologies and the system can simulate and manage flood risk.



	
Case study 2: Flood Hazard Assessment and Mapping of River Swat Using Hecras 2d Model and High resolution 12 m TanDEMX DEM WorldDEM






Northern Pakistan’s Swat valley is prone to periodic flooding and was severely damaged by the Flood in 2010. In response to the flood mitigation strategies in Swat Valley, [124] modelled a stretch of the River Swat which was 60 kilometre long (Khwazakhela Bridge–Chakdara Bridge) using a 2D HEC-RAS model and a WorldDEM which was of 12 m resolution. The model was calibrated and validated using Manning’s “n” values, the flood stage at the Chakdara Bridge, and satellite imagery-based Flood2010-observed extent for the single historical maximum flood occurrence, namely Flood2010. In addition, the sensitivity of the flood model to the DEM was assessed, and the simulated maximum depth was 12, 13, 14, and 25 m for the 12 m WorldDEM, 30 m SRTM, 30 m ALOS, and 30 m ASTER DEMs, respectively. Based on the observed hydrograph during Flood2010, 2-, 5-, 10-, 25-, 50-, and 100-year return periods were calculated. The model was then simulated using the entire momentum equation for 2-, 5-, 10-, 25-, 50-, and 100-year return periods. For the development of flood hazard maps, simulated extents based on the 12 m WorldDEM were employed. Exposure of land cover to engineered flood events demonstrates that agricultural lands were mainly affected by floods. Generated flood hazard maps will make it possible for policymakers to integrate flood hazard assessment into the planning and development process for the purpose of reducing the risk of flooding in Swat Valley.





4.3. Probabilistic Models in Flood Prediction


Probabilistic models (like Bayesian, AHP and Monte Carlo) have received much interest recently and have been made possible by increasing computational power, faster networks, and cheaper memory [125]. Probabilistic models use probability distributions to account for these components [125]. Probabilistic models are especially significant since they underpin much work in machine learning, A.I., and data analysis. Their formulation and solution are based on probability theory and sum and product rules. However, even the simplest models can become analytically and computationally intractable [125]. The commonly used probabilistic tools in flood predicting in the literature are categorised into Bayesian and Multi-Criteria Decision Analysis (MCDA).



4.3.1. Multi-Criteria Decision Analysis (MCDA)


Multi-Criteria Decision Analysis, also known as the Multiscale Analysis Decision Method, or MCDM, is a subfield of functional research that explicitly considers multiple conflicting criteria in decision-making. MCDM is used to find the optimal answer to situations involving elements typical of everyday life. Multi-Criteria Decision Analysis (MCDA) is a popular and effective technique for handling complex decision-making problems [126]. Decision-making involves obtaining relevant information, considering several potential outcomes, and deciding which option is best. Organizing the pertinent information and outlining the alternatives is the primary focus of using a decision-making process broken down into steps. We considered carefully, and contributed to the decision-making process [127]. Multi-Criteria Decision Analysis, or MCDA for short, is one of the most well-known and widely used approaches to resolving complex decision-making challenges [126]. Multi-Criteria Decision Analyis (MCDA) approaches used in flood susceptibility mapping include the Analytic Hierarchy Process (AHP), Additive Ratio Assessment (ARAS), Combinative Distance-based Assessment (CODAS), Complex Proportional Assessment (COPRAS), Evaluation Based on Distance from Average Solution (EDAS), Internal Value Fuzzy Rough Number (IVFRN), Multi-Objective optimisation by Ratio Analysis (MOORA), Simple Additive Weighting (SAW), Technique for Order Preference by Similarity to the Ideal Solution (TOPSIS), and VlseKriterijuska Optimizacija I Komoromisno Resenje (VIKOR). Most of the time, the MCDM approaches are applied in a fuzzy environment; hence, fuzzy was added to the approaches, such as Fuzzy AHP, Fuzzy-VIKOR, Fuzzy ANP. This section examines six different MCDM techniques found in the literature that focus on mapping or predicting flood susceptibility.



Decision-Making Trial and Evaluation Laboratory (DEMATEL)


DEMATEL is a form of structural modelling approach that helps analyse the cause-and-effect linkages among the constituents of a system, and analysis is done by looking at the system [128] It is used in decision-making to construct and investigate the correlations between variables, and this methodology has been extensively considered one of the finest for determining interactions among variables [129]. DEMATEL’s basic processes include building an assessment hierarchy, selecting an expert team, calculating the total relationship matrix, defining the degree of influence, and calculating interdependencies to generate the entire relationship’s impact map [128]. DEMATEL has been applied by [130] to assess the vulnerability of watersheds to flood in Kurdistan province, located in the northwest of Iran by integrating with ANP and Fuzzy theories. In India, [131] reported policymakers’ effective use of DEMATEL in evaluating the risk associated with hydrometeorological extreme events like coastal flooding in the delta of West Bengal. In applying DEMATEL in an urbanised setting, [132] applied DEMATEL in conjunction with ANP and VIKOR (Visekriterijumska Optimizacija I Kompromisno Resenje) to assess flood risk in Istanbul, Turkey.




Technique for Order Preference by Similarity to the Ideal Solution (TOPSIS)


TOPSIS was designed to tackle multiple-criteria decision-making (MCDM) problems where the chosen alternative solution is closest to the positive ideal solution and farthest from the negative ideal solution [133]. The positive ideal solution maximises benefit and minimises expense; the negative ideal solution maximises cost and minimises benefit [134]. The positive ideal solution includes all the most satisfactory possible criteria values, whereas the negative ideal solution includes all the worst [126]. The alternatives are rated based on their similarity to an ideal solution, which may not exist and alternatives with the highest similarity to the best solution are rated highest and used to rank other alternatives [135]. The geometric distance is evaluated as an index value, with the most significant attributes closer to one and the least significant attributes closer to zero [136]. TOPSIS’ significant advantage over other techniques is the ability to quickly find the best alternative above other methods with minimal input from decision-makers [135,137,138]. Ref. [139] in a study on implementing TOPSIS, based analysis on five flood vulnerability alternatives classes and five vulnerability factors (criteria). The flood vulnerability classes were very low, low, moderate, high, and very high. In contrast, the vulnerability factors used were the quality of the building, population density, urban density, socio-economic conditions and history of the building. A normalised decision matrix on a scale of 1 to 9 was quantified with expert opinions and weights assigned to each criterion for each alternative through AHP. Then, a weighted normalised decision matrix is generated to produce a positive and negative ideal solution. The best alternative is determined after ranking all alternatives based on the relative proximity to the ideal solution based on a classification value ranging between 1, representing the suitable solution (low flood vulnerability) and 0 representing the inappropriate solution (high flood vulnerability). An urban flood vulnerability map is finally produced from the classification.




Preference-Ranking Organization Method for Enrichment Evaluation (PROMETHEE)


PROMETHEE is based on an outranking strategy, which ranks and selects one or a set of alternative actions from among all feasible alternative solutions while considering numerous sets of criteria that often conflict with one another [140]. The outranking strategy compares parameter alternatives and creates a preferential function to compare alternative pairs on each criterion [141]. Thus, preference functions are built on the numerical difference between alternatives to describe the decision maker’s preference [141,142]. The linear piecewise functions range from 0 to 1 [141,142]. A greater function value means a more significant preference difference. There is no preferential differential when the value is zero [141]. Utilising this method, one can evaluate the various options by pairwise comparing the preference function values given a set of predetermined standards [140,143]. The preference function ranks the available choices to determine the most excellent solution [144]. Simplicity, clarity, and equilibrium are the three primary characteristics contributing to the method’s applicability [140,145,146]. The PROMETHEE approach can be utilised for the partial ranking of the set of options and the full ranking of those alternatives [140]. Ref. [147] in simulating the urban flooding in Urmia city in Iran, used the PROMETHEE II approach to rank the 22 sub-catchments to evaluate their potential to produce surface runoffs.




Analytical Hierarchical Process (AHP)


The Analytic Hierarchy Process, also known as AHP, is a theory that was to quantify tangible and intangible decision variables through paired comparisons based on expert knowledge on a fundamental scale ranging from 1 to 9 [148]. Pairwise comparisons can be used as a measurement tool, allowing a valid scale of priorities to be derived. AHP integrate multiple factors to make the appropriate decision [149]. The choice is logical, methodical, and accurate. The pairwise comparison method (PCM) prioritises the variables by indicating the weight of each criterion. These variables used as input data for estimating future flood risk include and are not limited to (a) morphological: Elevation, slope, profile curvature, distance from rivers and so forth.; (b) hydrometeorological: river network density, rainfall, stream power index (SPI) and so forth.; (c) Land Use Land Cover (LULC) dynamic: LULC, NDVI and so forth.; (d) Permeability: soil type, soil moisture, topographic wetness index (TWI) and so forth.; (e) anthropogenic indices: Population density, distance from road and so forth. All these variables will be defined and pre-processed into raster format, with weights estimated and ranked based on expert judgement. A flood susceptibility map will be generated within a GIS environment. The AHP has a simple framework that can address the complexity of real-world issues like flooding and other natural hazards [150]. It is easily compatible with other qualitative and quantitative methods [151,152], thus why it is integrated chiefly with geospatial techniques [152].



Furthermore, the strength of AHP lies in the ability to build consensus among stakeholders [153,154]. For the limitations of AHP; 1. The 9-scale-based decision is time-consuming [155], 2. AHP is highly biased and does not take care of uncertainties [156] and 3. In the event of many pairwise comparisons, a consensus building within the decision-maker is difficult [157].




Analytical Network Process (ANP)


ANP replaces hierarchical structures with networks [158] by computing the independence between complex decision elements and offers all the benefits of AHP, including simplicity, flexibility, and the opportunity to review consistency in judgments [159]. Interaction is enabled between members of the same cluster (inner dependence) and elements of separate clusters (external dependence) [160]. With the interconnectedness of network elements, complex real-world situations can be modelled accurately [160]. However, the hierarchical analysis assumes that higher levels are independent of lower levels, and in many decision-making processes, decision variables cannot be modelled hierarchically and independently unless combined hence the introduction of ANP [161]. To minimise flood damages, analysis of flood vulnerability and risk assessment is a key strategy. A combination of physical and social variables whose potential to be harmed during the time of floods must be selected for analysis. While hazards are a potential threat to the population and Environment, the risk is an interplay between hazard and vulnerability. Therefore, an understanding of the hazards and risks is key. AHP and the weighted linear combination could be used to functionalise the conceptual model within a GIS framework to conduct vulnerability analysis and risk assessment of flooding. To delineate the flood risk zones, a composite vulnerability index map would be prepared on Physical Vulnerability Index, Social Vulnerability Index and Coping Capacity Index. Relative to AHP, ANP utilises the relationship between the decision variables in the decision process and is flexible in rank reversal when alternatives are removed or new alternatives are added. ANP is a simple tool that helps grasp interrelationships between variables and aids decision-makers in building consensus [159]. Ref. [161] applied ANP in mapping flood susceptibility in Saqqez city in Iran, while [162] applied ANP in Perlis, Malaysia. ANPs are mostly combined with other MCMD approaches in the case of [163], who combined IVFRN-AHP and DEMATEL to model flood vulnerability in Anambra state, Nigeria. For limitations: 1. It is challenging to prioritise network variables and decision alternatives using this strategy; 2. because the procedure is cyclical, computing the priorities is a complex task, and finally, the feedback loops and interrelations between variable nodes complicate result verification [159].





4.3.2. Bayesian Network (B.N.)


Bayesian Network is an acyclic graphical probabilistic model of nodes and arcs for understanding the uncertainty of an event, where the nodes represent the random variables, and the arcs reflect direct links between the variables and conditional probabilities for the random variables [55]. The value of the node may be continuous or discrete. Widely used nodes are discrete and are in the form of ordered values, Boolean or integral values [164]. B.N. is based on Bayes’ theorem, the mathematical that governs the propagation of probabilities based on the conditional dependency based on the conditional dependence of variables and data to yield posterior probabilities. The posterior distribution is determined by combining a prior distribution with observational data in a likelihood function and can forecast future occurrences [165]. By their graphical nature, B.N.s can automatically extract probabilistic information from data. Additionally, the quantitative strength of the connections in a B.N. structure automatically updates the variables’ probabilistic beliefs as new information becomes available.




4.3.3. Examples of Probabilistic Models in Flood Prediction


	
Case study 1: Towards Flood Risk Mapping Based on Multitiered Decision-Making in a Densely Urbanized Metropolitan City of Istanbul.






Ref. [132] proposed a framework to map flood risk using the Multi-Criteria Decision Analysis method (AHP, ANP, DEMATEL and VIKOR). This study uses MCDM methodologies and focus group discussions (FGDs) with 10 Istanbul FRM practitioners to select flood-prone regions. The 10 influencing factors were inputted as data for the evaluation and clustered into two, namely: vulnerability and Hazard clusters. The hazard cluster was AHP-evaluated to start the decision framework evaluation. Since the vulnerability cluster had interrelationships, but the hazard cluster had independent criteria, the ANP approach was used. The vulnerability cluster comprises susceptible structures, population density, vulnerable population, education level, and income level. In contrast, the hazard cluster includes a stormwater pipe network, slope, imperviousness, storm event return period, and distance to water. The DEMATEL technique modified the weights from the ANP. The DEMATEL approach is a more robust alternative to the ANP method for drawing network diagrams. DEMATEL can identify problem sources and countermeasures, making it an excellent alternative to existing MCDM methods. This study assessed vulnerability cluster criteria using DEMATEL-ANP. DEMATEL analysis used FGD judgements and their arithmetic means (average matrix). Normalisation (normalised direct relation matrix) and a total relation matrix calculation followed. VIKOR analysis was used for alternative prioritising at the last stage of the evaluation. AHP-DEMATEL-ANP analysis and district ratings created the choice matrix (captured from statistics and related institutions). The data attributed to each district for each criterion were merged with the estimated weights for each criterion to perform a VIKOR analysis. A flood risk map of Istanbul was created using 10 different criteria. The findings revealed that the most densely populated and urbanised parts of Istanbul are at significant risk of flooding. The robustness of the chosen approach and the stability of the calculated findings were demonstrated through sensitivity analysis of the VIKOR method. The findings of this study have the potential to make a significant contribution to the decision-making bodies of the city. This will enable those bodies to effectively allocate resources, choose the risk mitigation measures that are most appropriate, and give priority to districts that have a high risk of flooding.



	
Case study 2: Assessing urban flood disaster risk using the Bayesian network model and GIS applications.






To determine the likelihood of a flood disaster occurring, [123] proposed using a method that combines the Bayesian network (BN) model and the geographic information system (GIS). This approach can quantify uncertainty, as well as the capacity to capture potential relationships between factors that have an impact on a flood disaster, and it makes use of both data- and knowledge-based sources. The approach provided was used in a case study to estimate the risk of a flood disaster and to diagnose the reason for a flood disaster that occurred in Zhengzhou City. A comprehensive questionnaire survey was designed to gather ideas on the recent impacts of floods in the study area to identify the primary factors that are directly or indirectly affecting urban flood disasters. This was done to identify the main factors affecting directly or indirectly urban flood disasters. The BN model for urban flood disasters was constructed using historical case data. The risk of a flood disaster occurring in Zhengzhou City from the 16 to 20 August 2018 was projected and evaluated. The influencing factors directly or indirectly affecting urban flood disasters were topography, climatology, river network, and land cover. Based on the identified risk factors, the BN model for evaluating flood hazard risk was established. The technical procedure consisted of two steps: structure learning and parameter learning, also known as training. Using a directed acyclic graph, the BN structure graph displays the probable relationships between factors impacting flood disasters. The case study showed that the BN model’s relative error for very-low, low, moderate, high, and very high risk was 12.57%, 13.21%, 2.23%, 19.63%, and 21.65%, respectively, demonstrating its discriminative power. Zhengzhou City’s flood disaster risk decreases from the middle to the surroundings based on risk level distribution. This paper’s methodology differs from earlier studies that estimate flood disaster risk deterministically, offering decision-makers more insight into the analysis’ uncertainty, which has ramifications for risk assessment and management of urban flood disasters.






5. Discussion


5.1. Review on the Flood Prediction Tools


We have reviewed the flood prediction tools presented in the literature under three categories: Machine Learning, Numerical Modelling and Probabilistic modelling.



Machine Learning, a subfield of artificial intelligence, is becoming an essential tool for automatically generating flood forecasts [27]. Computational algorithms are beneficial for creating flood predictions in vulnerable river basins and the effects of floods on neighbouring districts [105]. In addition to generating predictions, machine-learning models can map and monitor flood events while providing cost-effective remedies [3,27]. However, historical flood records and real-time data from many rain gauges are needed to make an ML-based flood prediction model. Therefore, besides rain gauges, satellites, radars, or other multisensory systems have been developed to measure water level and rainfall.



Conversely, ML can predict flood exposure from remote sensing data and increase flood response from ML applications on social media data (crowdsourcing). Though the machine learning model has many advantages, a high-performing ML model is only as good as the quality and quantity of data available. Sometimes, various data sets are required for model training. Therefore, the performance of an ML model improves as more data becomes available. Ref. [33] pointed out that a machine learning model learns to extract patterns from input data during the training process. Therefore, its performance is contingent on the quality of the input data we offer. If the data are noisy or lack patterns, we cannot expect the ML model to produce satisfactory results. The further problem is that a model trained on a particular dataset may not produce the same results on different datasets. Because each geographical region has unique characteristics, we cannot expect a model to predict every event it has ever observed. To improve these limitations associated with ML models, researchers have prescribed integrating ML-based models with expert knowledge to improve the structural and parameter learning process, improving the model’s efficiency. Since every model has strengths and weaknesses, hybridising them will ensure harnessing the participating models’ strengths to improve the prediction model’s accuracy.



Unlike deterministic models, probabilistic models provide a probability distribution as a solution [166]. These models recognise that enough data may not be available for decision-making, and almost always, some element of chance is involved. Probabilistic models are primarily presented in graphical models, using graph theory to solve uncertainty and complexity in real-world problems. These graphical models are merged with probability theory to form the probabilistic graphical models (PGM) [167]. The concept of modularity is fundamental to graphical models—a complex system is formed from simpler ones. Probability theory connects these smaller parts, maintaining system consistency and connecting models to data. Probabilistic models were reviewed under two groups: Bayesian Networks and Multi-Criteria Decision-Making.



Since flood-related disasters create complex problems, solving these problems requires expertise from multidisciplinary areas. This has popularised Multi-Criteria Decision Analysis (MCDA) to analyse the risks associated with floods. In a scenario, there exist different alternative flood risk solutions. MCDA methods choose the best alternative solution through weighting criteria and preferencing ranking combinations. Bayesian modelling is advancing rapidly in ecological and environmental management [168], especially flood prediction, due to: (a) B. N. is less sensitivity to small data, (b) the opportunity to combine data with expert knowledge (structural learning) in the prediction modelling, (c) no need for computers with high computational power, hence less expensive to operate, (d) the fast responses to requests [169].



Numerical modelling has been at the heart of flood risk forecasting. Unfortunately, the existing models, irrespective of their geographic scope, level of sophistication, or dimensions, contain characteristics and errors that render them unsuitable for application in many locations, including those in which flooding is unquestionably an issue. Flood modelling is essential for FRM, even though these economically disadvantaged places face scientific challenges and a lack of readily available data. These inherent characteristics and errors introduce uncertainty and systematic errors, which need to be quantified and included in the model calibration. Uncertainty is fundamental in research but is especially prevalent in current assessments of numerical flood models. Due to data, methodology, and theory discrepancies, the accuracy of results from these models has been threatened, as concluded by [69,107]. Calibration decreases model uncertainty by seeking accurate parameters to ensure the model’s accuracy. Calibration must be done within uncertainty limits to apply a model to any setting. Scholars have investigated various flood calibration methods over the decades and have found that current flood models do not approach a calibration limit. They are regularly recalibrated. A challenge is the unavailability of the necessary calibration data for flood modelling and risk assessment studies. The challenge of the calibration data has improved due to the advances in remote sensing. Table A5 summarises the comparison of the three categories of models under seven factors: Cost of operation, Dealing with Uncertainty, the accuracy of Prediction (Reliability), Data requirement, Access, ability to integrate with the models (hybridisation) and the lead time of the model.




5.2. Importance of GIS and Remote Sensing in Flood Prediction


The review identified the strong emergence of geographical information science and remote sensing in flood prediction. In terms of flood forecasting, mapping, and emergency response, conventional hydrological monitoring methods have limited utility. Rain and stream gauge station operation costs might be exorbitant for larger nations [170]. Countries must be able to collect information independently across international borders to provide appropriate flood warnings. Moreover, gauge stations only measure the water’s height, not the flood’s magnitude. Satellites and aircraft equipped with remote sensors can supply the necessary data. The data produces information on natural disasters’ spatial and temporal attributes and a region of interest, which can occasionally be generated in real-time. The occurrence of flooding depends on the region’s physical characteristics, such as area extent, nature of the surface (topography), geology, and land cover [116]. Some locations are inaccessible, hence unable to be mapped by the conventional hydrological monitoring methods.



Satellite and airborne photos are used to capture features in these catastrophe zones. These photos are processed to predict whether a region may flood. Remote sensing technology extracts flood zone characteristics and predicts disaster and event issues. Flood risk maps can be created using remotely sensed data. This technique offers Near Real-time flood Inundation Mapping, Flood Damage Assessment, Flood Hazard Zone Mapping, Vulnerability Analysis and data Input for flood modelling and prediction. Data generated from remote sensing are the integration of data from a wide variety of sensors that operate at various wavelengths is necessary to realise the full potential of R.S. for applications relevant to flood forecasting [116]. The advancements in remote sensing (R.S.) technology, especially the high-resolution and high-precision input data such as aerial (UAV), LiDAR and SAR, and the availability of greater processing capacity, have improved the speed of two- and three-dimensional models.



Remote-sensed data are analysed in the GIS environment. The Geographic Information System (GIS) offers a variety of visualisation products that can be helpful for flood prediction and warning. Some examples of these products include depicting areas that are expected to be submerged and the movement of a flood wave. GIS provides a suitable platform to integrate Machine Learning, Probabilistic and Numerical tools to predict and monitor floods and their related impact efficiently. Data from remote sensing used by all other tools for flood prediction include Digital Elevation Models, Land use land cover, Soil moisture and Water storage, Precipitation measurement, Inundation maps, sea surface temperature, and so forth.



Multiple satellite platforms are currently in orbit and collecting multitemporal, multisensor, and multiscale data on local, regional and global scales. Table A6 summarises some of the sensors and their data production as input for flood prediction models. In addition to the satellite platforms, software and hardware capabilities for processing satellite data have advanced significantly in recent years, which is particularly essential in the era of Big-EO Data while Table A7 gives the full meanings of the abbreviations in Table A6. This requires high computational power, and due to the limitations presented by hardware, cloud computing platforms like Google Earth Engine (GEE) provide unlimited computational resources for big-EO data analysis. GEE provides potent tools and E.O. data that are especially useful for applications aimed at prevention, risk management, and damage estimation [171]. GEE is accessed and controlled using a web-based accessible application programming interface (API), and there is a web-based interactive development environment (IDE) that permits rapid prototyping and viewing of outcomes [172]. GEE provides a supercomputing-based platform to empower remote sensing experts and a more comprehensive range of professionals who lack the expertise to use traditional supercomputers and cloud services to solve environmental challenges [172].





6. Research Trends, Hotspots, and Conclusions


Flood is one of the natural disasters that affect areas extensively due to low topography, sea level rise, frequency of rainfall and so forth, which results in the loss of lives, damage of properties and loss/damage to socio-economic activities of the affected areas. This study systematically investigated tools for flood prediction from 1101 articles from the literature to make a solid and coherent analysis of the various categories of flood prediction tools. The methodological evolutions and trending research topics were highlighted. The study presented an overview of these tools as applied in various countries throughout the globe and discussed their advantages and disadvantages. As a result, we have been able to satisfy the four objectives set out in the introduction of this paper. We found an exponential increase in the studies on flood prediction over the short period between 2017 and March 2022 (Objective 1).



For the second objective, three significant trends were reported in the literature on trend topics. First, probabilistic models such as Copula and B.N. were found to play significant roles in the uncertainty assessment of flood risk. Secondly, the focus on recent research trends reveals that Machine learning Models are widely used in flood prediction with the development of deep learning tools. Thirdly, we also revealed the emergence of spatial flood prediction with the growing usage of GIS. Due to the ease at which GIS platforms integrate any algorithms be it numerical models (like, RAS HEC and so forth.) or probabilistic models like AHP or Machine or Deep Learning, researchers are developing an affinity for the use of this tool. Finally, the advancements in remote sensing (R.S.) technology, especially the high resolution and high precision input data such as aerial (UAV), LiDAR and SAR, provided data input for mapping floods and the emergence of GIS as the best platform for incorporating all forms of the tools and data for analysis and visualization. Table A5 summarizes the strengths and weakness of the tools as fulfilment of the third objective.



The gaps were mined from the literature (Objective 4). From the trend plots (Figure 5), Thematic map (Figure 9) and Spatial Distribution map (Figure 10 and Figure 11), the following gaps were identified for further exploration. Firstly, we found out that Probabilistic models of Bayesian networks and Copula have high relevance in predicting floods, as confirmed by [173], that Bayesian Networks are superior in prediction and interpretability capabilities and uncertainty in floods but are rarely used by researchers, especially coastal flooding, and even less used due to the complexities when many variables are analyzed. Furthermore, expert knowledge is required to build a B.N. model. It is considered another major challenge because the Bayesian Network is less used. Secondly, the geographical gap was also identified with fewer works from Africa, South America and Australia. Lastly, the potential of spatial flood prediction is rapidly developing and must be fully explored to represent the hazard and better interpretation visually.



This research contains potential limitations. The search was restricted to 2017–2022 (March 2022), due to the focus of the analysis of the most recent tools used in flood prediction, and as such, the empirical findings made are restricted to this given period. Another limitation is that data for analysis were extracted from the Scopus database, of which coverage may have an influence, in comparison to whether other databases were included. However, justification for utilising Scopus was established in the methodology; thus, the selection of this data set did not affect the findings. Lastly, only documents written in English were considered and there may be other documents published in other languages.
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Table A1. Summary of the one-dimensional (1D) numerical tool in flood modelling.






Table A1. Summary of the one-dimensional (1D) numerical tool in flood modelling.





	
Dimension of Model

	
Examples

	
Strengths

	
Limitation

	
Access






	
1D

	
HEC-RAS

	
Easy to set up and flexible

	
Not stable in a multidimensional environment

	
Open Source




	
ISIS

	
Suited for transitional, unsteady,

	
Not suitable for dynamic flood simulation

	
Commercial




	

	
Steady, sub and super critical flows

	
Assume velocity perpendicular to




	

	

	
cross-section

	




	
MIKE II

	
Simulate unsteady flows

	
Unable to model supercritical flow

	
Commercial




	

	

	
in open channel

	




	
TUFLOW-1D

	
Fast Computation

	
Uncertainty in results

	
Commercial




	

	
Able to effectively link capability

	




	

	
domains
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Table A2. Summary of the two-dimensional (2D) numerical tool in flood modelling.






Table A2. Summary of the two-dimensional (2D) numerical tool in flood modelling.





	
Dimension of Model

	
Examples

	
Strengths

	
Limitation

	
Commercial/

Open Source






	
2D

	
FLO-2D

	
Suitable for urban and river flood

	
Unable to compute for bridges or culverts

	
Open Source




	

	
combine hydraulic and hydrologic

	
Inability to simulate shock waves, hydraulic




	

	
modelling

	
flows and rapid flows

	




	

	

	
Spatio-temporal resolution depends




	

	

	
on grid size and discharge flux

	




	
JFLOW

	
Suitable for coarse resolution

	
Unable to simulate small-scale effects during

	
Commercial




	

	
data

	
flooding

	




	

	
It is simple and has good accuracy

	
Conditional stability via CFL condition




	
TUFLOW-2D

	
Able to effectively link capability

	
Slow

	
Commercial




	

	
domains

	

	




	

	
Captures bulk flows dynamically.

	




	
TELEMAC

	
Performs best under

	

	




	

	
The permanent and transient condition

	
Conditionally Stable

	




	
MIKE 21

	
Simulate bulk flows, flow velocity

	
Courant-Friedrich-Lévy (CFL) number

	
Commercial




	

	
in various direction

	
affect the simulation time and stability of




	

	

	
the model

	




	

	

	
Calibration needed

	




	
CADDIES

	
Simulation is done quickly

	
Validation module unavailable

	
Open Source




	
DIVAST

	
Unconditionally Stable

	
Simulation lacks the ability to capture shock

	
Commercial




	

	
Constant time step

	

	




	
SOBEK

	
Capable of handling wet and dry,

	
Conditionally stable

	
Commercial




	

	
varying spatial surfaces, Wind

	




	

	
friction and roughness

	

	




	
TRENT

	
Ability to capture shock

	
Stable at CFL condition, using adaptive time




	

	

	
stepping

	
Commercial
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Table A3. Summary of the three-dimensional (3D) numerical tool in flood modelling.






Table A3. Summary of the three-dimensional (3D) numerical tool in flood modelling.





	
Dimension of Model

	
Examples

	
Strengths

	
Limitation

	
Access






	
3D

	
TELEMAC

	
Captures 3D hydrodynamic features

	
Conditional stable

	
Open Source




	

	
of area

	

	




	
DELFT-3D

	
Suitable for Coastal, river

	




	
TUFLOW FV

	
Stratification allowed

	
Computational

	




	

	
Allow for 3D model geometry

	




	

	
Density and Velocity distribution

	




	

	
are inherently 3D
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Table A4. Summary of the Coupled 1 and 2-dimensional numerical tools in flood modelling.






Table A4. Summary of the Coupled 1 and 2-dimensional numerical tools in flood modelling.





	
Dimension of Model

	
Examples

	
Strengths

	
Limitation

	
Access






	
Coupled 1D and 2D

	
MIKE FLOOD

	
Real-time simulation of the river,

	
Calibration of model needed

	
Commercial




	

	
coastal and urban floods

	
Not well suitable in terms of many places

	




	

	
satisfactory

	
applications

	




	
MIKE URBAN 2010

	
Suitable for Urban floods and has

	
Urban to capture shock, supercritical flows

	
Commercial




	

	
GIS capabilities

	
and other hydrodynamic phenomena

	




	
HEC-HMS

	
Capable of being used in a number

	
Unsuitable for simulating dynamic flood

	
Open Source




	

	
of hydrological applications

	
condition

	




	

	
Integrates with other software

	




	

	
like GIS

	

	




	
GUFIN

	
GIS capabilities and suitable for

	
Unavailability of validation module

	
Open Source




	

	
Urban flood
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Table A5. Comparison of the Prediction models.






Table A5. Comparison of the Prediction models.





	
Factors to Consider

	
Prediction Models




	
Machine Learning

	
Probabilistic

	
Numerical






	
Cost of Operation

	
Moderate

	
Low

	
High




	
Dealing of Uncertainty

	
High

	
Very high

	
Moderately




	
Accuracy of Prediction

	
High

	
Very high

	
Low




	
Data requirement

	
Highly data-driven

	
Less sensitive to data

	
Highly data-driven




	
Access

	
Mostly Open Source

	
Mostly Open Source

	
Mostly Commercial




	
Hybridization

	
Very High

	
High

	
Moderately




	
Model Lead Time

	
Fast

	
Very Fast

	
Slow
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Table A6. Summary of Remote Sensing Sensors and data input products.
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	Data Products
	Some Sensors/Satellite Missions





	Soil Moisture
	SSM/I, AMSR-E. SMAP. SMOS



	Groundwater
	GRACE, GRACE FO



	Water storage (Volume)
	MODIS, Landsat, SPOT, SRTM, GRACE, ICESat



	Precipitation
	TRMM, GPM, IMERG



	Evapotranspiration
	MODIS, Landsat, GRACE



	Flooding
	MODIS, UAV, SMAP, SMOS, Sentinel 1A/2A, GRACE, ASTAR and so forth



	Discharge from rivers and lakes
	MODIS, SRTM, Landsat, ICESat, Sentinel 1, 2 and 3, UAV



	Sea Surface Temperature
	Sentinel 6



	Sea level
	TOPEX/Poseidon, Jason 1, Jason 2, Jason 3 and Sentinel 6



	Significant Wave Height
	TOPEX/Poseidon, Jason 1, Jason 2 and Jason 3



	DEM
	SRTM, Sentinel 1, ASTER, GLAS, ICESat, ALOS, Tandem-X
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Table A7. List of Abbreviations.
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	Abbreviations
	Full Meaning





	ALOS
	Advanced Land Observing Satellite



	AMSR-E
	Advanced Microwave Scanning Radiometer



	ASTER
	Advanced Spaceborne Thermal Emission and Reflection Radiometer



	GLAS
	Geosecience Lasar Altimeter System



	GPM
	Global Precipitation Measurement



	GRACE
	Gravity Recovery and Climate Experiment



	GRACE-FO
	Gravity Recovery and Climate Experiment Follow-On



	ICESat
	Ice, Cloud, and land Elevation Satellite



	IMERG
	Integrated Multi-satellitE Retrievals for GPM



	MODIS
	Moderate Resolution Imaging Spectroradiometer



	SSM/I
	Special Sensor Microwave Imager



	SMAP
	Soil Moisture Active Passive



	SMOS
	Soil Moisture and Ocean Salinity



	SPOT
	Satellite Pour l’Observation de la Terre



	SRTM
	Shuttle Radar Topography Mission



	TRMM
	Tropical Rainfall Measuring Mission



	UAV
	Unmanned Aerial Vehicle
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Figure 1. Comparison between the common types of evidence synthesis approaches (Adopted from Brennan et al., 2020 [38]). 
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Figure 3. Production growth of research articles relating to flood prediction tools. 
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Figure 4. Most Relevant Sources. 
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Figure 5. The trending topics plot in the Flood prediction 2017–2022. 
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Figure 6. Word cloud. 
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[image: Water 15 00427 g006]







[image: Water 15 00427 g007 550] 





Figure 7. Author’s Keywords Co-occurrence Network. 
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Figure 8. Conceptual structure Map according to Multiple Correspondence Analysis (MCA). 
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Figure 9. Thematic map showing clusters and the Author’s Keywords. 
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Figure 10. A graph of country production of articles used for this research. 
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Figure 11. Spatial distribution of articles used for this research. 
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Figure 12. Machine learning model. 
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Table 1. Global total casualties of flooding as against natural disasters from 1900–2021.
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	Natural Disaster
	Flooding
	Percentage





	Deaths
	32,447,171
	6,994,878
	21.56



	Injured
	10,213,349
	1,374,664
	13.46



	The number of people affected
	8,142,696,037
	3,798,244,028
	46.65



	Number of people made homeless
	178,110,836
	93,636,158
	52.57



	Total people affected
	8,331,020,222
	3,893,254,850
	46.73







Notes: Source: [18] Emergency Events Database (EM-DAT) of The Centre for Research on the Epidemiology of Disaster (CRED). Available online: https://www.emdat.be/ (accessed on 20 February 2022).
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Table 2. Economic cost of flooding as against natural disasters.






Table 2. Economic cost of flooding as against natural disasters.











	
	Natural Disaster
	Flooding
	Percentage





	Reconstruction Costs (‘000 US$)
	74,159,793
	3,314,993
	4.47



	Reconstruction Costs, Adjusted (‘000 US$)
	100,209,663
	4,017,467
	4.01



	Insured Damages (‘000 US$)
	875,638,961
	89,040,096
	10.17



	Insured Damages, Adjusted (‘000 US$)
	1,097,861,950
	102,014,849
	9.29



	Total Damages (‘000 US$)
	3,867,165,532
	923,505,982
	23.88



	Total Damages, Adjusted (‘000 US$)
	5,477,706,724
	1,335,436,720
	24.38







Notes: Source: [18], Emergency Events Database (EM-DAT) of The Centre for Research on the Epidemiology of Disaster (CRED). Available online: https://www.emdat.be/ (accessed on 20 February 2022).
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Table 3. Main Information about the data.
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	Description
	Results





	Timespan
	2017–2022



	Sources (Journals)
	311



	Documents
	1101



	Average years from publication
	2.32



	Average citations per document
	14.51



	Average citations per year per doc
	3.72



	References
	59,827



	Article
	1101



	Author’s Keywords (DE)
	3104



	Authors
	3535



	Author Appearances
	5118



	Authors of single-authored documents
	24



	Authors of multi-authored documents
	3511



	Single-authored documents
	29



	Documents per Author
	0.311



	Authors per Document
	3.21



	Co-Authors per Documents
	4.65



	Collaboration Index
	3.28
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