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Abstract: The effective management of drinking water sources is essential not only for maintaining
their water quality but also for the efficient operation of drinking water treatment plants. A decline
in water quality in water reservoirs can result in increased operational costs for water treatment
and compromise the reliability and safety of treated water. In this study, a deep learning model, the
long short-term memory (LSTM) algorithm, was employed to predict water quality and identify an
optimal water intake layer across various seasons and years for Juam Lake, Korea. A comprehensive
investigation was conducted to prioritize various water quality parameters and determine suitable
intake layers. Based on these priorities, effective methods for optimizing an intake layer were
developed to enable more reliable water intake operations. Water quality data from January 2013 to
June 2023 were analyzed for the study. This dataset was used for rigorous statistical and correlational
analyses to better understand the dynamics affecting water quality parameters. The findings aim to
enhance the operational efficiency of water intake and treatment facilities.

Keywords: optimal intake layer; water treatment; drinking water source; water quality; deep learning
model

1. Introduction

Water is a critical resource used for various purposes, including human consumption,
industrial processes, agriculture, and recreation [1]. However, declines in water resource
quality, such as eutrophication and algal blooms, are increasingly common due to rapid
urbanization, industrial growth, overpopulation, and climate change, all of which further
harm aquatic habitats [2–4]. In Korea, a country with four distinct seasons, the quality of
water sources is influenced by a variety of environmental factors. For example, due to
seasonal variations, lakes and reservoirs typically experience vertical temperature gradients
between the surface and deeper waters during summer and winter, causing thermal
stratification [5]. In contrast, during spring and autumn, these temperature gradients
diminish, resulting in vertical mixing in the water bodies [6].

Most large-scale water reservoirs encounter periods of thermal stratification, during
which the water separates into distinct layers based on temperature [7]. This extended
stratification impedes the reservoir’s vertical mixing, leading to oxygen depletion in the
lower layers and sediments, resulting in hypoxia [8,9]. It also releases ions such as iron,
manganese, and phosphorus from the sediments into the water, causing aesthetic prob-
lems [6,8,10,11]. The issue of oxygen depletion in benthic ecosystems is closely related to
algal blooms, which are considered a negative environmental consequence of eutrophi-
cation, mainly caused by excess nitrogen and phosphorus. Algal blooms not only lead
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to oxygen depletion but also cause significant environmental and public health concerns
such as odor and toxins [6,12–16]. For instance, the depletion of dissolved oxygen due to
decaying algae can lead to mass mortality of benthic invertebrates. Additionally, the toxic
effects of microcystin, a product related to algae, on living organisms are well-known from
numerous studies [17,18]

Reservoirs are susceptible to water quality degradation, which can be caused by
their hydrological properties, alterations in biogeochemical cycles, and various external
environmental factors. Water contamination in reservoirs, which serve as sources of potable
water, can cause multiple issues in the water treatment process, such as odor generation,
filter media clogging, and so on. This can lead to increased water treatment costs and/or
reduced reliability of the produced water [19].

Selective water intake involves adjusting the depth of water intake according to the
water quality. This method is effective for on-site responses to deteriorating raw water
quality [1,19]. To effectively address water quality issues through selective water intake,
it is essential to understand the seasonal variations in water quality. This understanding
enables water intake from layers with the best water quality. To comprehend the changes
in the aquatic environment, various remote monitoring systems based on the Internet of
Things (IoT) have been developed, leading to the collection of vast amounts of real-time
data. Water quality prediction models can forecast water quality for specific future periods
using both historical and real-time data collected by these remote water quality monitoring
systems [20]. Recently, various advanced techniques, such as fuzzy mathematics, stochastic
mathematics, 3S technology, and artificial neural networks (ANNs), have been introduced
to enhance the applicability and reliability of water quality prediction models [21,22].
Among these, the long short-term memory (LSTM) model, a type of deep neural network,
exhibits excellent performance in time-series predictions, resulting in its expanded use
across various fields [23].

In this study, we used water quality data collected from Juam Lake through the
national automatic water quality monitoring system from January 2013 to June 2023. The
focus of our research was to investigate the optimal water intake layers using water quality
predictions with a deep learning model. For this purpose, we employed the long short-
term memory (LSTM) model, known for its excellent performance in recent time-series
data analysis, to predict water quality. We applied the traditional LSTM algorithm rather
than complex structured algorithms for rapid and accurate monitoring from IoT sensor
data. Using this optimally trained model, we predicted the optimal intake layer for a one-
year period. We thoroughly reviewed comprehensive water quality monitoring results to
identify priorities among key water quality parameters for determining the most effective
water intake layers. Ultimately, our study proposes a method for selecting the most suitable
water intake layer based on our research findings.

2. Materials and Methods
2.1. Water Quality Standards

Korea does not have any legal provisions that explicitly mention standards for drink-
ing water source quality. However, water quality standards included in the Enforcement
Decree of The Framework Act on Environmental Policy can be regarded as standards for
drinking water sources [24]. Table 1 shows the standards for lake water. The grades suitable
for domestic water use are “Very good”, “Good”, “Slightly good”, and “Commonly”. The
“Bad” and “Very bad” grades indicate water quality that, even if purified through water
treatment processes, can only be used for industrial purposes. Specifically, if a lake is
rated as “Very good”, it can be used for domestic purposes after relatively simple water
treatments like filtration and disinfection. For “Good” and “Slightly good” grades, it can be
used for domestic purposes after standard water treatments like filtration, sedimentation,
and disinfection. On the other hand, for the “Commonly” grade, advanced water treat-
ment processes, including filtration, sedimentation, activated carbon, and disinfection, are
required to use the lake water for domestic purposes.
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Table 1. Domestic Lake Water Quality Standards.

Grade
Standard pH COD

(mg/L)
TOC

(mg/L)
SS

(mg/L)
DO

(mg/L)
T-P

(mg/L)
T-N

(mg/L)
Chl-a

(mg/m3)
Total

Coliforms
Fecal

Coliforms
Very good

(Ia) 6.5 to 8.5 ≤2 ≤2 ≤1 ≥7.5 ≤0.01 ≤0.2 ≤5 ≤50 ≤10

Good
(Ib) 6.5 to 8.5 ≤3 ≤3 ≤5 ≥5.0 ≤0.02 ≤0.3 ≤9 ≤500 ≤100

Slightly good
(II) 6.5 to 8.5 ≤4 ≤4 ≤5 ≥5.0 ≤0.03 ≤0.4 ≤15 ≤1000 ≤200

Commonly
(III) 6.5 to 8.5 ≤5 ≤5 ≤15 ≥5.0 ≤0.05 ≤0.6 ≤20 ≤5000 ≤1000

Slightly bad
(IV) 6.5 to 8.5 ≤8 ≤6 ≤15 ≥2.0 ≤0.10 ≤1.0 ≤35 - -

Bad
(V) 6.5 to 8.5 ≤10 ≤8

Luggage,
etc., is

floating
≥2.0 ≤0.15 ≤1.5 ≤70 - -

Very bad
(VI) 6.5 to 8.5 >10 > 8 - <2.0 >0.15 >1.5 >70 - -

Some water treatment plants in Korea implement a selective water intake when
abnormal water quality is detected. This enables the selection of water from the layer with
the most suitable quality by adjusting the intake depth. The water quality parameters used
to determine abnormal conditions include algae, odor-causing substances, manganese,
water temperature, pH, and turbidity. The criteria for abnormal water quality are based on
the “Good” grade, which is a general requirement standard for drinking water source of a
lake. Hence, if the water quality falls below the “Good” grade standards, adjustments to
the intake layer are necessary.

Not all water quality parameters measured by the automatic monitoring network
(AMN) are included in the source water quality standards. Specifically, the commonly
applied parameters are dissolved oxygen (DO), total organic carbon (TOC), total nitrogen
(T-N), total phosphorus (T-P), and pH, while standards for chlorophyll-a (Chl-a), electrical
conductivity (EC), turbidity, and temperature are not specified. In Korea, Chl-a is used as
a criterion for issuing algae alerts, and the advisory and alert thresholds for algae are set
at 15 µg/L and 25 µg/L, respectively, based on two consecutive samples. In Australia’s
estuary management program, a Chl-a concentration of 20 µg/L is considered an indicator
of potential algae occurrence [19]. For turbidity, the American Water Works Association
recommends a level of 5 NTU or lower after the sedimentation phase in the water treatment
process for the operation of sand filtration [25]. Thus, in this study, the thresholds for
abnormal water quality for Chl-a and turbidity are set at 20 µg/L and 5 NTU, respectively,
while EC and temperature have been excluded from the criteria for determining abnormal
water quality.

2.2. Monitoring Sites of Juam Lake

The study area, Juam Lake, is an artificial lake constructed in 1991 in response to the
increased water demand stemming from the development of large industrial complexes
in Yeosu-si and Gwangyang-si, Korea, as well as the population growth in Gwangju-si.
Currently, it provides both domestic and industrial water to cities including Gwangju,
Suncheon, Gwangyang, and Yeosu [26]. The catchment area of Juam Lake is 1010 km2, and
its storage capacity is 457 million m3 [27,28]. The study area with the locations of both
automatic and manual monitoring stations is presented in Figure 1. Table 2 provides a
summary of Juam Lake’s specific hydrological features.
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Figure 1. Automatic, manual water monitoring station and intake point in the study area.

Table 2. Hydrological characteristics of Lake Juam.

Category Lake Juam

Surface area (km2) 22
Water capacity (×106 m3) 457

Average water volume (×106 m3) 311
Annual water inflow (×106 m3) 623

Annual water outflow (×106 m3) 673
Maximum water level (m) 108.6
Average water level (m) 104.1

Drainage area (km2) 1010

2.3. Long Short-Term Memory Model for Prediction

Long short-term memory (LSTM), a powerful deep learning algorithm, is character-
ized by its unique architecture, which includes memory cells and gate units [29–33]. It
effectively resolves the vanishing gradient problem commonly encountered in recurrent
neural networks (RNNs) [34] and, as a result, captures long-term dependencies. LSTM has
successfully proven its effectiveness in various time-series sequence data processing tasks,
such as signal analysis, natural language processing, and speech recognition [35–41]. On
the other hand, classification algorithms such as XGBoost excel in classification problems,
particularly in identifying class labels through multivariate analysis. Considering our
objective to predict trends based on time-series data for a single parameter individually, we
opted for LSTM over XGBoost due to its specialized capabilities in handling sequential data.

Basically, the LSTM architecture comprises a collection of interconnected sub-networks
called memory blocks. The concept underlying these memory blocks is to preserve their
state over time and control the information flow through non-linear gating units. Figure 2
illustrates the structure of a standard LSTM, encompassing gates, input signal x(t), output
y(t), activation functions, and peephole connections [42]. The output is recurrently linked
back to its input, including all the gates [32].
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Figure 2. Architecture of a standard LSTM algorithm.

Recently, LSTM-based prediction models have been widely applied in water quality
assessment research [20,43–47]. However, when using LSTM, there is a drawback in
that for more accurate prediction results, the input values provided to LSTM must be
accurate. Otherwise, it becomes challenging to have confidence in LSTM’s prediction
results. Therefore, in this study, we not only utilized LSTM but also conducted extensive
data preprocessing to ensure the generation of accurate prediction values.

3. Results
3.1. Data Collection

The AMN, operational in major rivers and lakes in Korea, tracks water quality status
and pollution levels in real-time, enabling prompt responses to pollution incidents. As of
2023, there are a total of 74 AMN stations installed nationwide. Common water quality
parameters measured include temperature, DO, pH, EC, and TOC, along with 27 optional
parameters like turbidity, Chl-a, and so on. The automatic water quality monitoring data
are collected every hour. The water quality monitoring network (WQMN), unlike the
AMN, requires manual measurements and is set up to understand the water quality status
of major rivers, lakes, and other public water areas nationwide. The measured data also
serve as foundational information for analyzing the effects of major water environmental
policies as well as making new policies. For this study, water quality data were sourced
from the AMN of Juam Lake. A comprehensive dataset consisting of 91,992 rows of water
quality measurements was collected, including parameters such as temperature, pH, EC,
DO, turbidity, TOC, T-N, T-P, and Chl-a, from 1 January 2013 to 30 June 2023.

Each water quality parameter can have different distributions depending on the water
level due to the lake’s hydrological characteristics and biogeochemical cycles. For the
AMN, there is no variation in the measured water levels. However, with the WQMN
data, since measurements are taken at the upper, middle, and lower layers, it is possible
to discern the distribution characteristics of water quality parameters based on season
and water level. Table 3 presents basic statistical analysis results for each water quality
parameter, comparing automatic and manual monitoring data. The water quality for each
parameter in the automatic monitoring data was most similar to the upper layer point
in the manual water quality monitoring data. Moreover, in the manual monitoring data,
the average temperature, pH, DO, TOC, and Chl-a decreased with increasing depth due
to reduced light availability, microbial decomposition, chemical reactions, and so on. EC
was lowest in the middle layer and highest in the lower layer. T-N was relatively high
in the lower layer compared to that in the upper layer, while T-P remained consistent
regardless of the water layer. In the automatic monitoring data, temperature, EC, and
Chl-a showed relatively large standard deviations compared to those of other water quality
parameters. Additionally, turbidity, T-P, and Chl-a exhibited relatively significant skewness.
Particularly for turbidity, actual outliers were observed reaching very high values, resulting
in a pronounced skewness in the data.
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Table 3. Statistical analysis of water quality parameters by collected data.

Automatic Monitoring Station Manual Measurement Point 2
(Upper Layer)

Manual Measurement Point 2
(Middle Layer)

Manual Measurement Point 2
(Lower Layer)

Parameters Avg. Median S.D. Min Max Skewness Avg. Median S.D. Min Max Skewness Avg. Median S.D. Min Max Skewness Avg. Median S.D. Min Max Skewness

Temp.
(◦C) 17.86 18.40 7.91 4.20 0.10 −0.084 16.71 17.90 8.12 1.00 32.00 −0.10 13.60 13.70 6.48 2.00 26.00 0.11 10.10 8.60 4.83 2.00 23.00 0.83

pH 7.57 7.40 0.75 6.30 10.00 0.63 7.81 7.80 0.69 6.30 9.80 0.39 7.20 7.20 0.65 4.80 8.30 −0.90 6.82 6.90 0.79 3.90 8.10 −0.87
EC

(µs/cm) 80.30 79.00 10.87 54.00 127.00 0.47 81.86 81.50 9.70 59.00 107.00 −0.20 78.88 79.00 11.30 47.00 105.00 −0.14 85.94 82.50 15.67 59.00 156.00 1.45

DO
(mg/L) 9.59 9.60 1.86 4.00 16.40 0.13 10.14 10.00 1.88 6.70 13.90 0.03 8.63 9.10 3.31 1.20 13.30 −0.50 7.32 7.95 3.93 0.10 13.10 −0.26

Turbidity
(NTU) 1.77 1.40 1.94 0.10 138.90 19.05 - - - - - - - - - - - - - - - - - -

TOC
(mg/L) 1.68 1.60 0.28 0.10 3.90 0.62 1.81 1.80 0.29 1.20 2.50 0.37 1.71 1.70 0.21 1.30 2.50 0.50 1.62 1.60 0.23 1.10 2.50 0.66

T-N
(mg/L) 0.66 0.64 0.21 0.10 1.75 0.68 0.73 0.71 0.21 0.40 1.72 1.85 0.84 0.75 0.32 0.42 2.35 2.24 0.83 0.76 0.24 0.45 1.81 1.78

T-P
(mg/L) 0.01 0.01 0.004 0.003 0.07 2.20 0.02 0.01 0.01 0.01 0.04 1.44 0.02 0.01 0.01 0.003 0.06 2.05 0.02 0.01 0.01 0.002 0.05 1.41

Chl-a
(mg/m3) 8.90 6.90 8.28 0.10 134.00 4.14 6.15 5.40 4.35 0.30 21.80 1.28 5.13 4.80 4.15 0.20 26.90 2.12 3.34 2.70 2.58 0.10 12.70 0.92
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3.2. Water Quality Characteristics of Juam Lake

The quality of drinking water sources can change due to their hydrological character-
istics varying by season and external environmental parameters. Changes or deteriorations
in the quality of water sources can directly or indirectly impact the subsequent water treat-
ment processes, necessitating appropriate measures additionally. However, understanding
the time-series characteristics and changes in water source quality is crucial because the
magnitude of the impact and the corresponding processes differ for each water quality
parameter during abnormal conditions. Figure 3 shows the trend of the collected automatic
monitoring data and the abnormal water quality standards for each parameter. Figure 4 is
a whisker box plot of the monthly variation in the collected monitoring data for the entire
period. T-N was the parameter that most frequently fell below water quality standards,
failing to meet them throughout most of the year regardless of the season. Subsequent
to T-N, Chl-a exhibited numerous instances of water quality anomalies, primarily in the
spring and summer seasons. Turbidity and pH showed consistent deviations from water
quality standards, although to a lesser extent than T-N and Chl-a. Both turbidity and pH
commonly exhibited abnormal standards, primarily in the summer. DO, TOC, and T-P
generally satisfied water quality standards in most periods.
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The lake’s mixing phenomenon brings nutrients from the deeper layers to the surface,
enhancing algal blooms and eutrophication. Additionally, during the summer, the increased
frequency of rainfall results in an influx of nutrients from external sources, exacerbating
algal blooms and eutrophication. In this study, Chl-a, used as an indicator for algal blooms,
along with T-P and TOC, showed an increasing trend in spring and summer. The frequency
of outliers for these water quality parameters also increased. T-N showed a pattern of
increasing in spring, decreasing in summer, and increasing again in autumn. Specifically,
the monthly median values of TOC and T-P were highest in summer (1.9 mg/L and
0.01 mg/L, respectively), and Chl-a was highest in autumn with 12.4 mg/m3. The median
values of Chl-a, TOC, and T-P were lowest in winter (3.8 mg/m3, 1.5 mg/L, and 0.006 mg/L,
respectively). For T-N, the highest median value was 0.708 mg/L in spring, and the lowest
was 0.562 mg/L in summer. Furthermore, algal growth depletes the DO in the lake, so DO
showed a trend opposite to that of Chl-a, TOC, and T-P. It was observed that DO increased
from the cold winter season, peaked in the spring, and then decreased until autumn. The
highest median value of DO occurred in spring at 11.8 mg/L, and the lowest was in the
autumn at 7.4 mg/L. Finally, turbidity generally showed a similar trend throughout the
seasons, but a notably higher frequency of anomalies was observed in summer when
rainfall was concentrated.
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3.3. Correlation of Water Quality Parameters

A correlation analysis was conducted based on the collected data to determine whether
the water quality parameters were related to each other. Figure 5 shows the Pearson
correlation coefficients between the parameters. Firstly, DO and pH have a weak negative
linear relationship. As pH decreases, the increased H+ ions react with the oxygen in the
water, resulting in a decrease in DO. Therefore, simply by the chemical equilibrium between
pH and DO, pH can generally have a positive linear relationship with DO [48]. However,
this relationship can be altered by a combination of factors such as algal photosynthesis,
aquatic respiration, water temperature, and the oxidative decomposition of organic matter,
which may result in an opposite correlation trend [48]. DO also showed a moderate negative
linear relationship with water temperature, with the lowest values in autumn and a steady
increase until early spring. During the rainy season, large amounts of non-point sources
of pollution near the lake can enter the lake, and DO can be consumed to break them
down [49]. Therefore, water temperature and DO can form a non-linear relationship due to
the seasonal nature of the rainy season that forms during the summer [49].

Meanwhile, Chl-a showed a positive linear relationship with turbidity, TOC, T-N,
and T-P and a moderate positive linear relationship with pH (0.3 < r ≤ 0.7). pH is closely
related to algae. During photosynthesis, algae rapidly convert CO2 in water to HCO3

−.
The HCO3

− produced during this process dissociates back into OH− and CO2, which
ultimately raises the pH of the water. Therefore, given the general relationship between pH
and algae, there may be a positive linear relationship between Chl-a, an indirect indicator
of algae, and pH [48]. In addition, T-P and turbidity, water temperature and turbidity, and
water temperature and pH demonstrate moderate positive linear relationships. T-N and
T-P, which cause eutrophication, are proportional to the load of organic pollutants, and
Chl-a linearly increases with the rise in concentrations of T-N and T-P [50]. Therefore, as
pollutants such as agricultural, industrial, and domestic effluents enter the water, T-N, T-P,
and TOC concentrations increase while DO concentrations decrease [51].
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3.4. Data Preprocessing

Water quality data typically show continuity and change gradually and steadily [44].
Occasionally, due to equipment malfunctions or incorrectly collected data within the
system, outliers can be recorded, exceeding the normal range, and missing values can
also be present. Given the characteristics of water quality data, distinguishing whether
an outlier is an error can be challenging, as short-term spikes in data may occur due to
non-point source pollution or chance events, such as extreme rainfall [52].

In this study, we defined the normal range of the data to be within the interquartile
range (IQR), precisely between the lower inner fence (LIF) at Q1 − 1.5 × IQR and the upper
inner fence (UIF) at Q3 + 1.5 × IQR. The distribution of data within this normal range for
each water quality parameter was visualized using box plots, along with outliers. Outlying
data points were replaced with the minimum or maximum values within the normal range.
The final adjusted data distributions are shown in Figure 6.
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For addressing missing values, a statistical imputation method such as interpolation
was applied. Preprocessing for missing data by filling with a single value like the mean
or median carries the risk of replacing actual values with different ones. To maintain the
trend of the original data and minimize loss, we employed interpolation. However, for
cases where consecutive missing values occurred in a sequence of three or fewer, we filled
them with the preceding value.
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3.5. LSTM Model Training and Performance Evaluation

The LSTM deep learning model consisted of two LSTM layers and an output layer.
Each LSTM layer had 50 nodes, and the hyperbolic tangent (tanh) activation function was
used. Prior to model training, to prevent overfitting and evaluate the performance of the
model, we split the entire dataset into training and test sets in a 7:3 ratio. Additionally,
to improve the convergence speed of the models and reduce training time, the Min–Max
normalization scaling technique was applied.

We trained the model by adjusting hyperparameters. We found the best model pa-
rameters by tuning the most critical hyperparameters in LSTM, including the time steps,
prediction period, epochs, and batch size. The time step, representing the sequence of input
data, was set to 168 h, while the prediction period, representing the sequence of output
data, was set to 24 h, encompassing 7 days of observation and 1 day of prediction. We
compared epochs at 200, 300, 500, and 700 and batch sizes of 32 and 64, respectively.

Subsequently, we conducted model performance evaluation. The evaluation was
performed using the RMSE (root mean squared error), and we visualized the predicted
results of the trained model based on the hyperparameters, such as epochs and batch sizes,
through time-series graphs (Figure 7). Table 4 shows the optimal LSTM models along with
their corresponding epochs and batch sizes for each water quality parameter.
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Table 4. The RMSE results of the optimal LSTM model for each parameter.

Chl-a DO EC Turbidity pH TOC T-N T-P WT

Epoch 700 700 700 700 700 700 700 700 700
Batch size 32 32 32 32 32 32 32 32 32

RMSE 1.619 0.359 1.811 0.386 0.145 0.103 0.013 0.001 0.559

3.6. Prioritizing Water Quality Factors Based on Water Treatment Difficulty

Changes and degradation in the quality of the source water can impact the operational
methods and conditions of drinking water treatment plants, often involving a diverse array
of complex factors. This study identified and prioritized the challenges associated with
various water quality factors in the water treatment process. These prioritization levels
were used to determine the most suitable water intake layer in cases of complex water
quality changes. The findings are summarized in Table 5.

Table 5. Water treatment difficulty by water quality factor.

Depth Selection Metrics Chl-a TOC T-N T-P Turbidity pH DO WT EC

Relative difficulty of water purification 1 2 2 2 3 4 5 5 -

The effectiveness of water treatment methods against algae varies based on the specific
species. Specifically, blue-green algae produce by-products like odor-causing substances
such as 2-MIB and geosmin, as well as toxic compounds like microcystin-LR. Diatoms lead
to filtration issues due to species like Synedra and Aulacoseira. In addition, blue-green
algae, diatoms, and green algae all cause water turbidity issues [53]. Geosmin, 2-MIB, and
microcystin-LR can be categorized as either soluble or particulate based on their form.
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Particulate compounds can be eliminated through standard water treatment processes like
flocculation, sedimentation, and filtration. In contrast, soluble compounds can primarily be
removed using powdered activated carbon (PAC). Enhancing treatment efficiency can be
achieved by employing ozone or dichlorination [54]. Precise care is essential when handling
blue-green algae. Preliminary chlorination can break up these algae colonies, causing cells
to scatter and seep into the filtrate. Therefore, it is crucial first to reduce their presence
through flocculation and sedimentation. Following that, intermediate chlorination can help
minimize the production of THMs and odors.

Particulate solids causing turbidity can be divided into organic and inorganic sub-
stances. Organic particles from algae, including green algae, can be almost 100% re-
moved through standard solid-matter water treatment processes [55]. Non-algal particulate
solids that flow into water during rainfall or stratification and are then collected and are
also mostly removed through standard water treatment processes designed for solid re-
moval [56]. As for pH, it can be adjusted using pH-adjusting agents such as H2SO4 and CO2.
Typically, iron and aluminum coagulants dissolve in water as acidic salts, reducing the pH.
Thus, depending on the alkalinity and pH of the raw water, lime or alkali materials should
be added to counteract the pH decrease. For aluminum sulfate (Al2(SO4)3), the optimal pH
for coagulation is between 6 and 7. Iron-based coagulants have a wider pH range of 5 to
11, broader than that of the aluminum type [57]. However, since the oxidation process of
the iron component is essential for the coagulation process in iron-based coagulants, pH
adjustment is necessary regardless of the type of coagulant used [58].

Algae requiring additional processes beyond chemical treatment were considered
the most challenging, and Chl-a was given the highest priority for selective withdrawal
because it is used as an indirect indicator of algal blooms. TOC, T-N, and T-P are used
as indirect indicators of eutrophication and were given the highest priority after Chl-a
due to the close correlation between eutrophication and algal blooms. The next priority
was given to turbidity, which requires flocculation treatment processes, and pH, which
requires additional chemical treatment, was considered the next priority after turbidity.
Water temperature and DO were given the lowest priority due to their relatively low direct
impact on the water treatment process.

3.7. Selection of the Optimal Intake Layer Based on Water Quality Factors

When the quality of the intake water source is deteriorated, it is crucial to draw water
from the depth that has the highest water quality. Doing this minimizes water purification
costs and enhances the safety of drinking water [19]. For this study, we have categorized
the water supply into three layers: lower, middle, and upper. We then identified the best
layer for water intake by examining and comparing the different water quality parameters
and their respective challenges in water treatment, as presented in Table 6.

Table 6. Appropriate water intake layer by water quality factor.

Depth Selection Metrics Chl-a TOC T-N T-P Turbidity pH DO WT EC

Relative difficulty of
water purification

Middle
layer

Upper
layer

Upper
layer

Upper
layer

Upper
layer

Middle
layer

Upper
layer

Upper
layer -

When algal blooms occur in Korea, it is necessary for operators to draw water from
below the depth where the algae are growing, as the concentration of algae decreases with
greater depth. Despite this, drawing water from the very bottom layer is not advisable due
to high levels of iron and manganese in the sediments. Consequently, if the Chl-a levels in
the upper layer do not meet the water quality standards, the middle layer is chosen as the
water intake layer. Additionally, eutrophication, which is an excess of nutrients in water,
encourages the growth of algae. As a result, when TOC, T-N, and T-P, which are indirect
indicators of eutrophication, go beyond acceptable water quality levels, we need to take
water from the middle or lower layers where there are typically fewer algae.
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Turbidity, caused by rainfall or movement within the water column, might initially be
the same throughout all layers. However, it eventually settles from the upper layers down
to the lower layers due to gravity over time [59]. So, during times when there are fewer
algae, if the turbidity surpasses the acceptable levels, we choose to draw water from the
upper layer. This is because turbidity tends to be relatively low in the upper water layer.
Moreover, as Table 3 presents, pH and DO levels usually decrease as water becomes deeper.
They are generally higher in the euphotic zone, which gets plenty of sunlight, than in the
aphotic zone, where there is a lack of sunlight [60].

Turbidity from rainfall or water column conduction may be similar across all layers
depending on water depth but is transferred from upper to lower layers by gravitational
settling over time [59]. Therefore, if turbidity exceeded the criteria during the algae-free
period, the upper water layer was selected because the turbidity was relatively low in the
upper water layer. Furthermore, as shown in Table 2, pH and DO levels tend to decrease
with increasing water depth. They are typically higher in the euphotic zone, where sunlight
is abundant, than in the aphotic zone, where sunlight is scarce [60]. Regarding pH, there
is a specific range that works best with the type of flocculant used in treating water.
Consequently, we chose to draw water from the middle layer, as it has pH values in a
moderate range, avoiding the extreme highs or lows that can be found in the upper and
lower layers. If the pH is outside the acceptable range, it could cause problems. When it
comes to dissolved oxygen (DO), higher levels are preferable, leading us to opt for water
from the upper layer if the DO falls below the standard. Lastly, while water temperature
does not directly indicate pollution, it can influence standard water treatment processes like
flocculation and sedimentation. In particular, cooler water temperatures can increase the
water’s viscosity, making it harder for flocs to form and for coagulants to be transported,
which can hinder the treatment process [61].

3.8. Selection of the Optimal Water Intake Layer Based on Water Quality Prediction

The quality of water at its source is influenced by various hydrological, biological, and
environmental factors, and it also exhibits seasonal variations. By predicting these seasonal
changes in water quality and determining the corresponding optimal intake layer, operators
can make more informed decisions and run water treatment plants more effectively. In this
section, we introduce a mechanism for selecting the intake layer, which has been developed
considering the previously established priorities and suitable intake layers for each water
quality factor. Additionally, we provide an analysis of the annual optimal intake layer for
Juam Lake, utilizing predicted data.

The comprehensive decision process for determining the optimal water intake layer is
outlined as follows: (1) We prepared an input dataset consisting of 10 years of water quality
measurements, including parameters such as temperature, pH, EC, DO, turbidity, TOC,
T-N, T-P, and Chl-a. (2) An LSTM model was trained for each parameter using this 10-year
dataset. (3) Next, the most effectively trained LSTM model for each parameter was selected.
(4) Using these models, we predicted the future trends of each parameter, focusing on the
changes in values. (5) These predictions were then used to identify the most suitable lake
layer for water intake based on the predicted trends.

As shown in Figure 8, we determined whether the water source was contaminated
by following a set order of priority for each water quality factor. If a specific water quality
factor indicated contamination, we then selected the most suitable intake layer to minimize
its impact on the water treatment process. By transforming the predicted water quality data
into weekly average values, we were able to analyze how the recommended intake layer
varied week by week. Withdrawals from the upper layer were most common, occurring
for the majority of weeks, followed by withdrawals from the middle layer. The key water
quality factor influencing middle layer intake was Chl-a. On the other hand, T-N was the
main factor for upper layer intake. Throughout the year, water was drawn from the middle
layer for a total of 17 weeks, mainly in early spring and summer. The upper layer was
selected for the remaining 35 weeks due to T-N levels exceeding water quality standards.
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4. Conclusions

Effective management of water sources is essential for operating drinking water
treatment plants efficiently and providing safe drinking water to consumers. Therefore,
continuously monitoring the quality of water sources and effectively predicting changes
in water quality can greatly affect the operational efficiency of water treatment plants
and the quality of the water they produce. In this study, we investigated the seasonal
variations in the water quality of Juam Lake and explored the interrelationships among
water quality parameters using statistical and correlational analyses. Furthermore, we
conducted predictions of water quality changes with an LSTM using 10 years of automated
water quality monitoring data and proposed an optimal water intake layer. An in-depth
investigation was undertaken to devise a strategy for choosing the optimal intake layer
based on the predicted water quality.

Our investigation revealed that T-N was the water quality factor that contributed most
significantly to the deterioration of water quality, followed by chlorophyll-a. Seasonally,
the pH tended to increase in the summer due to algal blooms, with EC rising accordingly.
In the spring, chlorophyll-a, TOC, T-P, and T-N levels tended to increase as nutrients were
relatively abundant. DO levels were highest in spring and then decreased in autumn. Lastly,
a very high frequency of turbidity outliers was observed during the summer, coinciding
with the period of concentrated annual precipitation.

Applying a mechanism to choose optimal water intake layers based on water quality
predictions with the LSTM model, the top layer, affected by T-N, was selected most often
for 35 weeks in a year. The middle layer was chosen for 17 weeks during early spring and
summer, influenced by Chl-a. In conclusion, our results will contribute to improving the
operational efficiency of water intake and treatment facilities by accurately and promptly
monitoring their performance.
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