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Abstract

:

Hydrological modeling plays a vital role in water-resource management and climate-change studies in hyper-arid regions. In the present investigation, surface runoff was estimated by a Soil and Water Assessment Tool (SWAT) model for Wadi Al-Aqul, Saudi Arabia. The Sequential Uncertainty Fitting version 2 (SUFI-2) technique in SWAT-CUP was adopted for the sensitivity analysis, calibration, and validation of the SWAT model’s components. The observational runoff data were scarce and only available from 1979 to 1984; such data scarcity is a common problem in hyper-arid regions. The results show good agreement with the observed daily runoff, as indicated by a Pearson Correlation Coefficient (r) of 0.86, a regression (R2) of 0.76, and a Nash–Sutcliffe coefficient (NSE) of 0.61. Error metrics, including the Mean Absolute Error (MAE) and Root Mean Square Error (RMSE), were notably low at 0.05 and 0.58, respectively. In the daily validation, the model continued to perform well, with a correlation of 0.76 and regression of 0.58. As a new approach, fitted parameters of daily calibration were incorporated into the monthly simulation, and they demonstrated an even better performance. The correlation coefficient (regression) and Nash–Sutcliffe were found to be extremely high during the calibration period of the monthly simulation, reaching 0.97 (0.95) and 0.73, respectively; meanwhile, they reached 0.99 (0.98) and 0.63 in the validation period, respectively. The sensitivity analysis using the SUFI-2 algorithm highlighted that, in the streamflow estimation, the Curve Number (CN) was found to be the most responsive parameter, followed by Soil Bulk Density (SOL_BD). Notably, the monthly results showed a higher performance than the daily results, indicating the inherent capability of the model in regard to data aggregation and reducing the impact of random fluctuations. These findings highlight the applicability of the SWAT model in predicting runoff and its implication for climate-change studies in hyper-arid regions.
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1. Introduction


Water-resource management comprises several interconnected components with significant economic, environmental, ecological, and social consequences [1,2,3]. The computation of hydrological parameters is essential in the hydrological cycle, required for water resource optimization, flood control, and water-resource management [4,5,6]. According to the Intergovernmental Panel on Climate Change (IPCC)’s findings, the observed warming over the last few decades has led to notable changes in the hydrological cycle, including higher evapotranspiration rates, shifts in precipitation patterns, and, consequently, variations in runoff dynamics [7,8]. Several studies have indicated that extreme climatic events have significantly increased over the past few decades [9,10]. These changes underscore the need to accurately estimate hydrological parameters for effective water-resource management and planning. However, the interactions among key variables, such as rainfall, land use/land cover (LULC), and soil properties, are complex and challenging to measure directly. Hydrological models are therefore frequently employed in both scientific research and practical applications to estimate these parameters and their interactions with each other [11,12]. These models provide critical insights and predictions that inform strategies for managing water resources in a changing climate.



There are different types of models that have been used to simulate the hydrological cycle [13,14,15]. Distributed models are regarded to have the potential to improve the predictions of hydrologic processes since they can include a variety of land features and spatial precipitation datasets [16,17]. The Soil and Water Assessment Tool (SWAT) is a widely used, semi-distributed, and complex hydrological model with multi-purpose objectives, including the estimation of surface runoff, evapotranspiration, groundwater recharge, and sediment load calculation [18,19,20]. In strongly arid regions with limited data availability, the SWAT model remains a valuable tool because of its capability to incorporate soil, meteorological, vegetation, and basin characteristics [21]. A research conducted by Pandi et al. [22] found the SWAT model to be a reliable tool for land and water-resource management. Their study estimated the water-balance components in a catchment of Tamil Nadu, India, for 20 years (2001–2020). The results revealed that the coefficient of determination (R2) for the model output was 0.75 in pre-calibration and 0.94 in post-calibration. Similarly, Diriba [23] conducted research with surface-runoff modeling using meteorological data for the last 30 years (1987–2016) in the SWAT model. The model calibrated for 9 years (1994–2003) and validated for 8 years (2004–2011) of streamflow data. The results highlighted that, during calibration, the R2 (NS) was found to be 0.82 (0.70), while in the validation, it touched R2 = 0.78, indicating a good modeling approach by the SWAT model. In another study, Marahatta et al. [24] employed the SWAT model to define the rainfall-runoff behavior of a complex mountainous basin in Central Nepal. Their results indicated that the model over- and underestimated the flow for some years, but its overall performance was very good after calibration. Several other studies have suggested that the SWAT model is beneficial for assessing runoff and other hydrological parameters, facilitating planning for sustainable land management [25,26,27,28].



Previous studies have demonstrated the good performance of the SWAT model in perennial river catchments. However, there is a lack of research assessing its performance in hyper-arid regions like Al-Madinah Al-Munawarah, Saudi Arabia. To address this gap, the main objective of this study was to evaluate the accuracy of the SWAT model in predicting daily and monthly runoff in a hyper-arid region. This research is novel in regard to several aspects, as it represents the pioneering and comprehensive application of the SWAT model within this hyper-arid environment. Furthermore, the sensitivity analysis identified the most influential parameters for runoff generation, providing valuable guidelines for similar regions. Additionally, the study demonstrates the direct applicability of daily calibrated parameters to monthly simulations in large and hyper-arid basins, significantly streamlining the modeling process. The existing study provides a significant contribution by demonstrating the applicability and reliability of the SWAT model in such challenging environments. Future studies can be conducted by integrating a calibrated SWAT model with climate models to accurately project the hydrological conditions in such hyper-arid regions.




2. Material and Method


2.1. Study Area


The study area (Wadi Al-Aqul) is located in Al-Madinah Al-Munawarah Province of Saudi Arabia, stretches between 25°38′ to 23°30′ N and 39°40′ to 42°06′ E, toward the east side of Al-Madina City. Geographically, Al-Madina Al-Munawarah Province is surrounded by Makkah Al-Mukarramah Province on the south, Riyadh Province on the southeast, the Red Sea on the west, Tabuk province on the north, and Hail Province on the northeast, as shown in Figure 1. Al-Madinah Al-Munawarah City is the most important part of this region due to its religious importance and remain crowded throughout the year for pilgrims visit to Prophet Muhammad’s (peace be upon him) and his mosque, making it important region for hydrological studies. Hydrologically, different Wadies surround Al-Madinah City, and all of these Wadies are the sub-basins of a very large basin named Wadi Al-Hamad (as indicated in the lower left subsection, in light blue color of Figure 1). Among these sub-basins is the currently selected Wadi Al-Aqul, which is one of the largest, and it is importantly situated in the east of the city, covering an area of 35,584 km2. The climate has been characterized as hyper-arid due to the low annual rainfall (~50 mm), as per criteria defined by [29]. Most of the rainfall predominantly occurred from November to February. The province experiences varying temperatures, with hot and dry summers and mild winters, exhibiting peak mean air temperatures of 36.5 °C in August and minimum mean temperatures of 17.7 °C in January [30].




2.2. Metrological and Streamflow Dataset


The climatic dataset that contains rainfall and minimum and maximum temperature was collected from the Ministry of Environment, Water, and Agriculture (MEWA). The rainfall data were available at four real gauges (actual measurement stations) that reside within and nearby the study area. These real gauges provide direct measurements of rainfall at specific locations. However, the existing watershed is very large and exhibits significant spatial variability in rainfall, necessitating a more detailed approach to accurately represent rainfall distribution across the entire area.



To address this, virtual gauges were constructed in each sub-basin. Virtual gauges are not physical devices but are instead points where rainfall estimates are interpolated based on data from the real gauges. These virtual gauges help to provide a finer resolution of rainfall distribution within the sub-basins, ensuring that spatial variability is effectively captured. There are various methods for rainfall interpolation, but the inverse distance weighting (IDW) technique is recognized as one of the most effective, as highlighted by References [31,32]. This method assigns more weight to rainfall measurements from closer real gauges when estimating rainfall at a virtual gauge. After performing the IDW interpolation, the virtual gauges were established to provide accurate rainfall estimates for each sub-basin. The temperature dataset was collected from Al-Madinah Al-Munawarah Airport for the same study period. The runoff data were available only for 6 years (1979–1984) years; therefore, respective climatic variables were also collected for same time span. Rainfall intensity, along with their respective hydrograph, can be seen in Figure 2.




2.3. Digital Elevation Model


The SWAT model requires topographic attributes (area, slope, slope length, channel length, channel slope, channel width, and channel depth) of the catchment, which are derived from a Digital Elevation Model (DEM) with spatial resolutions ranging from 10 to 90 m. For this study, the DEM from the global Shuttle Radar Terrain Mission (SRTM) was downloaded from the USGS website (https://earthexplorer.usgs.gov (accessed on 1 March 2023)) and has a spatial resolution of 30 m, as shown in Figure 3. The acquired DEM was pre-processed prior to its use in the SWAT model for hydrological delineation. This pre-processing included the sub-setting, filling, and re-projection of the DEM. The elevation in the Wadi ranges from 634 to 1821 m above mean sea level (AMSL), indicating higher peaks in the northern and southwestern edges, with a relatively flat area in the middle.




2.4. Land Use Land Cover Map


The LULC map is an important parameter that affects different hydrological components in the watershed. In this study, the LULC map was generated by Landsat 8 satellite imagery (30 × 30 m), using Google Earth Engine and GIS as the processing platforms. A supervised machine-learning algorithm, i.e., decision tree, was used in this methodology to classify the acquired images of Landsat. Based on land-use types, the area of the whole watershed was sub-divided into four categories, as shown in Table 1.



The spectral signatures of each land-cover class were obtained using spectral indices, specifically the Normalized Difference Vegetation Index (NDVI), Normalized Difference Built-Up Index (NDBI), and Normalized Difference Water Index (NDWI), along with visual interpretation for the best results. These indices were used to enhance the identification and differentiation of various land-cover types. For example, NDVI was used to identify vegetation cover by using the difference between red and near-infrared reflectance. NDBI was employed to distinguish between built-up and other areas, while NDWI was utilized to detect water bodies in the study region. Detailed descriptions and uses of these indices can be seen in References [33,34]. By analyzing the values of these spectral indices, we were able to create distinct spectral signatures for each class, facilitating accurate classification and mapping. Most of the area in the watershed consists of bare soil (sand + rocks), as shown in Figure 4. However, a very minor (<1%) area has vegetation and built-up areas, with no surface water body due to the hyper-arid climate.




2.5. Soil Map


The soil map utilized in this study was acquired from the Food and Agriculture Organization (FAO) database (https://data.apps.fao.org/map/catalog (accessed on 1 March 2023)). This soil database has been used in numerous research studies [35,36,37] for SWAT applications. The map was partitioned into numerous polygons, as depicted in Figure 5. Each polygon comprises a variety of unique properties associated with the soils that are present in the study area. The properties considered in this study included the hydrological soil group, hydraulic conductivity, soil texture, and other physical and chemical characteristics that were standardized using the FAO soil database. In order to synchronize the soil data with the watershed, the polygons were subjected to a clipping process. Soil characteristics for calibration were estimated by the Soil–Plant–Air–Water (SPAW) model [38], based upon the soil type and infiltration analysis [30] of the study area. Within the study area, five distinct soil classes were identified, each contributing differently to the watershed. Loam soil was the dominant soil in the region, covering 77% of the total area, and the other 23% was covered by sandy loam, as shown in Table 2.




2.6. Watershed Slope


The importance of establishing multiple slope classifications becomes evident when dealing with sub-basins that exhibit a diverse range of topography. To better understand the implications of slope on hydrological processes, we utilized Digital Elevation Models (DEMs) to delineate the watershed’s boundaries and extract valuable sub-basin parameters. Slope is systematically categorized into three distinct classes to correspond with the characteristics of the Wadi Al-Aqul watershed: 0% to 5%, 5% to 20%, and exceeding 20%. These classifications are integral to our hydrological modeling approach. By adopting these slope categories, we enhance the precision of our modeling efforts. The visual representation of these slope classifications allows us to effectively capture the complex variations in slope characteristics, as depicted in Figure 6.




2.7. Hydrological Response Units (HRU’s)


In SWAT, a basin is typically partitioned into numerous watersheds (sub-basins) to account for spatial heterogeneity related to land use and land cover (LULC), soil composition, and topography. These sub-basins are further subdivided into regions characterized by uniform land-use patterns, soil characteristics, and slope gradients. These delineated areas are referred to as Hydrologic Response Units (HRUs). The SWAT model works on water-balance estimation with an assumption that individual HRUs have similar hydrological characteristics and behaviors [39]. HRUs serve to enhance the precision of forecasted outcomes within the sub-basin. However, although having numerous HRUs in a small sub-basin is not recommended, it is suggested to have a number of HRUs in large sub-basins [23]. Therefore, in the current study, we performed a reclassification in order to establish the Hydrological Response Units (HRUs), which serve as crucial elements in SWAT hydrological modeling. In the SWAT model, the HRU threshold determines the minimum area for aggregating land use, soil, and slope classes within each HRU. In delineating Hydrological Response Units (HRUs) for our study, we employed specific threshold values to define meaningful spatial units that capture variations in soil type, slope gradient, and land use/land cover (LULC). For soil, we utilized a threshold of 5% slope gradient to differentiate between areas with distinct hydrological behaviors. Similarly, for slope, we employed a threshold of 5% to delineate terrain units that influence runoff generation and flow pathways significantly. This helped in segregating different slope classes based on their potential for surface runoff. Regarding LULC, we used a 0% threshold due to the minor extent of land-cover classes in the study area, as used in [40]. This approach facilitated the creation of HRUs that capture the sparse vegetation and minimal land-use variations without compromising the model’s ability to simulate runoff dynamics effectively. For the current study, based on the similarities in watersheds, reclassification resulted in 121 HRUs, with most being in Sub-Basin 2.




2.8. Methodology


In this research, the Soil and Water Assessment Tool (SWAT) model was utilized to examine surface runoff for a large watershed, named Wadi Al-Aqul. Initially, the accomplishment of this essential work was facilitated through the utilization of the SWAT-2012 interface that was seamlessly incorporated into the Geographic Information System (GIS). The delineation was performed using the SWAT delineator, using the pre-processing (Re-projection, filling and sub-setting) of DEM. Detailed procedural guidance for this step can be found in the publications by [41]. Following the successful delineation of the catchment, the subsequent phase involved establishing and characterizing Hydrologic Response Units (HRUs), which relied on three critical spatial datasets: slope, land use/land cover, and soil maps. Slope classes were generated by the DEM, while the LULC map was generated by Landsat 8 imagery, using the supervised machine-learning algorithm, as discussed in the LULC section. Similarly, the FAO soil database generated the soil map to be used for HRU generation. Adjustments of the soil characteristics for the study area were taken from [30] and the SPAW model [42]. In this process, the data were gathered from respective data sources and overlaid to generate HRUs. A climatic dataset including the minimum and maximum temperature and rainfall was available for the study region; this information was acquired from the MEWA and imbedded into the model. In the simulation setup, the curve-number method was selected for surface runoff, while Hargreaves was adopted for evapotranspiration (because only the temperature was available as a climatic variable), and Muskingum for routing. Since runoff data were very limited, with few rainfall and runoff events, calibration was performed for the first 3 years and validation for the subsequent 2 years over the daily time scale. Figure 7 presents a detailed structure that illustrates the essential steps involved in the simulation process.



The SWAT model was subjected to uncertainty analysis software named SWAT-CUP 2019 which utilizes the SUFI-2 algorithm for calibration. As a novel approach, the fitted parameters from the daily calibration were used instead of those from the monthly simulation to check the reliability of this approach. Parameters having possibility of high spatial variability are calibrated on a relative basis using SWAT-CUP while other factors by replacing of parameter value. A sensitivity analysis was also performed using SWAT-CUP to identify most sensitive parameters for runoff generation. Statistical indicators were subsequently utilized to evaluate the model’s reliability in both daily and monthly simulations.




2.9. Description of SWAT-Model


The Soil and Water Assessment Tool (SWAT) is a continuous time-series, semi-distributed simulation model that is capable of simulating hydrological and other environmental processes [43]. The SWAT simulated the land phase of the hydrological sequence based on the water-balance equations:


  S W t = S W o +   ∑  i = 1   t    (   R   d a y   −   Q   s u r f   −   E   a   −   W   s e e p   −   Q   q w   )    



(1)




where SWt and SWo = final and initial soil water contents (mm), t = time in days, Rday = amount of rainfall in day i (mm), Qsurf = surface runoff (mm), Ea is evapotranspiration (mm), Wseep = amount of seepage water entering to the vadose zone on day i (mm), and Qqw = amount of return flow on day i (mm).



Surface Runoff


When the soil’s pore space is filled with rain and the soil’s moisture level exceeds the field’s capacity, surface runoff occurs. The SWAT model calculates the runoff using the soil conservation system (SCS) approach, which primarily depends on soil hydrological groups and land use/land cover, using the following equation:


   Q s u r f =      ( R   d a y   −   I   a     )   2       R   d a y   −   I   a   + S            For     ( R   a   >   I   a    )  



(2)






  Q = 0       For     ( R   a   ≤   I   a   )  



(3)






  S = 25.4 ∗ (    1000   C N    − 10 )  



(4)




where Rday = amount of rainfall in day i (mm)  ,   I   a     = Initial Abstraction, and CN = Curve Number.





2.10. Model Calibration


A successful application of hydrologic models is highly dependent on the calibration and sensitivity analysis of the parameters. The SWAT model provides the ability to calibrate the parameters manually that are very difficult and time-demanding. Throughout this study, sensitivity analysis, calibration, and validation procedures were executed with the assistance of a dedicated computer program known as the SWAT Calibration and Uncertainty Programs (SWAT-CUP), utilizing its built-in Sequential Uncertainty Fitting version 2 (SUFI-2) algorithm. A detailed description of SUFI-2 in the whole calibration procedure can be found in [44,45]. In the calibration process, 15 parameters were selected based on attributes of the study area, and the approximate range for each parameter was defined by literature-review [30] and SPAW-model values, as shown in Table 3. Some spatially variable parameters, such as the Curve Number (CN) and Soil Hydraulic Conductivity (K), were estimated on a relative (spatial) scale to match the real conditions. The objective function for calibration was set to the Nash–Sutcliffe coefficient (NSE) to optimize the results. The algorithm was run to numerous iterations, and parameters were modified each time after analyzing sensitivity and statistical analysis, until the best-fitted results were achieved.




2.11. Sensitivity Analysis Process


Sensitivity refers to the measurement of how the output of a model changes when one of its input parameters is altered. During the calibration phase, it is crucial to perform a sensitivity analysis to identify the most impactful parameters from a larger pool that can affect the model’s output. In SWAT-CUP, there are two types of sensitivity analyses: “one at a time” and “global”. In the one-at-a-time approach, one parameter is adjusted at a time to assess its sensitivity. However, parameter sensitivity often depends on another parameter’s value, as they are not clearly independent. Therefore, we utilized a global sensitivity-analysis approach in this study to comprehensively assess the model’s parameter sensitivities and enhance its performance. The global sensitivity analysis uses the p-test and t-test to rank sensitive model parameters. Parameters that exhibited significant influence on model outputs are indicated by low p-values and high t-values.




2.12. Model Performance Criteria


Model performance was evaluated using numerous statistical indicators, including the Determination Coefficient (R2), Pearson Correlation Coefficient (r), and Nash–Sutcliffe coefficient (NSE), to check the extent of agreement between observed and simulated values. Error metrics were also found using the Mean Absolute Error and Root Mean Square Error. In addition, we used the criteria proposed by [46,47] to evaluate the model’s performance (Table 4). These statistical metrics have been used in numerous studies to evaluate model performance [24,48,49]. The equations of individual matrixes are expressed in Table 5.





3. Results


3.1. Model Calibration and Validation


This study was conducted on Wadi Al-Aqul located toward the east of Al-Madinah Al-Munawarah City, in the western part of Saudi Arabia. The study area is considered a hyper-arid region, owing to its very limited rainfall. The observational dataset for runoff is very limited, as the data in it cover a period of only 6 years (1979–1984). The SWAT model was used for the simulation of runoff, while calibration/validation was performed by an integrated model, SWAT-CUP, over a daily and monthly time scale. The first four years (1979–1982) were used as a calibration period, while the next two years (1983–1984) were used as validation. In the calibration period, the model performed well compared to the daily observational runoff, indicating good agreement metrics, including correlation and regression values of 0.86 and 0.74, respectively. The error matrix (MAE and RMSE) presented low values (0.05 and 0.58), while the percent bias (PBIAS) was found to be −54.1%, indicating that the model’s predictions are generally close to the observed values, but some underestimation was found in simulated values. Figure 8 depicts the regression plot between the observed and simulated values for daily time scales’ calibration/validation.



During the validation period, the correlation (regression) 0.76 (0.58) was found to be very high, indicating an excellent extent of agreement between the simulated and observed values for the daily time scale. The PBIAS was 65.7%, indicating overestimation of the simulated values. The daily simulation results can be deemed satisfactory, as per the criteria established by [46].



The fitted parameters estimated in the calibration of daily runoff were implemented to the monthly simulation, which performed excellently for both time spans (calibration/validation). For the monthly calibration period, the model performed better than the daily model response, providing an extremely high correlation coefficient (regression), i.e., 0.97 (0.95), and a very high NS (0.73). The error metrics, MAE and RMSE, were also lower (0.04 and 0.2), with a PBIAS of −52.4%, indicating an underestimation of the model, as found in the daily calibration time span. Similarly, for the validation period, the model had a very good response to the observed values, providing a correlation of 0.99, with regression coefficient of 0.98, thus indicating an extremely high performance. The Nash–Sutcliffe was found to be 0.63, providing a high degree of agreement with overestimation (PBIAS = 65.2) in the simulated values. The MAE and RMSE were 0.25 and 0.78, respectively, slightly higher than calibration, but the overall values remained within an acceptable range. The regression plot for the monthly time scale between the simulated and observed values can be seen in Figure 9.



Both the daily and monthly performance, notably in calibration, highlight the model’s potential for hydrological research in similar strongly arid areas. These findings, regardless of a little tendency toward underestimation and overestimation in the calibration and validation period, respectively, help us to understand the hydrological processes in hyper-arid regions. During extreme events, the peaks of the simulated values for the daily simulation were low as compared to those observed; however, for the monthly simulation, those peaks were overestimated. The reasons for such behavior varies, e.g., model sensitivity toward temporal scales and extremes [50,51]. It also acts as a useful tool for managing and planning water resources in hyper-arid regions, as indicated by statistical measures in Table 6.



The novelty of this research is that, for such a large basin, the fitted parameters of daily calibration can be used perfectly for monthly simulations without further processing being needed for monthly datasets. In contrast, the monthly modeling in this study shows a greater performance in terms of both calibration and validation stages.



The process of aggregating data serves to reduce the impact of random variations, hence improving the model’s capacity to match the simulated values with observed data accurately. The time-series plot of calibration and validation for both time scales can be seen in Figure 10a,b. However, the temporal-scale selection for modeling is generally based on the study’s objective. Monthly modeling is highly effective in capturing the wider patterns and, throughout the year, fluctuations in runoff, demonstrating a stronger correlation with the overall dynamics of hydrological systems. Daily modeling also performed well, indicating that this model can be used for this region at this scale.




3.2. Sensitivity Analysis


The sensitivity analysis plays a crucial role in identifying the parameters that most significantly influence model outputs, thereby guiding effective calibration and improving model reliability. There are numerous hydrological parameters, but not all of them are sensitive to streamflow, and they vary according to the characteristics of the area. In this study, we conducted a sensitivity analysis to assess the influence of 15 key parameters on the SWAT model’s performance, as measured by the Nash–Sutcliffe efficiency (NS). To perform the sensitivity analysis, the SWAT-CUP tool with the SUFI-2 algorithm was employed, facilitating a comprehensive sensitivity and uncertainty analysis. The existing analysis focused on 15 parameters, which were established by reviewing the literature [52,53,54], and their global sensitivity was assessed for streamflow measurement based on their statistical ranking, upon p- and t-test values, as shown in Figure 11.



For the calibration and uncertainty evaluation, 500 simulations were executed which provided the most sensitive parameters based on their t- and p-test values. In the present study, the Curve Number (CN2) was noted to be the most responsive parameter toward the streamflow, as it is common in strongly arid regions [55,56]. Curve Numbers (CNs) and the number of Hydrological Response Units (HRUs) across the watershed’s sub-basins are crucial for understanding the area’s hydrological characteristics. Collectively, the entire watershed exhibits an average CN of 81, encompassing a total of 121 HRUs. The watershed is divided into five sub-basins, each with a specific Curve Number and a corresponding number of HRUs. Sub-Basin 1 has a CN of 81, with 19 HRUs; Sub-Basin 2 also has a CN of 81, but includes 31 HRUs; and Sub-Basin 3, similarly, has a CN of 81, with 29 HRUs. Sub-Basin 4 shows a slightly lower CN of 80, containing 26 HRUs, while Sub-Basin 5 has a CN of 81, with 16 HRUs. The uniform CN values across most sub-basins suggest consistent runoff potential throughout the watershed, with minor variation observed in Sub-Basin 4. The variation in the number of HRUs among the sub-basins indicates differences in land use and hydrological response within the watershed, as depicted in Figure 4, Figure 5 and Figure 6.



Some parameters, including, GW_Delay, SOL_K (1,3), SOL_K (2,4,5), and SURLAG, were found to be on the least side (p > 0.05) of sensitivity, while SOL_BD, CANMAX, and OV_N were found to be on the moderate side of sensitivity because they have a p-value below 0.05. The uncertainty findings derived from SUFI-2 algorithm indicated the reliability of the SWAT model for modeling large basins. The dotty plots showed the distribution of the number of simulations in the parameter-sensitivity analysis after comparing the parameter values with the objective function (NS) for the calibrations. The uncertainties associated with parameters during streamflow calibration, determined through SUFI-2 techniques, are shown in Table 7.



Figure 12 demonstrates the impact of changing model parameters on NS values. The sensitivity plots generated for each parameter display the relationship between the parameter values and the corresponding NS values, providing insights into the parameters’ influence on model performance. For instance, the most sensitive parameter, CN2, reveals a dense cluster of points around −0.12–0.2 on the y-axis and 0.1–0.2 on the x-axis, indicating a region of high variability in CN but low model performance. However, the points in a specific range (−0.1 to −0.05) have substantial differences in model performance, indicating the high sensitivity of the model’s performance to CN2 variations. This suggests that the precise calibration of CN2 is also critical within this range to achieve reliable model predictions. Likewise, the SOL_BD parameter (soil bulk density) against the Nash–Sutcliffe efficiency (NS) provides insights into how variations in bulk density affect the performance of the model. The dense clustering at lower NS values (0.1 to 0.2) suggests that the model performance is relatively insensitive to variations in SOL_BD within this range. The scattered points at higher NS values (above 0.2) indicate a diverse model performance. In a similar way, the CANMX parameter provides insights into its influence on the model’s performance, as measured by the NS value. The CANMAX plot shows a dense cluster of points at NS values between 0.1 and 0.2, suggesting that the model does not perform well with these parameter settings. However, NS values of beyond 0.2 become more scattered (diverse model performances), suggesting that, for higher NS values, the performance of the model is less sensitive to changes in CANMX. A similar trend of scattering was found in most of the parameters, indicating less sensitivity to the model’s performance.





4. Discussion


The SWAT model is a good tool for hydrological responses estimations, but its implication in strongly arid regions and large watersheds becomes complex due to the unavailability of hydro-climatic data [57,58]. Despite these challenges, findings from the existing study demonstrated that the SWAT model is capable of reliably predicting runoff in hyper-arid regions where data are scarce, as highlighted by [54,59]. The performance of the SWAT model was evaluated on both daily and monthly time scales, indicating a better model performance at the monthly scale compared to the daily in hyper-arid regions, thus resembling the studies of [60,61]. According to [62], the good performance of the monthly time scale in SWAT is due to the data aggregation and less random variations in model simulation, which is in agreement with the findings of [53,58]. Importantly, the model is suitable for capturing broader runoff patterns in arid and hyper-arid regions, making it a valuable tool for climate change studies and long-term water resource management. The sensitivity analysis using the SWAT-CUP tool with the SUFI-2 algorithm was crucial in identifying the parameters that most significantly influence the SWAT model’s performance [51,63]. Among all selected parameters, the curve number (CN2) and soil bulk density (SOL_BD) were identified as the most sensitive parameters, as found by [50,58,64]. Therefore, accurate calibration of CN2 is essential, as small inaccuracies can lead to significant discrepancies in runoff predictions. This finding emphasizes the importance of detailed land cover mapping and soil surveys in hyper-arid regions to improve model accuracy [65,66]. The uncertainty analysis, conducted through 500 simulations, confirmed the relationship between parameter values and the Nash–Sutcliffe efficiency (NS), highlighting areas of high variability and parameter influence.




5. Implications for Hydrological Modeling


The combined findings from the model performance evaluation and sensitivity analysis have several key implications for hydrological modeling in hyper-arid regions:



	
Model calibration and validation: The SWAT model’s ability to simulate runoff on both daily and monthly scales supports its application in hydrological studies and water resource management. The superior performance of the monthly model highlights the benefits of data aggregation in reducing random variations and improving accuracy.



	
Critical parameter identification: The identification of CN2 and SOL_BD as the most sensitive parameters underscores their importance in runoff simulations. The accurate calibration of these parameters is crucial, particularly in hyper-arid regions, where streamflow predictions are highly variable.



	
Model reliability and application: The use of the SWAT-CUP tool with SUFI-2 for the sensitivity and uncertainty analysis proved effective, enhancing the understanding of model behavior. This comprehensive approach ensures more informed calibration and validation, thereby improving model reliability.







6. Limitations and Recommendations


The limitation of this study is data scarcity on the spatiotemporal scale, which is common in hyper-arid regions. Long-term data would enhance the model’s calibration and validation, potentially improving its performance on a daily scale. The rain gauges are also important in this large watershed to capture spatial heterogeneity in the rainfall. A real-time monitoring station must be installed to improve the model’s performance. Despite this limitation, the model performed well on a monthly scale, suggesting its suitability for long-term hydrological studies and climate change-impact assessments.




7. Conclusions


This study provided valuable insights into the modeling of runoff in the challenging hyper-arid region of Wadi Al-Aqul in the western part of Saudi Arabia. Despite the scarcity of observational data, limited to the years 1979–1984, this study successfully tackled the complexities inherent in strongly arid environments. The calibration (1979–1982) and validation period (1983–1984) demonstrated the SWAT model’s capability to simulate daily and monthly runoff with reasonable accuracy. The SWAT model showed a strong performance during the calibration period, with high correlation coefficients (r = 0.86), regression (R2 = 0.76), and Nash–Sutcliffe efficiency (NSE = 0.61), indicating good agreement with observed data. The validation phase maintained a satisfactory performance in regard to the correlation (r = 0.76) and regression (R2 = 0.58). Implementing daily fitted parameters into the monthly simulation emerged as a refined approach, excelling in both the calibration and validation periods. Monthly simulations provided a comprehensive representation of runoff patterns, reducing the impact of random fluctuations and enhancing the model’s accuracy. The significant percent bias (PBIAS) observed during calibration (−54.1%) and validation (65.7%) phases requires thorough model parameter adjustment, but this is restricted with such a limited dataset. However, in such a complex condition, still, it contributes to the satisfactory performance of the model, as highlighted in different studies. The sensitivity analysis identified key parameters influencing streamflow estimation, with the Curve Number (CN) being the most responsive parameter, highlighting the importance of accurate calibration. The study demonstrates the SWAT model’s potential for hydrological research and water resource management in hyper-arid regions, offering a tool for effective planning and management, even with limited data. The findings underscore the model’s utility in long-term climate change-impact assessments, providing a framework for understanding hydrological responses under various climatic scenarios. Future research should focus on enhanced data collection either by installing new gauges or incorporating high-resolution datasets, such as reanalysis data, to overcome data-scarcity issues.
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Figure 1. Study area map of Wadi Al-Aqul, located in Al-Madinah Al-Munawarah Province. 
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Figure 2. Rainfall hyetograph and runoff hydrograph of observed events during study period. 
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Figure 3. Digital Elevation Model with stream network of Wadi Al-Aqul. 
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Figure 4. LULC classification of the Wadi Al-Aqul. 
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Figure 5. FAO soil map of Wadi Al-Aqul. 
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Figure 6. Slope classification of Wadi Al-Aqul. 
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Figure 7. Methodological framework of SWAT modeling. 
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Figure 8. Regression plot between simulated and observed runoff for daily calibration (left) and validation (right). 
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Figure 9. Regression plot between simulated and observed runoff for monthly calibration (left) and validation (right). 
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Figure 10. (a) Observed (dotted black line) and simulated (dotted red line) hydrograph for calibration and validation period of Wadi Al-Aqul on the daily time scale. (b) Monthly calibration/validation in lower panel, indicating observed (dotted black line) and simulated (dotted red line) hydrograph for Wadi Al-Aqul. 
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Figure 11. Radar diagram of sensitivity analysis; p-test on left and t-test (absolute values) on right. 
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Figure 12. Sequential Uncertainty Fitting version 2 (SUFI-2) results for the value of Nash–Sutcliffe vs. parameters value. 
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Table 1. Land-use/land-cover types, occupying area, and percent cover.






Table 1. Land-use/land-cover types, occupying area, and percent cover.












	Index
	LULC Code
	Land Type
	Area in km2
	Area in %





	1
	BARR
	Bare Soil
	35,298.1
	99.20



	2
	URHD
	Built-up
	220.2
	0.62



	3
	AGRR
	Agriculture
	65.3
	0.18



	4
	WATR
	Water
	0.4
	0.00



	Total
	
	
	35,584
	100










 





Table 2. Soil groups.
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	Index
	Soils Code
	Soil Area (%)
	Soil Type





	1
	I-Yk-2ab-3135
	26.6
	Loam



	2
	I-Y-bc-3515
	4.2
	Loam



	3
	I-Yh-Yk-1-3518
	46.3
	Loam



	4
	Yh3-1-2a-3585
	15.5
	Sandy Loam



	5
	Yk28-1a-3595
	7.4
	Sandy Loam










 





Table 3. SWAT-CUP model calibration parameters with range and fitted values.
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	Index
	Parameter_Name
	Abbreviation
	Extension
	Fitted_Value
	Min_Value
	Max_Value





	1
	CN2
	Curve Number
	.mgt
	−0.076
	−0.10
	0.02



	2
	CH_N2
	Channel Manning Coefficient
	.rte
	0.032
	0.02
	0.04



	3
	SOL_K (1,3),
	Soil Hydraulic Conductivity
	.sol
	11.189
	7.00
	15.00



	4
	SOL_K (2,4,5)
	Soil Hydraulic Conductivity
	.sol
	4.5
	3.00
	6.00



	5
	OV_N
	Over Land Flow manning
	.hru
	0.03
	0.02
	0.04



	6
	MSK_CO1
	Muskingum Coefficient 1
	.bsn
	4.035
	0.00
	10.00



	7
	MSK_CO2
	Muskingum Coefficient 2
	.bsn
	2.371
	0.00
	10.00



	8
	MSK_X
	Muskingum Weighting factor
	.bsn
	0.087
	0.00
	0.30



	9
	ALPHA_BF
	Base Flow
	.gw
	0.84
	0.00
	1.00



	10
	SURLAG
	Surface Lag
	.bsn
	15.512
	1.00
	24.00



	11
	GW_DELAY
	Ground Water Delay
	.gw
	291.962
	100.00
	500.00



	12
	SOL_BD
	Soil Bulk Density
	.sol
	1.465
	1.35
	1.50



	13
	CH_S2
	Channel Slope
	.rte
	0.005
	0.00
	0.01



	14
	HRU_SLP
	Average slope steepness
	.hru
	0.009
	0.00
	0.01



	15
	CANMX
	Maximum Canopy
	.hru
	30.152
	10.00
	35.00










 





Table 4. Evaluation model criteria.






Table 4. Evaluation model criteria.





	Performance Rating
	NSE
	PBIAS (%)





	Very good
	NSE ≥ 0.7
	|PBIAS| ≤ 25



	Good
	0.5 ≤ NSE < 0.7
	25 < |PBIAS| ≤ 50



	Satisfactory
	0.3 ≤ NSE < 0.5
	50 < |PBIAS| ≤ 70



	Unsatisfactory
	NSE < 0.3
	|PBIAS| > 70










 





Table 5. Statistical parameters.






Table 5. Statistical parameters.





	
Name

	
Equation

	
Usage






	
Percent bias (PBIAS)

	
        ∑  i = 1   n    (   X   i   −   Y   i   )       ∑  i = 1   n      X   i        × 100   

	
Over- and underestimation of the model values




	
Pearson Correlation Coefficient (r)

	
        ∑  i = 1   n        X   i   −   X  ¯      (   Y   i   −   Y  ¯  )        ∑  i = 1   n        ( X   i   −   X  ¯    )   2       ∑  i = 1   n        (   Y   i     −   Y  ¯    )   2           

	
Describe the extent of agreement between observed and simulated runoff




	
Determination Coefficient (R2)

	
   1 −      S S   r       S S   T        




	
Nash–Sutcliffe coefficient (NSE)

	
   1 −      ∑  i = 1   n      (   X   i   −   Y   i     )   2         ∑  i = 1   n    (   X   i   −   X  ¯    )   2            




	
Root Mean Square Error (RMSE)

	
       1   n       ∑  i = 1   n       ( X   i   −   Y   i     )   2        

	
Express error between observed and simulated runoff




	
Mean Absolute Error (MAE)

	
      1   n       ∑  i = 1   n         X   i   −   Y   i         








Notes: Xi is the observed dataset values, Yi is the modeled dataset values,     X  ¯    is the mean of the observed dataset,     Y  ¯    is the mean of estimated dataset, n is sample size, SSr is residuals sum of square, and SST is total sum of square.













 





Table 6. Statistical parameters results.






Table 6. Statistical parameters results.





	

	
Daily

	

	
Monthly

	




	
Evaluation Parameters

	
Calibration

	
Validation

	
Calibration

	
Validation






	
r

	
0.86

	
0.76

	
0.97

	
0.99




	
R2

	
0.74

	
0.58

	
0.95

	
0.98




	
NS

	
0.61

	
0.58

	
0.73

	
0.63




	
MAE

	
0.05

	
0.58

	
0.04

	
0.25




	
RMSE

	
0.58

	
4.31

	
0.20

	
0.78




	
PBIAS

	
−54.1

	
65.7

	
−52.4

	
65.2











 





Table 7. Parameter uncertainties during streamflow calibration on a daily basis.






Table 7. Parameter uncertainties during streamflow calibration on a daily basis.





	Rank
	Parameter
	T
	p
	Ext





	1
	CN2
	−15.70
	0.00
	mgt



	2
	SOL_BD
	2.78
	0.01
	sol



	3
	CANMX
	2.59
	0.01
	hru



	4
	OV_N
	2.00
	0.05
	hru



	5
	HRU_SLP
	1.69
	0.09
	hru



	6
	MSK_CO1
	−1.58
	0.11
	bsn



	7
	ALPHA_BF
	1.28
	0.20
	gw



	8
	MSK_X
	−0.75
	0.46
	bsn



	9
	CH_S2
	−0.70
	0.48
	rte



	10
	CH_N2
	0.59
	0.56
	rte



	11
	MSK_CO2
	0.55
	0.58
	bsn



	12
	SOL_K(2,4,5)
	0.45
	0.65
	sol



	13
	SURLAG
	−0.30
	0.77
	bsn



	14
	SOL_K(1,3)
	−0.15
	0.88
	sol



	15
	GW_DELAY
	−0.07
	0.94
	gw
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