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Abstract

:

Bubble plumes are essential for promoting mass transfer, flow, and mixing in water bodies by generating vertical circulation via buoyancy forces. They are widely used in various applications, such as restoring water environments and improving the conditions at the bottom of lakes and reservoirs. For example, thermal stratification in lakes can lead to environmental issues such as the depletion of dissolved oxygen. To address this problem, bubble plume systems have been used to destratify lakes and reservoirs. However, few studies have been performed on the effectiveness of bubble plumes. In this study, the impact of a bubble plume in a dam reservoir was assessed using a numerical model based on high-resolution field measurements. Vertical profiles were obtained before and after the operation of the density-current generator to capture seasonal changes in the water characteristics. These measurements indicated the alteration of the vertical structure and mixing within the water column due to the bubble plume while stable temperatures were maintained at specific depths across seasons. Numerical simulations using large eddy simulations were conducted to analyze the dynamics and mixing efficiency of the bubble plume. The findings of this study provide valuable data for optimizing the design and operational strategies of bubble plume systems in lakes and reservoirs, which can increase the water mixing efficiency and support environmental management.
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1. Introduction


Underwater air discharge through the nozzle produces bubbles. As the bubbles rise to the surface, the water surrounding the bubble plume is entrained, forming a bubble-entrained plume. Bubble plumes are utilized for various purposes, including the restoration of aquatic environments [1], anti-freezing measures in harbors [2], and destratification of lakes [3,4,5]. In western Norway, bubble plumes are used to transport nutrient-rich seawater to the upper layer for mussel cultivation [1]. The bubble plume in Hallwil Lake, Switzerland, supports lake restoration by mixing the bottom and upper water layers for the migration of thermal stratification, which occurs because of the thermal gradient between the bottom and surface layers [4]. In particular, thermal stratification prevents dissolved oxygen (DO) from penetrating the bottom layers of lakes and reservoirs, contributing to DO depletion. This depletion can lead to eutrophication and harmful algal blooms, which adversely affect water quality [6,7,8].



In addition to these applications, bubble plumes support microbial processes and material cycling by enhancing oxygenation in aquatic systems. For instance, hypolimnetic oxygenation using bubble plumes maintains DO levels, promoting the oxidation of organic matter and inhibiting the release of reduced substances, such as phosphorus and hydrogen sulfide, from sediments. These processes are essential for biogeochemical cycling and nutrient regulation [9]. Furthermore, bubble plumes create conditions favorable for microbial communities involved in material cycling, supporting the decomposition of organic matter and the cycling of nutrients [10]. Therefore, bubble plumes can play an important role in improving the water quality of lakes and reservoirs by mitigating thermal stratification [11].



Numerous studies have been conducted on bubble plumes using laboratory experiments [12,13]. McDougall (1978) proposed a rising bubble plume model for stratified water. The model consists of a circular inner plume of confined bubbles and an annular outer plume containing only liquids. Asaeda and Imberger (1993) introduced a detailed classification of bubble plumes and identified four distinct components. Within stratified water bodies, the surrounding water becomes entrained and ascends along the bubble plume. Upon reaching a certain height, the entrained water is detached and dispersed outward. This creates a downward flow around the rising inner plume. The downward flow contributes to the formation of a horizontal intrusion within the water column.



Given the complexity of multiphase flows and the challenges associated with modeling gas–liquid interactions, accurate predictions are necessary to understand the behavior of bubble plumes [14]. The Reynolds-Averaged Navier–Stokes (RANS) equations assume isotropic turbulence, which is unnatural in dispersed flows. This isotropic turbulence assumption results in overestimation of the gas holdup and liquid velocity within the core of the plume and underestimation of the eddy structure near the walls [15]. Large eddy simulation (LES) can capture plume-scale turbulent structures in dispersed flows [16]. While previous studies have primarily dealt with linear or two-layer stratified water, recent research has increasingly focused on the natural stratification temperatures of lakes and reservoirs [3,4]. Wüest (1992) introduced an extended bubble plume model that considers the gas–water exchange of oxygen and nitrogen, although it is limited to specific areas. McGinnis et al. (2004) developed a bubble plume model based on near-field boundary conditions identified from extensive lake observations.



Understanding the flow patterns within bubble plumes is important for determining the mixing efficiency. Chen and Cardoso (2000) experimentally and theoretically examined the motion of bubble plumes with low Reynolds numbers in double-layer stratified liquids and revealed that such plumes efficiently mix the liquid phase [17]. Kim et al. (2022) explored the effects of the bubble size and diffusion area on the mixing efficiency in double-layer stratified liquids and derived a nondimensional expression for calculating this efficiency [18]. Despite advancements in the understanding of bubble plume behavior in stratified environments, considering the observed stratification temperature profiles of lakes and reservoirs is crucial for increasing the predictive accuracy of mixing efficiency.



In this study, the operational effectiveness of a bubble plume for promoting water circulation in a dam reservoir was investigated using an LES model based on field measurements. High-resolution vertical observational data were collected before and after the implementation of the bubble-generation system, allowing assessment of the effect of the bubble plume on the thermal stratification in the reservoir. Additionally, data were collected during spring, summer, and autumn to analyze the seasonally stratified structure. To complement the observational data, numerical experiments were conducted to simulate the mixing behavior of the bubble plume. The Q-criterion method was used to identify coherent structures, such as vortex rings, which are critical for understanding the interactions between the bubble plume and the surrounding stratified water. In addition, the mixing efficiency of a bubble plume over time was evaluated, with special consideration given to the effects of temperature gradients and buoyancy in various seasons. Insights into bubble plume interactions with stratified water were obtained through a detailed examination of the detrainment mechanisms and lateral intrusions. The findings can be used to optimize the design and operational strategies of bubble plume systems, increasing the mixing efficiency.




2. Materials and Methods


2.1. Field Experiments


Field experiments were conducted in the Yeong-ju Dam Reservoir (YDR), which is located in the Naesung Stream, a tributary of the Nakdong River in South Korea (Figure 1). The YDG, which is designed for multiple purposes, spans 400 m and reaches a height of 55.5 m. The dam has a catchment area of 500 km2 and a total storage capacity of 181.1 × 106 m3. In addition, it can provide an annual water supply of 203.3 × 106 m3/year, which is allocated as follows: 186.6 × 106 m3/year for river maintenance, 10.7 × 106 m3/year for domestic and industrial use, and 6 × 106 m3/year for agriculture [19,20]. One of the primary functions of the dam is to supply river maintenance water to enhance the quality of the Nakdong River, which is a major river in South Korea. Therefore, improving the water quality in the YDR is of considerable importance. To control water-quality-related stratification specifically, a bubble-based density-current generator (DCG) system was installed 700 m upstream of the dam to mitigate the stratification that developed in the YDR (Figure 1b, white box).



In situ data on reservoir stratification and vertical mixing induced by bubbles from the DCG system were collected using the Moving Vessel Profiler (MVP) method, a Lagrangian approach that offers the advantage of rapidly measuring the spatial distributions of hydraulic variables along the vessel trajectory using several onboard observation instruments [21]. In this experiment, the Yoing Ocean Data Acquisition Profiler system (YODA Profiler) proposed by Masunaga and Yamazaki (2014) was configured on the vessel to measure bubble-induced YDR density changes with high spatial resolution [22].



The YODA profile employs an observational technique that allows the acquisition of high-resolution water-column data through the repeated freefall and towing of instruments while the vessel moves continuously (Figure 2). An elastic plastic brush attached to the instrument head facilitates stable descent by maintaining a uniform sinking speed during freefall. Upon reaching the bottom, the instrument is towed upward to profile the water column, and the measured position is accurately recorded using an integrated differential global positioning system (DGPS). The main component of the instrument is a RINKO-Profiler (JFE Advantech Co., Ltd., Japan), designed to measure different variables, including conductivity, temperature, and depth, with accuracies of ±0.01 mS/cm, ±0.01 °C, and ±0.3%, respectively. The profiler operates at a sampling frequency of 10 Hz. The sampling frequency and sinking speed of 0.2–0.3 m/s allow the observation of the vertical structure of the water column with a high resolution of 0.02–0.03 m, which facilitates the capture of fine-scale vertical variations resulting from bubble-induced changes in stratified reservoirs. The horizontal resolution of the YODA profile system is determined by the speed of the vessel and the elapsed time required for freefall and towing. In the field experiment, the horizontal resolution of the data collected was approximately 300 m.



Field experiments were designed to assess the effects of seasonal variability and bubble plumes in the DCG system on the reservoir stratification, as detailed in Table 1. These investigations using the MVP method spanned a 2.5 km section downstream from the dam during spring, summer, and autumn. In particular, the bubble plume in the DCG system was initiated at 10:30 AM on 7 April 2020, to facilitate vertical mixing of the stratified water. Tracking measurements, as shown in Figure 1b, were conducted both upward and downward around the time of DCG system activation to examine the effects of mixing; the initial water properties and their variations resulting from the bubble plume were recorded during upward and downward tracking. Throughout the line tracking, the vessel maintained a speed of approximately 1.5 m/s at water depths between 20 and 30 m to ensure accurate data collection. The collected high-resolution data were utilized in numerical simulations to analyze the initial effects of the bubble plume.




2.2. Numerical Analysis


A numerical analysis was performed to gain insight into the mixing process within a reservoir, which is challenging to fully understand through site observations. The mixing process induced by a bubble plume within a reservoir was modeled using OpenFOAM (Open source Field Operation And Manipulation), with a focus on simulating multiphase flow dynamics and associated thermal phenomena. The computational domain for the simulation was a three-dimensional rectangular reservoir with dimensions of 780 m (length) × 23.2 m (height) × 20 m (width). The reservoir was filled with water to a height of 22 m, and the remaining portion was filled with air. The bubble plume was positioned at the bottom of the reservoir, 20 m from the left wall. The plume shape and dimensions were defined based on observations at YDR, where the plume is rectangular with dimensions of 0.32 m × 0.32 m and a flow rate of 400 L/min. The reservoir bed temperature was used to represent the thermal conditions of the air within the plume. The simulation area included eight observation points. Details regarding the operation time and distance from the bubble plume to each point are presented in Table 2. Calculations were performed on grids consisting of up to 39.91 × 106 cells. The initial temperature condition for the computational simulation was set according to the sixth point of site observation (Figure 3a). The seasonal vertical temperature distributions are summarized in Figure 3b.



Boundary conditions were established according to the requirements for air injection in the computational domain. For air injection, the air volume fraction was set to zero. The pressure is automatically adjusted to maintain a constant flow rate based on the velocity at the boundary. A no-slip condition was applied at the bottom and sides of the domain to ensure zero velocity in all directions. The pressure along the sides was governed by the hydrostatic pressure. The top boundary was designed with an outward-directed velocity gradient to prevent inward flux while allowing outward flow freely. The pressure boundary condition was designed to calculate the pressure using the velocity to ensure that the pressure was adapted to both static and dynamic conditions. These boundary conditions are useful for cases where inflow may occur; however, the exact velocity profile of the incoming air is not predetermined [23]. The grid spacing was calibrated using the integral length scale of turbulence, determined to be 1.3 m, and refined to 1 cm within a 1 m radius of the bubble plume. Beyond this region, grid spacing increased gradually up to 10 cm to balance computational efficiency. The LES time step was dynamically adjusted according to the Courant number to maintain stability and capture transient flow behavior.




2.3. Numerical Model Setup


The model includes two phases—gas and liquid—to numerically simulate the behavior of the YDG. The two phases are treated as incompressible and immiscible, with both existing simultaneously. Therefore, a numerical model was developed using the volume of fluid (VoF) method, which is one of the most commonly used methods in such simulations. The equation for   α  , which represents the volume fraction of each cell ranging from 0 to 1 (where 0 implies that the cell is entirely filled with gas and 1 implies that the cell is entirely filled with liquid), is as follows:


     ∂ α   ∂ t    +    ∂ ( α   u   i   )   ∂   x   i      = 0  



(1)







The transport properties are defined as follows [24]:


  ρ = α   ρ   l   +   1 − α     ρ   g    



(2)






  μ = α   μ   l   +   1 − α     μ   g    



(3)




where   ρ  ,   t  ,   u  ,   x  , and   μ   represent the density, time, velocity, coordinate, and dynamic viscosity, respectively. The subscripts   l   and   g   denote liquid and gas, respectively, and the suffixes   i   and   j   can be 1, 2, and 3, representing the   x  -,   y  -, and   z  - directions, respectively. The model also considers temperature, because the density of the liquid changes linearly with respect to the temperature.


    ρ   k   = ρ − β ρ ( T −   T   r e f   )  



(4)







Here,   β   is the coefficient of thermal expansion, which is a constant equal to 3 × 10−3   ( 1 / K )  , and     T   r e f     represents the reference temperature, which is a constant equal to 273 K.



Simulations of the bubble plume require an accurate representation of the fluctuating flow that occurs when air rises. Conventional RANS models exhibit poor accuracy because they eliminate the characteristics of fluctuations. However, LES can capture fluctuations and require a relatively simple subgrid-scale model, allowing the accurate reproduction of large-scale dynamics [25]. LES involves the decomposition of large- and subgrid-scale components through a filtering operation. Thus, the overbar indicates the filtered field. The continuity and Navier–Stokes equations for LES are as follows:


     ∂     u   i    ¯    ∂ t    +    ∂     u   i    ¯        u   j    ¯    ∂   x   j      = −    1   ρ       ∂   p  ¯    ∂   x   i      + ν    ∂   ∂   x   j           ∂     u   i    ¯    ∂   x   j      +    ∂     u   j    ¯    ∂   x   i        + +    ∂   τ   i j   S G S     ∂   x   j      +   f   i    



(5)







The subgrid-scale stresses are denoted as     τ   i j   S G S    , and the gravity is denoted as   f  . The Smagorinsky model was utilized, and the corresponding equation is as follows:


    ν   t   =   C   s   2     ∆   2       S  ¯     



(6)




where     ν   t     represents the turbulent viscosity,     C   S     is the Smagorinsky coefficient,   ∆   represents the characteristic filter width, and       S  ¯      represents the magnitude of the strain rate tensor. The characteristic filter width   ∆   is defined as   ∆ ≡       ∆   1     ∆   2     ∆   3          1   3       , and the Smagorinsky coefficient is 0.094 [26].




2.4. Coherent-Structure Identification


The eigenvalues of the velocity gradient tensor (  λ  ) are obtained by solving the cubic characteristic polynomial   d e t ⁡ (    ∂   u   i     ∂   x   j      − λ   δ   i j   )   = 0, and they satisfy the characteristic equation


    λ   3   − P   λ   2   + Q λ − R = 0  



(7)




where   d e t   is the determinant,     δ   i j     is the Kronecker delta, and   P  ,   Q  , and   R   are three invariants of the velocity gradient tensor. The three invariants are defined as follows:


   P =    ∂   u   i     ∂   x   i        ,   Q =    1   2    (   Ω   i j     Ω   i j   −   S   i j     S   i j   )   ,   R = d e t ⁡ (    ∂   u   i     ∂   x   j      )  ,  



(8)




where     Ω   i j     represents the antisymmetric rate of the rotation tensor, which is calculated as follows:


    Ω   i j   =    1   2         ∂   u   i     ∂   x   j      −    ∂   u   j     ∂   x   i         



(9)







The Q-criterion was introduced by Hunt et al. (1988) to categorize turbulent flows into convergence, eddy, and stream regions. It is a valuable tool for observing turbulent structures [27,28,29,30]. A Q value greater than zero indicates the presence of a vortex. According to its definition, the Q-criterion identifies vortices as areas in which the vorticity magnitude exceeds the magnitude of the strain rate. Q reflects the local balance between the rotation and deformation rates of a fluid element [28].



Destratification is considered through parameters such as the buoyancy frequency and mixing efficiency. The buoyancy frequency, which is denoted as   N  , serves as a measure of the vertical stratification strength. It is defined as follows:


  N =  −    f     ρ   0         d ρ   d h     =  −    f     ρ   0           ρ   s   −   ρ   b     d h      



(10)







Here,   h   represents depth, and     ρ   0    ,     ρ   s    , and     ρ   b     represent the reference, surface, and bottom densities, respectively. The average density of the reservoir was used as the reference density. A higher value of   N   indicates a higher degree of local static stability.



The mixing efficiency served as a parameter to assess the performance of the bubble plume for destratification. Typically, it is defined as the percentage of energy converted into potential energy in the water column compared to the total energy supplied by the bubble plume. The potential energy (  P E  ) can be calculated as follows:


  P E = m f   h   c   =   ∫  z m   0    f   z − z m   A   z   ρ ( z ) d z    



(11)




where   m   represents the mass of the total water volume,     h   c     is the center height of mass,   A ( z )   represents the plane at depth   z  ,   ρ ( z )   represents the density of the water at depth   z  , and   z m   represents the total depth of the water. The energy loss   ∆ P E   is expressed as follows:


  ∆ P E = P   E   t   − P   E   i    



(12)




where   P   E   t     and   P   E   i     are the potential energies at time   t   and in the initial condition, respectively. The mixing efficiency is given as follows [5]:


  η =    ∆ P E     ρ   0     Q   0   f   H   A   l n ⁡ ( 1 +   H     H   A     ) ∆ t     



(13)




where     Q   0     represents an amount of bubble plume in the atmosphere,   ∆ t   represents the operation time, and     H   A     and   H   represent the atmospheric pressure head and the total water depth, respectively.





3. Results and Discussion


3.1. Field Observations


Field campaigns were conducted using the MVP method to measure the stratified structures in the YDR, which were influenced by seasonality and vertical mixing by the bubble plume. Background stratification in spring and the effects of the bubble plume were confirmed by illustrating the vertical distribution from the dam upstream in the YDR (Figure 4). Figure 4a,c show the thermal stratification of the YDR before the bubble plume operation, and Figure 4b,d present the results after the bubble plume, with the bubble plume system located 0.2–0.3 km from the initial observation point. The thermocline in the YDR consistently occurred at a depth of 5 m, both before and after the bubble plume. The temperature contrast between the hypolimnion (deeper waters) and epilimnion (shallower waters) adjacent to the bubble plume was significantly reduced following its operation. Furthermore, the temperatures in the hypolimnion were lower after the operation, contributing to a reduced temperature gradient between these layers. The deployment of the bubble plume disrupted the existing stratification and increased the thermocline thickness.



Seasonal stratification was observed in April, August, and November (Figure 5). The average water level in the YDR increased by approximately 10 m owing to heavy rainfall during the flood season (Figure 5b,c). The seasonality of stratification is mainly influenced by the interaction between the vertical temperature distribution in the reservoir and the surface heating due to solar radiation [31]. During summer, the surface water temperature in the epilimnion reaches approximately 30 °C, in stark contrast to the temperatures observed in other seasons (13 and 15 °C) due to strong solar heating. This results in a significant temperature gradient between the epilimnion and hypolimnion. Warm surface water stabilized by thermal stratification prevents vertical mixing. This stability makes the thermocline thicker, as illustrated in Figure 5b. In autumn, the upper water layer becomes colder and denser because of reduced solar radiation, which promotes vertical mixing within the water column. However, because the surface temperature did not decrease sufficiently to induce complete turnover at the dam, the vertical mixing was limited to a depth of 19 m in the YDR (Figure 5c). Furthermore, the temperatures in the hypolimnion remained relatively stable, ranging from 6 to 8 °C, throughout the period from April to November, regardless of seasonal variations. Seasonal observations of the YDR indicated that thermal stratification, which develops because of surface heating from spring to summer, reduces the degree of vertical mixing in the water column. Additionally, this stratification impedes the penetration of DO into the hypolimnion, potentially leading to water-quality deterioration [8]. Therefore, the negative effects on water quality in the YDR resulting from enhanced stratification can be mitigated by promoting vertical mixing through bubble plumes.




3.2. Flow Pattern in Thermally Stratified Water


Bubble plume movements in stratified water exhibit several characteristics, such as entrainment, peeling, and intrusion [32]. A bubble plume rises because of the buoyancy forces entraining the surrounding water. The entrainment extent is influenced by the density gradient in the water column, which interacts with the bubble plume through turbulent shear stresses [33]. The entrained water, which has a density difference from ambient water, peels away and sinks. When the sinking water reaches a depth where its density matches that of the ambient water, it intrudes horizontally. In stratified environments, the interaction between the plume and density layers is able to create side currents and radial spreading, where the density gradient resists further upward movement [34]. The simulation results for the bubble plume, which were obtained using the surrounding water temperature data obtained from summer field observations, indicated the mechanism of the bubble plume (Figure 6). Air located at   x    = 0 was released at the bottom, and the simulation results were temporally averaged over the simulation period of 21–26 s. There was a notable temperature difference of 10 °C between areas at a water depth of 15 m (  z   = −15 m). The air entrained the ambient water, rising from a depth of 20–15 m. As the air rose to the upper area, which had a higher temperature than the lower area, the entrained water peeled out and sank. The sinking water then moved horizontally to a depth of 15 m, where the density of the entrained water and air was equal to that of the surrounding water.



The Q-criterion allows coherent structures to be identified by isolating areas where rotation dominates the plane strain. This makes the Q isosurfaces effective for identifying vortex boundaries, emphasizing the utility of the Q-criterion in distinguishing areas characterized by significant rotational features [34]. The positive Q isosurface after the emission of a bubble plume and 50 s later is depicted in Figure 7 at 1 s intervals. Air forms an axisymmetric shear layer in the near field close to the bubble plume nozzle, and the shear layer is subject to Kelvin–Helmholtz instability, as noted by [35]. The shear layer underwent Kelvin–Helmholtz instability, forming vortex rings between   z   = –20 and –17 m, as demonstrated by the evolving pattern of bubble plume, which is indicated by a red box in Figure 7. The velocity difference between the surrounding water and high-velocity plume decreased. The plume began to spread radially, reducing the shear that supported the vortical structures in the flow field. The downstream region reached a fully developed turbulent state. The pairing process of the coherent structures began after t = 50 s, as shown in Figure 7a. The vortex ring that formed later accelerated the interaction because of its larger average velocity at t = 51 s (Figure 7b). This vortex pairing process was completed by t = 52 s, indicating a continuous interaction between the first emerging coherent structure and the one that developed later (Figure 7c). Similarly to the findings of Gohil et al. (2014), the formation of coherent structures undergoing Kelvin–Helmholtz instability was observed in this study. While Gohil et al. (2014) focused on nonstratified flow conditions, in the present study, significant temperature gradients at depths of   z   = –15 and –7 m were observed under stratified flow conditions. The stratification resulted in the development of comparatively thick Q isosurfaces at these depths. This phenomenon indicated an intensified turbulence process in the stratified flow environment.




3.3. Mixing Efficiency


The field observation data in spring and numerical simulation results after the bubble plume operation are presented in Figure 8. The field observations and numerical simulation results are indicated by circles and crosses, respectively. The results were obtained at points 2 and 8, which represent the locations farthest from and nearest to the bubble plume, respectively (Figure 8). The results are spatially averaged and presented across 40 streamwise intervals in the   z  -direction, ranging from –0.5 to –20 m, with 0.5 m increments. The normalized root-mean-square error (NRMSE) is 6.8% at points 2–8. Normalization was performed using the range of temperatures (minimum to maximum) observed during spring. The numerical results exceeded the field observations in the thermocline region at point 8 (Figure 8). This aligns with the findings of Singleton et al. (2010), who suggested that horizontal mixing is underestimated in numerical simulations [9]. Although the computational simulation did not capture slight temperature changes as accurately as the site observations, the simulation results were consistent with the observational data overall.



The mixing efficiency was calculated over time, with emphasis on seasonal variations, using a numerical model. The bubble plume, which was actually operational only during spring, was assumed in this study to be operational during summer and autumn. Although real-time temperature data for different points during spring were not available, the preoperative temperature data for all three seasons were used for the numerical simulation. This approach allowed for the calculation of the mixing efficiency based on the operation time of the bubble plume in spring, summer, and autumn (Figure 9). The mixing efficiency increased steadily and then stabilized at approximately 4000 and 4600 s in spring and autumn, respectively. In contrast, during summer, there was an increase in mixing efficiency until 2000 s, followed by a decrease.



The seasonal variations in mixing efficiency can be attributed to the differences in stratification strength and temperature gradients in the reservoir. In spring and autumn, moderate stratification allows the bubble plume to mix the water column effectively, resulting in a steady increase and eventual stabilization of mixing efficiency at 4000–4600 s. This reflects a balance between buoyancy-driven mixing and the resistance of stratification, enabling efficient mixing without excessive energy loss, while stronger stratification due to higher surface temperatures and a sharp temperature gradient between the epilimnion and hypolimnion initially enhances mixing efficiency in summer. After 2000 s, the energy required to overcome the strong stratification leads to a decrease in mixing efficiency. These findings highlight the importance of accounting for seasonal stratification characteristics when designing and operating bubble plume systems to optimize mixing efficiency. The existing operational schedule of the bubble plume fails to incorporate the observed seasonal variations in the mixing efficiency. This necessitates the development of an operational schedule designed to increase efficiency and reduce energy use, with consideration of seasonal variations in mixing efficiency.



The bubble plume makes the water unstable, mixing the hotter (upper) and colder (lower) water. In the process, the buoyancy frequency can be a criterion for stability. The buoyancy frequencies over space and time are shown in Figure 10. Figure 10a illustrates that as the distance from the bubble plume decreases, the water becomes increasingly unstable, leading to enhanced mixing between the temperature-stratified layers (Figure 10a). The data depicted in Figure 10b illustrate that locations closer to the bubble plume (point 8) exhibited a more rapid decrease in the buoyancy frequency compared to locations farther away (point 2). As the distance from the bubble plume decreased, the water became increasingly unstable, leading to accelerated mixing between the hypolimnion and epilimnion. Furthermore, Figure 10b highlights that buoyancy efficiency declines over time. As the bubbles rise, they entrain surrounding water, thereby enhancing mixing and gradually reducing the temperature gradient within the stratified layers. This process initially increases buoyancy efficiency. However, as the temperature gradient weakens and mixing becomes more homogeneous over time, the driving force for buoyancy flux diminishes, resulting in a gradual decline in buoyancy efficiency [36]. While stratified conditions with significant density differences initially enhance mixing, the gradual reduction in vertical temperature gradients weakens stratification strength, ultimately decreasing the effectiveness of buoyancy flux [36].





4. Conclusions


A bubble plume originating from a specific point was utilized to destratify ambient water. Observations of bubble plume mechanisms in the laboratory and numerical experiments are scarce. As the bubbles rose, they entrained the ambient liquid, facilitating the exchange of liquid between the inner and outer plumes through turbulent eddies. The outer plume peeled out and descended to a neutral buoyancy level before being released horizontally. The processes of entrainment, peeling, and intrusion of these bubble plumes have primarily been studied experimentally, as numerical studies have proven challenging. In the present study, the bubble plume mechanism was numerically confirmed, and the flow direction was ascertained through vector plots. In addition, the vortex ring evolves over an extended period. This observation was confirmed through the isosurface of the Q-criterion, and data on instantaneous flow patterns were analyzed to understand the ascent of the bubbles. To validate the numerical model, the temperature measurements before and after the bubble plume operation in the spring were compared. Following the operation of the bubble plume, an increase in the surface temperature was observed after noon, accompanied by an error; however, the NRMSE value was validated at 6.8%. During summer and fall, the bubble plume was not operational; however, changes in the mixing efficiency according to the operation time were assessed through numerical experiments. The mixing efficiency gradually increased in spring and fall, stabilizing after approximately 1.1 and 1.4 h, respectively. In summer, the peak efficiency was observed after approximately 0.6 h, followed by a decrease. The mixing efficiency was investigated using actual stratification data, and although it was challenging to measure observationally, the results were corroborated by numerical simulations. This indicates that appropriate timing of the bubble plume operation can eliminate stratification with minimal energy use. Furthermore, the buoyancy frequencies were compared to assess the destratification relative to the distance from the bubble plume device. To gauge the destratification over time, changes in the buoyancy frequency were monitored at two points corresponding to the actual observation distances. Both closer proximity and longer durations resulted in lower buoyancy frequencies.



The mixing dynamics and buoyancy effects discussed in this study are applicable to other reservoirs but may encounter limitations depending on specific stratification characteristics (e.g., thermocline depth, temperature gradients, and seasonal mixing patterns). Additionally, the numerical results may be applicable to methane bubble plumes in seabed environments, where plume-driven mixing is influenced by stratification and buoyancy [37,38]. Differences in water chemistry, hydrostatic pressure, and hydrate formation around methane bubbles could alter their behavior compared to freshwater systems, requiring adjustments to these principles for diverse aquatic environments [39,40].







Author Contributions


S.C.: Data curation, Formal analysis, Investigation, Methodology, Validation, Visualization, Software, Writing—original draft, Writing—review and editing, Conceptualization; D.H.K.: Data curation, Formal analysis, Investigation, Methodology, Resources, Writing—review and editing. All authors have read and agreed to the published version of the manuscript.




Funding


This work was supported by the project entitled “Development of marine environmental assessment and monitoring system and fundamental technology for medium-scale demonstration of offshore CCS project” of Korea Institute of Marine Science & Technology Promotion (KIMST) funded by the Ministry of Oceans and Fisheries (RS-2023-00254680).




Data Availability Statement


The data presented in this study are available on request from the corresponding author.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



McClimans, T.A.; Handå, A.; Fredheim, A.; Lien, E.; Reitan, K.I. Controlled artificial upwelling in a fjord to stimulate non-toxic algae. Aquac. Eng. 2010, 42, 140–147. [Google Scholar] [CrossRef]

	



Baines, W.D. The principles of operation of bubbling systems. In Proceedings of the Symposium on Air Bubbling, Ottawa, ON, Canada, 11 May 1961. [Google Scholar]

	



Wüest, A.; Brooks, N.H.; Imboden, D.M. Bubble plume modeling for lake restoration. Water Resour. Res. 1992, 28, 3235–3250. [Google Scholar] [CrossRef]

	



McGinnis, D.F.; Lorke, A.; Wüest, A.; Stöckli, A.; Little, J.C. Interaction between a bubble plume and the near field in a stratified lake. Water Resour. Res. 2004, 40, W10206. [Google Scholar] [CrossRef]

	



Xu, X.; Dong, X.; Gao, L.; Liu, F.; Wei, W.; Liu, Z. Mixing of a confined two-layer stratified liquid by a bubble plume. Heat Mass Transf. 2020, 56, 175–182. [Google Scholar] [CrossRef]

	



Elçi, Ş. Effects of thermal stratification and mixing on reservoir water quality. Limnology 2008, 9, 135–142. [Google Scholar] [CrossRef]

	



Richardson, D.; Felgate, H.; Watmough, N.; Thomson, A.; Baggs, E. Mitigating release of the potent greenhouse gas N2O from the nitrogen cycle–could enzymic regulation hold the key? Trends Biotechnol. 2009, 27, 388–397. [Google Scholar] [CrossRef] [PubMed]

	



Noori, R.; Berndtsson, R.; Adamowski, J.F.; Abyaneh, M.R. Temporal and depth variation of water quality due to thermal stratification in Karkheh Reservoir, Iran. J. Hydrol. Reg. Stud. 2018, 19, 279–286. [Google Scholar] [CrossRef]

	



Singleton, V.L.; Rueda, F.J.; Little, J.C. A coupled bubble plume–reservoir model for hypolimnetic oxygenation. Water Resour. Res. 2010, 46, W12538. [Google Scholar] [CrossRef]

	



Lan, C.; Chen, J.; Wang, J.; Guo, J.; Yu, J.; Yu, P.; Yang, H.; Liu, Y. Application of circular bubble plume diffusers to restore water quality in a sub-deep reservoir. Int. J. Environ. Res. Public Health 2017, 14, 1298. [Google Scholar] [CrossRef]

	



Dissanayake, A.L.; Rezvani, M.; Socolofsky, S.A.; Bierlein, K.A.; Little, J.C. Bubble plume integral model for line-source diffusers in ambient stratification. J. Hydraul. Eng. 2021, 147, 0402101. [Google Scholar] [CrossRef]

	



McDougall, T.J. Bubble plumes in stratified environments. J. Fluid Mech. 1978, 85, 655–672. [Google Scholar] [CrossRef]

	



Asaeda, T.; Imberger, J. Structure of bubble plumes in linearly stratified environments. J. Fluid Mech. 1993, 249, 35–57. [Google Scholar] [CrossRef]

	



Chen, B.; Fraga, B.; Hemida, H. Large-eddy simulation of enhanced mixing with buoyant plumes. Chem. Eng. Res. Des. 2022, 177, 394–405. [Google Scholar] [CrossRef]

	



Bridgeman, J. Computational fluid dynamics modelling of sewage sludge mixing in an anaerobic digester. Adv. Eng. Softw. 2012, 44, 54–62. [Google Scholar] [CrossRef]

	



Fraga, B.; Stoesser, T. Influence of bubble size, diffuser width, and flow rate on the integral behavior of bubble plumes. J. Geophys. Res. Oceans 2016, 121, 3887–3904. [Google Scholar] [CrossRef]

	



Chen, M.H.; Cardoso, S.S.S. The mixing of liquids by a plume of low-Reynolds number bubbles. Chem. Eng. Sci. 2000, 55, 2585–2594. [Google Scholar] [CrossRef]

	



Kim, D.; Schanz, D.; Novara, M.; Seo, H.; Kim, Y.; Schröder, A.; Kim, K.C. Experimental study of turbulent bubbly jet. Part 1. Simultaneous measurement of three-dimensional velocity fields of bubbles and water. J. Fluid Mech. 2022, 941, A42. [Google Scholar] [CrossRef]

	



Kim, S.K.; Choi, S.U. Comparison of environmental flows from a habitat suitability perspective: A case study in the Naeseong-cheon Stream in Korea. Ecohydrology 2019, 12, e2119. (In Korean) [Google Scholar] [CrossRef]

	



Lee, D.Y.; Kim, S.E.; Baek, K.O. Modeling of algal fluctuations in the reservoir according to the opening of Yeongju Dam. J. Korea Water Resour. Assoc. 2023, 56, 173–184. (In Korean) [Google Scholar]

	



Kim, N.H.; Kim, D.H.; Park, S.H. Prediction of the Turbidity Distribution Characteristics in a Semi-Enclosed Estuary Based on the Machine Learning. Water 2023, 16, 61. [Google Scholar] [CrossRef]

	



Masunaga, E.; Yamazaki, H. A new tow-yo instrument to observe high-resolution coastal phenomena. J. Mar. Syst. 2014, 129, 425–436. [Google Scholar] [CrossRef]

	



Greenshields, C.J. Openfoam user guide version 6. OpenFOAM Found. 2018, 237, 624. [Google Scholar]

	



Menon, S.; Nagawkar, J.; Nilsson, H. Coupled Level-Set with VOF InterFoam; Report; Chalmers University: Göteborg, Sweden, 2016. [Google Scholar]

	



Smirnov, A.; Celik, I.; Shi, S. LES of bubble dynamics in wake flows. Comput. Fluids 2005, 34, 351–373. [Google Scholar] [CrossRef]

	



Maniscalco, F.; Buffo, A.; Marchisio, D.; Vanni, M. Numerical simulation of bubble columns: LES turbulence model and interphase forces blending approach. Chem. Eng. Res. Des. 2021, 173, 1–14. [Google Scholar] [CrossRef]

	



Hunt, J.C.; Wray, A.A.; Moin, P. Eddies, streams, and convergence zones in turbulent Flows. In Studying Turbulence Using Numerical Simulation Databases, 2. Proceedings of the 1988 Summer Program; NASA: Washington, DC, USA, 1988. [Google Scholar]

	



Cucitore, R.; Quadrio, M.; Baron, A. On the effectiveness and limitations of local criteria for the identification of a vortex. Eur. J. Mech. B. Fluids 1999, 18, 261–282. [Google Scholar] [CrossRef]

	



Fu, W.S.; Lai, Y.C.; Li, C.G. Estimation of turbulent natural convection in horizontal parallel plates by the Q criterion. Int. J. Heat Mass Transf. 2013, 45, 41–46. [Google Scholar] [CrossRef]

	



Zhan, J.M.; Li, Y.T.; Wai, W.H.O.; Hu, W.Q. Comparison between the Q criterion and Rortex in the application of an in-stream structure. Phys. Fluids 2019, 31, 121701. [Google Scholar] [CrossRef]

	



Dake, J.M.; Harleman, D.R. Thermal stratification in lakes: Analytical and laboratory studies. Water. Resour. Res. 1969, 5, 484–495. [Google Scholar] [CrossRef]

	



Sato, K.; Sato, T. A study on bubble plume behavior in stratified water. J. Mar. Sci. Technol. 2001, 6, 59–69. [Google Scholar] [CrossRef]

	



Cardoso, S.S.; Cartwright, J.H. Bubble plumes in nature. Annu. Rev. Fluid Mech. 2024, 56, 295–317. [Google Scholar] [CrossRef]

	



Domingos, M.G.; Cardoso, S.S. Turbulent two-phase plumes with bubble-size reduction owing to dissolution or chemical reaction. J. Fluid Mech. 2013, 716, 120–136. [Google Scholar] [CrossRef]

	



Gohil, T.B.; Saha, A.K.; Muralidhar, K. Large eddy simulation of a free circular jet. J. Fluids Eng. 2014, 136, 051205. [Google Scholar] [CrossRef]

	



Zhao, W.; Jia, Y.; Fan, J.; Li, R.; Xi, N.; Li, J.; Zhang, T.; Pu, J. Thermal structure variations and influence factors in a subtropical reservoir, China: Explanations from multiple research methods. Hydrol. Sci. J. 2024, 69, 1616–1630. [Google Scholar] [CrossRef]

	



Feng, J.; Xie, Y.; Tang, L.; Li, P.; Zhou, Z.; Zhang, S.; Yang, Z.; Wang, Y. Hydrate formation significantly decreases the uplifting rate of methane bubble from the seafloor to the upper water column. Sci. Bull. 2023, 68, 3149–3153. [Google Scholar] [CrossRef]

	



Feng, J.C.; Yan, J.; Wang, Y.; Yang, Z.; Zhang, S.; Liang, S.; Li, X.S. Methane mitigation: Learning from the natural marine environment. Innovation 2022, 3, 100297. [Google Scholar] [CrossRef]

	



Judd, A.G. The global importance and context of methane escape from the seabed. Geo-Mar. Lett. 2003, 23, 147–154. [Google Scholar] [CrossRef]

	



Tishchenko, P.; Hensen, C.; Wallmann, K.; Wong, C.S. Calculation of the stability and solubility of methane hydrate in seawater. Chem. Geol. 2005, 219, 37–52. [Google Scholar] [CrossRef]








[image: Water 16 03538 g001] 





Figure 1. (a) Domain of study site and (b) measurement tracks in YDR. Tracks represent seasonal survey lines used to investigate stratified layers of YDR, with numbers on lines indicating survey dates. Tr0407a and Tr0407b correspond to survey lines before and after the bubble plume operation, respectively. The white box indicates the area where the DCG system was installed. 
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Figure 2. Schematic of YODA profile system on vessel. 
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Figure 3. (a) Temperature profile of first point of site observation (black dot) and initial conditions of computational domain (△); (b) seasonal vertical temperature profiles. 
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Figure 4. Thermally stratified vertical distribution in YDR during spring (7 April 2020): (a,c) before bubble plume operation; (b,d) after bubble plume operation. 
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Figure 5. Seasonal stratified vertical distribution in YDR in (a) spring (April), (b) summer (August), and (c) autumn (November). 
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Figure 6. Bubble plume structure in stratified water (black arrows as vector field). 
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Figure 7. Q Isosurfaces of coherent structures in the bubble plume highlighting the near field region (red box) with vortex ring formation at (a) 50 s, (b) 51 s, and (c) 52 s. 
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Figure 8. Observation and simulation results for (a) point 2 (nearest) and (b) point 8 (farthest); red crosses (×): observation results; black circles (○): numerical results. 
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Figure 9. Seasonal variations in mixing efficiency (circles: spring; triangles: summer; crosses: autumn). 
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Figure 10. Buoyancy frequency with respect to (a) the distance from the bubble plume and (b) operating time at point 2 (○) and point 8 (□). 
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Table 1. Field campaign overview.
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Purpose

	
Measurement Time






	
Effects of bubble plume

	
Before † bubble plume operation

	
09:50~11:30 (7 April 2020)




	
After bubble plume operation

	
11:30~12:30 (7 April 2020)




	
Effects of seasonal variability

	
Summer observation

	
10:20~11:20 (25 August 2020)




	
Autumn observation

	
10:20~11:20 (13 November 2020)








Note: † Bubble plume operation in the DCG system was initiated at 10:30 AM on 7 April 2020.













 





Table 2. Bubble plume operating time and distance from point 1.
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	Point
	1
	2
	3
	4
	5
	6
	7
	8





	  Distance   ( m  )
	0
	653.4
	607.5
	583.2
	541.9
	260.5
	143.0
	71.7



	Operating time (min)
	0
	17
	19
	21
	23
	30
	33
	36
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