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Abstract: This study reconstructs historical streamflow in the Sava River Basin (SRB), focus-
ing on hydrological variability over extended timescales. Using a combination of Machine
Learning (ML) and Deep Learning (DL) models, streamflow patterns were reconstructed
from self-calibrated Palmer Drought Severity Index (scPDSI) proxies. The analysis included
nine ML models and two DL architectures, with a post-prediction bias correction applied
uniformly using the ROUANT method. Results indicate that ensemble methods, such as
Random Forest and Gradient Boosted Tree, along with a six-layer DL model, effectively
captured streamflow dynamics. Bias correction improved predictive consistency, particu-
larly for models exhibiting greater initial variability, aligning predictions more closely with
observed data. The findings reveal that the 2000-2022 period ranks as the lowest 23-year
flow interval in the observed record and one of the driest over the past ~500 years, offering
historical context for prolonged low-flow events in the region. This study demonstrates the
value of integrating advanced computational methods with bias correction techniques to
extend hydrological records and enhance the reliability of reconstructions. By addressing
data limitations, this approach provides a foundation for supporting evidence-based water
resource management in Southeastern Europe under changing climatic conditions.

Keywords: streamflow reconstruction; Sava River Basin; ensemble methods; machine
learning; deep learning; hydrological prediction

1. Introduction

Rivers serve as essential lifelines, providing vital water resources to communities
globally. Over recent decades, population growth, climatic changes, and groundwater
overuse have increased pressures on these critical water sources [1,2]. Unfortunately, many
regions grapple with insufficient monitoring infrastructure, temporal and spatial data
gaps, and data quality issues, complicating effective water resource management. This
challenge is particularly pronounced in Southeastern Europe, where observational records
usually span less than a century, failing to capture the long-term hydrological variability
necessary for comprehensive understanding and management [3]. To address this limi-
tation, innovative approaches such as the reconstruction of historical streamflow using
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paleo-indicators have emerged as promising tools to extend hydrological records beyond
the instrumental period [4,5]. Dendrohydrology, the science of using tree-ring data to
reconstruct past hydrological variations, has gained prominence for its ability to provide
detailed and continuous streamflow records [6-8].

Past research has evaluated the paleoclimate records of temperature and hydroclimate
variability in the region [9-12]. While streamflow reconstructions are generally limited
on the European continent, recent studies have successfully reconstructed streamflows
of both the Danube River (DR) and the Sava River (SR). A notable ~250-year streamflow
re-construction of the DR near Tulcea, Romania, utilized a tree-ring chronology dating
from 1728 to 2020 from oak trees (Quercus sp.). The highest correlation value between DR
streamflow and the tree-ring chronology was found for the November (previous year) to
July (current year) streamflow season [13]. Similarly, a ~500-year streamflow reconstruction
near Orsova, Romania, incorporated data from the Old World Drought Atlas (OWDA),
which includes the self-calibrated Palmer Drought Severity Index (scPDSI) derived from
summer-related tree-ring proxies [14]. Perhaps the most important contribution in the
region is reconstructions of the seasonal streamflow in the Sava River in Slovenia, where
the Stepwise Linear Regression (SLR) method was successfully applied to tree-ring-based
scPDSI proxies. This study revealed both low-flow (drought) and high-flow (pluvial) peri-
ods over various time filters [11]. Previously, the reconstruction of SR summer streamflow
in Croatia was conducted where a tree-ring chronology for narrow-leaved ash trees was
developed and correlated with streamflow data from a gauge near Jasenovac station. Signif-
icant correlations were found between May, July, and August streamflows and the tree-ring
chronology, as well as for the May-June-July-August streamflow season [15]. Notably,
positive and significant correlations were observed between scPDSI and streamflow from
March to October, with July and August scPDSI correlations exceeding those of the tree-
ring chronology [11,15]. While these correlations primarily involve streamflow [11,15],
the relationship between scPDSI and precipitation in the Sava River Basin (SRB) has also
been explored [12], further supporting the use of scPDSI as a robust proxy for hydrological
reconstructions in the SRB.

Additionally, recent advances in Machine Learning (ML) and Deep Learning (DL)
have shown significant potential in hydrological reconstruction. The study in [12], focusing
on SRB in Slovenia, demonstrated that ML and DL methods outperformed traditional
regression techniques, including SLR, in reconstructing precipitation using scPDSI as a
proxy. This highlights the capability of advanced algorithms to capture complex relation-
ships between proxies and hydrological variables, offering a complementary approach to
traditional methods.

Recent evidence indicates significant hydroclimatic changes in Southeastern Europe,
including a consistent decrease in annual streamflow from mountain headwaters [16], an
increase in March-July temperatures, reductions in the snow-to-rain ratios, more extreme
precipitation events, and higher flood frequencies [17]. These changes align with the pro-
jected impacts of warming temperatures on precipitation variability [18], particularly in
areas like the SRB. However, due to the lack of long-term hydrologic records, it is unclear
whether these changes represent a shift to new conditions associated with warmer temper-
atures or a return to previous conditions not captured in the short observational record.

The Sremska Mitrovica gauge near the Croatian—-Serbian border has kept a continuous
record of daily discharge from 1926 to 2022. This strategically located gauge is crucial for
monitoring the discharge dynamics of the water transfer from Croatia to Serbia. Given
its importance, particularly under the Sava River Commission’s responsibility for flood
risk and sediment load management, extending the records of this gauge holds significant
value. We have used these extensive records of river flow to reconstruct discharge patterns
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using proxies derived from tree rings, whose records are much older than the instrumental
data. Previous successful hydrological reconstructions in the United States [19], north-
ern Italy [20,21], and Slovenia [11,12] have used the tree-ring-derived scPDSI as a proxy.
Building on the significant positive correlation between scPDSI and SR discharge [11,15],
and inspired by the demonstrated success of ML and DL in reconstructing hydrological
variables [12], we used scPDSI as a proxy for the reconstruction to assess seasonal discharge
reconstruction potential in the SRB. This research presents the first-known streamflow
reconstruction of the SR in Serbia.

Although considerable progress has been made in the reconstruction of river courses,
there are still significant gaps in research, particularly in Southeastern Europe, where few
comprehensive historical river course reconstructions exist. Recent efforts have led to
promising results, including reconstructions for the DR and the SR [11,13,15]. However,
there is still a notable spatial gap in historical flow reconstructions for rivers in Southeastern
Europe. Therefore, this study aims to achieve the following:

*  Reconstruct the historical discharge of rivers in Southeastern Europe, specifically the
Sava River.

¢ Inlieu of traditional regression approaches, incorporate advanced ML and DL tech-
niques using proxies derived from tree rings and discuss the advantages and disad-
vantages of the various approaches.

¢ Apply established bias correction methods to refine predictive accuracy.

¢ Upon developing skillful ML and DL reconstructions of discharge, provide a paleo
perspective of the recent (2000 to 2022) 23-year drought.

The contribution of the current research was a deeper understanding of long-term
hydrological variability and a transformative framework (ML /DL tree-ring-based proxy
streamflow reconstructions) for improving water resource management strategies in South-
eastern Europe.

2. Study Area

The Sava River Basin (SRB) (Figure 1), covering approximately 97,000 km?, is the
largest river basin in southeastern Europe and the second largest within the Danube
basin. This basin spans several countries, including Serbia, Croatia, Slovenia, Bosnia
and Herzegovina, and a small portion of Albania [22]. Originating in Slovenia, the Sava
River (SR) forms from the confluence of the Sava Dolinka and Sava Bohinjka rivers near
Radovljica. The river passes through diverse landscapes and climatic zones, receiving water
from key tributaries like the Kolpa, Una, Vrbas, Bosna, Drina, and Kolubara. Notably, the
southern tributaries, particularly in Bosnia, significantly influence the river’s flow dynamics.
Stretching 945 km from its source to its confluence with the Danube in Belgrade, Serbia,
the SR sustains around 8 million inhabitants in its basin [18]. This population depends
on the river for various socioeconomic activities, highlighting its critical role in regional
development and livelihoods. The Sremska Mitrovica station in Serbia is located 139.2 km
upstream of the Danube River (DR), covering an area of 87,996 km?, which constitutes
about 90.71% of the entire basin. This station is crucial for observing and evaluating
hydrological processes within the Sava River catchment area. The basin features distinct
climatic gradients, transitioning from a mountainous climate in the upper reaches to a
temperate continental climate along the river’s course. The Dinaric Mountains and the
Pannonian Plain create climatic variations across the basin, resulting in alpine, temperate
continental, and Peripannonian climates [22,23]. Precipitation varies significantly within
the basin. Slovenia sees average annual precipitation of between 1570 mm and 2210 mm,
with marked seasonal changes. In Croatia, the average is about 855 mm, reflecting diverse
climatic influences [24,25]. Serbian regions, including around the Sremska Mitrovica station,
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experience an average of 577 mm annually, with the highest rainfall in June and the lowest
in February [25].

Sremska
Mitrovica

Figure 1. Sava River Basin showing the location of the Sremska Mitrovica gauging station.

The hydrological systems in the Sava basin exhibit varied characteristics, shifting from
alpine nival-pluvial systems upstream to Peripannonian and Pannonian pluvial-nival
systems downstream. The seasonal runoff dynamics at the Sremska Mitrovica gauging
station reflect the complex interplay of climatic, topographical, and hydrological factors
influencing the Sava River Basin [26]. The highest discharge values are observed in spring
(March-May), primarily driven by snowmelt contributions from upstream alpine regions.
Winter (December—February) runoff remains elevated due to precipitation, mainly as
rain, and occasional snowmelt events in the middle and lower parts of the basin. This
combination leads to runoff peaks in late winter and early spring, characteristic of mixed
pluvial-nival hydrological regimes. In contrast, summer (June—August) and fall (September-
November) exhibit significantly lower discharge values, with summer being the driest
period due to high evapotranspiration rates and reduced precipitation typical for the
warm continental climate of the Lower Sava Basin. In the fall, discharge values recover
slightly due to increased precipitation, although the effects of the summer drought often
persist [27]. Significant inter-annual fluctuations in discharge include notable peaks in
spring and winter, such as during the extreme flood event of 2014 caused by intense rainfall.
At the Sremska Mitrovica station, pronounced low water levels frequently occur during
summer and early fall, exacerbated by the flat topography of the Pannonian Basin, high
temperatures, and anthropogenic factors such as water extraction and upstream reservoir
operations [28].

3. Materials and Methods
3.1. Observed Streamflow and Proxy Data

In this study, we utilized a 97-year dataset of daily discharges of the Sava River at
the Sremska Mitrovica station in Serbia. The dataset, spanning from 1926 to 2022, was
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obtained from the national water authority, Republic Hydrometeorological Service of
Serbia (RHSS). Data quality control measures were rigorously implemented by RHSS,
adhering to strict standards to ensure the accuracy and consistency of the data series used
in this study. These measures included following their internal instructions as well as the
recommendations of the World Meteorological Organization (WMO). This comprehensive
approach ensured that the data were reliable and suitable for detailed hydrological analysis
and reconstruction efforts. The daily discharges were aggregated to monthly, and the
April-May-June-July—August-September (AMJJAS) season was selected, as this period
represents the hydrological summer. In reviewing the observed dataset, 2022 represented
the end-year of the lowest streamflow in the observed record for multiple drought periods
including the following: 3 years (2020-2022), 4 years (2019-2022), 16 years (2007-2022),
17 years (2006-2022), 20 years (2003-2022), 21 years (2002-2022), 23 years (2000-2022),
24 years (1999-2022), and 25 years (1998-2022). The 23-year (2000-2022) period was
selected for this study based on this period covering the 21st century.

To reconstruct streamflow, we employed self-calibrated Palmer Drought Severity
Index (scPDSI) data derived from the Old World Drought Atlas (OWDA). The OWDA
provides annual scPDSI values from 0 to 2012 AD across 5414 grid points in Europe [14].
For this study, we selected 247 scPDSI cells located within a 450 km radius of the Sremska
Mitrovica gauge (44.96704° N, 19.60210° E) per [19]. The spatial distribution of these cells is
shown in Figure 2, where the green dot represents the gauge location and red dots indicate
the selected scPDSI grid points.
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the Sremska Mitrovica gauging station. Red dots indicate the selected scPDSI grid cells used in the
analysis, while the green dot marks the location of the gauging station.

3.2. Machine Learning and Deep Learning Models
3.2.1. Machine Learning Models

We implemented nine Machine Learning (ML) models to reconstruct streamflow
for the AMJJAS season, using the selected scPDSI cells as predictors and the observed
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streamflow as the target variable. The methods were adapted based on the implementation
described in [12]. The models included the following:

¢ Linear Regression (LR): A baseline model employing the M5 Prime feature selection
method to address collinearity and optimize variable selection.

*  Support Vector Machine (SVM): Configured with a linear kernel and scaled features
for robust regression performance.

*  Deep Learning (DL): A basic two-layer neural network architecture with 50 neurons
per layer and Rectified Linear Unit (ReLU) activation, optimized over 10 epochs.

*  Generalized Linear Model (GLM): Implemented with automatic family and link
function selection, incorporating L2 regularization for robustness.

*  k-Nearest Neighbor (kNN): Configured with k = 5 and weighted voting, utilizing a
mixed Euclidean distance measure.

*  Decisions Trees (DT): Tuned to balance simplicity and prediction accuracy, with a
maximum depth of 10 and prepruning enabled.

*  Gradient Boosted Tree (GBT): Implemented with 50 trees, a maximum depth of 5,
and a learning rate of 0.01.

* Random Forest (RF): Configured with 100 trees, a maximum depth of 10, and
confidence-based voting.

e  Gaussian Process (GP): Utilized a radial basis function (RBF) kernel to model non-
linear relationships.

Each model was evaluated using 10-fold cross-validation to ensure robust performance
metrics, including Root Mean Squared Error (RMSE) and the coefficient of determination (R?).

3.2.2. Deep Learning Models

Two DL architectures were developed and tested:

¢  Three-layer neural network: Comprising hidden layers with 500, 100, and 50 neurons,
respectively, using ReLU activation. This architecture was implemented following
the approach outlined in [12], which demonstrated its effectiveness in capturing key
features for similar tasks. Training was conducted over 40 epochs with the Adam
optimizer (learning rate = 0.005), incorporating early stopping to prevent overfitting.
Data were split into 70% training and 30% validation, and alternatively into 80%
training and 20% validation to assess sensitivity to data partitioning.

. Six-layer neural network: Designed with decreasing neuron counts (248, 124, 62,
31, 15, and 7 neurons per layer) to not only reduce dimensionality gradually but
also to explore the effects of increasing depth while reducing model complexity.
This architecture was inspired by the work in [12], extending the approach to test
whether a deeper structure could yield improved predictive performance. The model
leveraged similar activation and optimization settings to the three-layer model and
was evaluated using both 70:30 and 80:20 data splits.

For both DL architectures, the models were iteratively trained over 2000 configurations
using a loop-based optimization framework to identify the best-performing configuration
based on RMSE and R? metrics.

Both DL architectures, along with the ML models described earlier, underwent a post-
prediction bias correction process using the ROQUANT method [29]. RQUANT, a quantile-
mapping approach, adjusts systematic discrepancies between predicted and observed
values, thereby enhancing the reliability and interpretability of the reconstructions. This
method was applied uniformly across all models to ensure comparability and to mitigate
systematic errors that could arise from the inherent limitations of the training data.
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4. Results
Streamflow Reconstruction

The observed daily streamflow values in m®/s were aggregated to monthly volumes in
Million-Cubic-Meters (MCM) and the April-May-June-July-August-September (AM]JJAS)
season was selected. Subsequently, the Machine Learning (ML) and Deep Learning (DL)
models described in Section 3.2 were evaluated using validation datasets unseen by the
models. Performance metrics, including Root Mean Squared Error (RMSE) and the coeffi-
cient of determination (R?), are summarized in Table 1. These results highlight the varying
degrees of accuracy and predictive power of each model.

Table 1. Performance metrics of tested ML and DL models over validation datasets.

Machine Learning Models RMSE R?
Linear Regression (LR) 12,433.3 0.140
Support Vector Machine (SVM) 5714.5 0.430
Deep Learning (DL) 5738.0 0.226
Generalized Linear Model (GLM) 5239.4 0.453
k-Nearest Neighbor (kNN) 5295.1 0.264
Decisions Trees (DT) 6193.3 0.229
Gradient Boosted Tree (GBT) 5121.1 0.331
Random Forest (RF) 4562.3 0.432
Gaussian Process (GP) 22,382.4 0.035

Deep Learning Models RMSE R?2
3-Layer (70:30) 3421.0 0.629
3-Layer (80:20) 3091.4 0.546
6-Layer (70:30) 3369.4 0.622
6-Layer (80:20) 2633.7 0.733

Among the ML models, GLM, GBT, and RF achieved the best performance metrics. In
contrast, the six-Layer (80:20) DL model stood out as the most accurate overall, significantly
outperforming all ML models. To better understand the behavior of these models, their
predictions were analyzed against observed data, and bias corrections were applied using
the RQUANT method, which has been shown to effectively adjust for systematic errors in
paleoclimatic reconstructions [29]. Figure 3 illustrates the comparison between observed
streamflow, predicted values, and bias-corrected predictions for GLM, GBT, RF, and the
six-layer (80:20) model. While GLM (Figure 3a) and GBT (Figure 3b) predictions capture
the general trends of the observed data, they exhibit notable discrepancies in magnitude
prior to bias correction. In contrast, the predictions of RF (Figure 3c) and the six-layer
(80:20) DL model (Figure 3d) align more closely with the observed data, requiring only
minor adjustments through bias correction. After applying bias correction, the predictions
of GLM and GBT show magnitudes comparable to the observed data, indicating that bias
correction effectively bridges the gap for these models, while adjustments to the predictions
of RF and DL are comparatively smaller, further affirming their intrinsic accuracy.
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Figure 3. Comparative analysis of streamflow predictions using (a) GLM, (b) GBT, (c) RF, and
(d) 6-layer DL model (80% training/20% validation). Orange line: predicted streamflow; green line:
bias-corrected streamflow prediction; blue line: observed streamflow.
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Residual analysis was conducted to evaluate the homoscedasticity of these models,
with the results displayed in Figure 4. This analysis revealed that GLM (Figure 4a) and
GBT (Figure 4b) exhibited marked heteroscedastic behavior, showing reduced sensitivity to
extreme values. However, bias correction mitigated this behavior to some extent, suggesting
a higher degree of uncertainty in their predictions. Although the RF model (Figure 4c)
also showed larger errors for extreme values (particularly for high-streamflow values,
where predictions tended to be lower than observations), it displayed relatively more
homoscedastic behavior compared to GBT and GLM. Lastly, the six-layer (80:20) DL model
(Figure 4d) demonstrated the most homoscedastic behavior among all evaluated models,
excelling in handling both extreme values and regular streamflow with high accuracy,
demonstrating consistent performance across all ranges of observed data.
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The superior performance of the six-layer DL model can be attributed to its ability to
capture complex, non-linear relationships between self-calibrated Palmer Drought Severity
Index (scPDSI) proxies and streamflow dynamics. The progressive reduction in neuron
counts across layers facilitated dimensionality reduction while preserving key features,
enabling the model to generalize effectively. This deeper architecture demonstrated a
higher capacity to identify intricate patterns, as evidenced by the consistent alignment of
its predictions with observed data and its reduced sensitivity to errors across the range of
streamflow values, even prior to bias correction.

The historic (1926 to 2022) record revealed that 2000 to 2022 was the lowest 23-year
period, resulting in an average annual AMJJAS streamflow of 19,524 MCM. The use of
scPDSI as a tree-ring-based reconstruction proxy allowed for the development of streamflow
reconstruction models back to 0 CE (~2000 years). A 23-year end-year filter was applied
to the four reconstruction models: GLM BC, GBT BC, RF BC, and six-layer DL model (80%
training /20% validation) BC (Figure 5a). A visual inspection of the individual plots of each
model (Figure 5a) shows favorable, temporal agreement and each model shows a similar
scale in pluvial (wet) and drought (dry) periods. The average of the four models was next
evaluated with uncertainty (5th and 95th percentiles—gray) (Figure 5b). The 2000 to 2022
23-year historic low flow (average of 19,524 MCM) is provided (red line).
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Figure 5. Reconstructed AMJJAS streamflow (MCM) with 23-year end-year filter: (a) Individual GLM
BC, GBT BC, RF BC, and 6-layer Deep Learning model (80% training/20% validation) BC models
with 2000 to 2022 low flow (red line). (b) Average of GLM BC, GBT BC, RF BC, and 6-layer Deep
Learning model (80% training/20% validation) BC models with uncertainty (5th and 95th percentile,
gray area) with 2000 to 2022 low flow (red line).

5. Discussion

The development of Machine Learning (ML) models for streamflow reconstruction rep-
resents a relatively recent shift in the field, diverging from traditional statistical approaches
like Stepwise Linear Regression (SLR). While ML models are powerful in their ability to
identify complex relationships in data, their performance is inherently tied to the volume
and quality of the training data. In this study, the limited availability of training data
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(97 years) posed challenges for these models to fully capture the variability and dynamics
of streamflow. However, the bias correction applied to the predictions was essential in
mitigating these limitations.

Figures 3-5 illustrate the impact of bias correction on the predictions of the General-
ized Linear Model (GLM) and Gradient Boosted Tree (GBT). Before bias correction, these
models, while able to capture the general trends in the observed data, exhibited signifi-
cant deviations in magnitude, particularly for extreme values. Bias correction not only
improved the consistency of their predictions with the observed data but also aligned their
reconstructed streamflow behavior with the Random Forest (RF) and 6-Layer (80:20) Deep
Learning (DL) models, which showed better agreement with the observed data initially.
This adjustment demonstrates the role of bias correction in reducing systematic errors
and improving the reliability of predictions, even when working with models trained on
limited datasets.

The residual analysis further supports this observation. Prior to bias correction, the
GLM and GBT models displayed heteroscedasticity, with errors varying substantially across
the range of observed values. Bias correction reduced this heteroscedasticity, suggesting
a more consistent model performance across different flow regimes. While the corrected
predictions still indicate a higher degree of uncertainty for these models, they also suggest
that the general trends captured by GLM and GBT are valid and robust. This highlights
the utility of bias correction in refining the predictive capacity of ML models in contexts
where training data are constrained.

Another important finding from this study relates to the reconstruction of long-term
drought periods, offering insights into the historical context of recent low-flow conditions.
When evaluating past 23-year drought intervals (Figure 5b), the 2000-2022 period ranked
as the 14th lowest flow period in the past ~2000 years and the third lowest over the
last ~600 years. Notable paleo-drought intervals include 861 CE (17,792 Million-Cubic-
Meters (MCM)), 450 CE (18,453 MCM), 55 CE (18,515 MCM), 250 CE (18,800 MCM), 1522
CE (18,977 MCM)), 687 CE (18,995 MCM), 1422 CE (19,006 MCM), 1878 CE (19,112 MCM)),
203 CE (19,241 MCM), 889 CE (19,257 MCM), 1067 CE (19,293 MCM), 515 CE (19,430 MCM),
and 297 CE (19,491 MCM). These findings illustrate the historical severity and frequency
of low-flow events, providing important reference points for understanding hydrological
extremes over millennia. Furthermore, they are consistent with prior studies that reveal
significant hydrological variability in the region, indicating that the integration of machine
learning and deep learning approaches, together with bias correction, can enhance our
understanding of historical hydrological extremes.

The historical variability in drought periods in the Sava River Basin highlights the
urgent need for adaptive and integrated water management strategies to address ongoing
and future climate challenges. The Sava riparian countries have experienced significant
climatic changes, including rising temperatures, altered precipitation patterns, and in-
creased extreme weather events such as prolonged droughts and localized intense rainfall,
contributing to higher flood risks [30]. These changes pose substantial challenges to water
resources, water quality, and key economic sectors such as agriculture, forestry, hydropower
production, navigation, industry, tourism, and ecosystems [30]. Several regional water
management strategies have been implemented to enhance climate resilience in the Sava
River Basin (SRB). For example, the Sava River Basin Management Plan focuses on reduc-
ing water pollution and addressing hydromorphological alterations through coordinated
measures across the basin [31]. Similarly, the Framework Agreement on the SRB promotes
transboundary cooperation among Bosnia and Herzegovina, Croatia, Slovenia, and Ser-
bia to support sustainable water use. Additionally, the Water and Climate Adaptation
Plan (WATCAP) integrates climate resilience into policy planning through hydrological
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modeling and climate assessments [32]. Future projections indicate increasing droughts
and rising temperatures in the region, emphasizing the need for comprehensive and collab-
orative adaptation strategies [33].

These findings are not only relevant for understanding historical hydrological extremes
but also have practical implications for water resource management. By providing detailed
reconstructions of streamflow variability over millennia, this study offers valuable insights
that can inform the development of more resilient strategies for managing water resources
in the SRB and other regions facing similar challenges. The methodologies employed here
can be adapted to improve the predictive capacity of hydrological models and support
decision-making processes under changing climatic conditions.

Although this study demonstrates the effectiveness of ML and DL models in stream-
flow reconstruction, certain limitations should be acknowledged. The reliance on the
self-calibrated Palmer Drought Severity Index (scPDSI) as a proxy introduces potential
biases due to its assumptions, which may not fully align with the specific hydrological
conditions of the SRB. Additionally, while bias correction proved useful in addressing
challenges related to training data constraints, it also emphasizes the need to refine these
methods. Future research could explore the integration of diverse proxies or advanced
approaches, such as transfer learning, to enhance the robustness and adaptability of ML
and DL models for paleohydrological applications.

Finally, while bias correction effectively adjusted the output of ML and DL models, it
is essential to apply this technique judiciously to avoid introducing artifacts or misrepre-
sentations in the reconstructions. As noted in [29], bias correction is not a substitute for
accurate modeling but a complementary tool that, when used appropriately, can improve
the reliability of reconstructions. Future studies should explore the integration of bias cor-
rection with model training processes, as well as the potential for hybrid models combining
statistical and ML approaches, to leverage the strengths of both methodologies.

6. Conclusions

This study analyzed streamflow reconstruction in the Sava River Basin (SRB), applying
Machine Learning (ML) and Deep Learning (DL) methods to investigate hydrological
variability over extended temporal scales. The findings demonstrate how modern modeling
techniques can effectively address the complexities of streamflow dynamics, particularly
under constraints posed by limited observational records.

Among the models tested, ensemble methods such as Random Forest (RF) and Gradi-
ent Boosted Tree (GBT) showed a strong capacity for capturing streamflow patterns, while
the six-layer DL model provided consistent accuracy in both predictive and reconstructive
tasks. The use of bias correction across all models played a decisive role in reducing discrep-
ancies between predicted and observed streamflow, particularly for models initially prone
to greater variability in magnitude. This alignment ensured that reconstructed patterns
remained consistent with historical hydrological conditions, providing meaningful insights
into the drivers of streamflow variability.

The results highlight the severe hydrological conditions of the 21st century, with the
Sava River (SR) experiencing one of its lowest 23-year flow intervals in the past ~500 years.
Only the late 19th century displayed a comparable dry period. While the 23-year window
was chosen to coincide with the end of this significant low-flow phase in 2022, similar
trends of extended dryness may emerge under different temporal filters. The findings
present 2022 as the endpoint of a pronounced multidecadal dry period in the basin.

Future research could enhance these approaches by combining ML and DL methods
with traditional statistical techniques, potentially through hybrid models that integrate the
predictive capabilities of advanced algorithms with the interpretability of statistical meth-
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ods. Additionally, incorporating bias correction directly into the modeling process, rather
than as a post-prediction adjustment, may further improve the accuracy and reliability of
hydrological reconstructions. These methodological advancements could provide a more
nuanced understanding of historical streamflow variability, supporting evidence-based
decision-making for water resource management in an era of increasing climate variability.
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The following abbreviations are used in this manuscript:

AM]JAS April-May-June-July-August-September
DL Deep Learning

DR Danube River

DT Decisions Trees

GBT Gradient Boosted Tree

GLM Generalized Linear Model

GP Gaussian Process

kNN k-Nearest Neighbor

LR Linear Regression

MCM Million-Cubic-Meters

ML Machine Learning

OWDA Old World Drought Atlas

R? coefficient of determination

RBF radial basis function

ReLU Rectified Linear Unit

RFE Random Forest

RHSS Republic Hydrometeorological Service of Serbia
RMSE Root Mean Squared Error

scPDSI self-calibrated Palmer Drought Severity Index
SLR Stepwise Linear Regression

SR Sava River

SRB Sava River Basin
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SVM Support Vector Machine
WATCAP Water and Climate Adaptation Plan
WMO World Meteorological Organization
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