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Abstract: Soil respiration is an important component of the global carbon cycle and is highly respon-
sive to disturbances in the environment. Human impacts on the terrestrial ecosystem lead to changes
in the environmental conditions, and following this, changes in soil respiration. Predicting soil respi-
ration and its changes under future climatic and land-use conditions requires a clear understanding
of the processes involved. The observation of CO2 fluxes was conducted at an urban grassland, where
plants were removed and respiration from bare soil was measured. Nine soil respiration models were
applied to describe the temperature dependence of heterotrophic soil respiration. Modified models
were suggested, including a linear relationship of the temperature sensitivity and base respiration
coefficients with soil temperature at various depths. We demonstrate that modification improves
the simulated soil respiration. The exponential and logistic models with linear dependences on the
model parameters from the soil temperatures were the best models describing soil respiration fluxes.
Variability of the apparent temperature sensitivity coefficient (Q10) was demonstrated, depending on
the model used. The Q10 value can be extremely high and does not reflect the actual relationships
between soil respiration and temperature. Our findings have important implications for better un-
derstanding and accurately assessing the carbon cycling characteristics of terrestrial ecosystems in
response to climate change in a temporal perspective.

Keywords: soil respiration; heterotrophic respiration; mathematical modeling; field measurements;
chamber method; temperature sensitivity

1. Introduction

Soil respiration represents the second-largest CO2 flux in the terrestrial biosphere
and is ten times higher than the current rate of fossil-fuel combustion [1–3]. It is an im-
portant component of the global carbon cycle and is highly responsive to changes in the
local environmental condition [4–10]: temperature and moisture regime, microbial activity
and biomass, freeze–thaw transitions, O2 content, pH, soil carbon and nitrogen, nutrients’
availability, etc. Disturbances of the terrestrial ecosystem lead to changes in the environ-
mental conditions, and following this, disturbances in soil respiration. Understanding the
future dynamics of soil systems requires a precise understanding of the responses of soil
respiration to changing environmental factors [1,2]. Warming conditions can influence soil
respiration by affecting both autotrophic respiration from plant roots and plant-associated
symbionts, and heterotrophic respiration due to microbial and animal decomposers [11].
Mathematical models can be used to simulate the impacts of management and potential
changes in climate beyond the temporal extent of short-term field experiments.

The temperature dependence of respiration has been mathematically described since
the late 19th century [12,13]; however, we still have no mechanistic understanding of how
temperature and other environmental factors affect respiration [14]. Various models have

Land 2023, 12, 939. https://doi.org/10.3390/land12050939 https://www.mdpi.com/journal/land

https://doi.org/10.3390/land12050939
https://doi.org/10.3390/land12050939
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/land
https://www.mdpi.com
https://orcid.org/0000-0002-7019-4459
https://doi.org/10.3390/land12050939
https://www.mdpi.com/journal/land
https://www.mdpi.com/article/10.3390/land12050939?type=check_update&version=1


Land 2023, 12, 939 2 of 20

been suggested for simulating the short-term responses of soil respiration to variations in air
or soil temperature [15–22], and discussions of the accuracy and applicability of temperature
sensitivity models continue [11,23–25]. Discussions include indirect relationships [9,26,27].
A range of other factors may also strongly influence the apparent response of respiration to
temperature, or any deviations, including soil moisture and CO2 diffusivity, the vertical
distribution of roots and microbes, and changes in the quality of soil organic matter and
its accessibility [25,28–32]. Changes in abiotic and biotic conditions across the soil profile
may alter both the actual and apparent (generally reported) temperature response of soil
respiration [9,33,34]. Soil temperature changes across the soil profile, and the selection
of an appropriate soil depth for inferring temperature sensitivity, may strongly influence
the shape of the temperature response curve [2,25,26]. The temperature sensitivity of
soil respiration derived from long-term (annual) datasets does not reflect the short-term
temperature sensitivity from diurnal data [18,35].

The annual net ecosystem exchange (NEE) for the studied site was described in [36].
The total annual NEE resulted in 163.5 gC/m2. Growing plants accumulate 522.7 gC/m2 in
total, but the net annual release of CO2 is higher (686.2 gC/m2) [36]. The studied ecosystem
is a source of carbon according to modeling and observation results. In this study, we
compared various heuristic models describing the temperature sensitivity of soil respiration.
We calibrated soil respiration models against observations of soil efflux from a bare soil site
in an urban grassland. We then suggested a procedure for improving model performance
considering the variable of the temperature sensitivity coefficient. Finally, we estimated the
net gap-filled soil efflux for the vegetation season and analyzed an apparent temperature
sensitivity coefficient for various models.

2. Materials and Methods
2.1. Study Site

The observation site (56◦28.5′ N, 82◦3.2′ E; 170 m a.s.l.) is located on an urban grassland
in Tomsk City (West Siberia, Russia). A detailed site description is provided in [36]. The
annual average (1981–2010) air temperature is 0.87 ◦C. Winters are severe and lengthy. The
average temperature in January is between −21 ◦C and −13 ◦C. The average temperature in
July is +18.7 ◦C. The total annual precipitation is 568 mm, with the maximum in July (75 mm).
Snow cover lasts 181 days on average. The total annual sunshine duration is 2123 h [36].

2.2. CO2 Fluxes and Soil Temperature Measurements

The experimental setup for automated soil CO2 flux monitoring operated from 14
April to 20 October 2014 [36]. The LI-8100A (LI-COR Biosciences, Lincoln, NE, USA) flux
system with a clear chamber (8100-104C) was used to determine CO2 fluxes [37]. The
chamber was closed for 2 min each 20 min. The flux rates were calculated using the LI-
8100A software. CO2 flux was estimated based on the exponential growth of CO2 within
the chamber [37]. The LI-8100A automatic chamber was placed at the observation site once
or twice a month for 2–7 days. In total, 11 experiments with the total duration 33.4 days
were carried out.

The bare soil site (trenched soil site) was prepared six months before the experiment.
Vegetation at the site was thoroughly cut in September 2013, and large roots were extracted
from the surface layer. There was no soil digging to maintain the soil compaction and inner
structure, so some fine roots remained in the soil. During summer of 2014, all small sprouts
of new vegetation were pulled out from the bare soil site. The ground was kept free of
any vegetation during the study period. The CO2 flux measured at the bare soil site in the
absence of vegetation represents the heterotrophic respiration flux (HR), which results from
a litter and soil organic matter decomposition produced by soil micro-organisms [7].

Air temperature and relative humidity were measured with a thermohydrometer
(HMP-45D, Vaisala, Vantaa, Finland). Soil temperature was measured over a 1 h period
using a digital temperature probe (APIK-03, IMCES SB RAS, Tomsk, Russia) at the soil
surface and 9 different depths of 5, 10, 20, 40, 60, 80, 120, 240, and 320 cm [38].
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2.3. Modeling Soil Respiration

Nine models describing the relationships between soil respiration (SR) and tempera-
ture were tested (Table 1). The temperature sensitivity coefficient (parameter k) exists in
all models, but reflects different types (linear, exponential, power) of increases in respira-
tion with the increasing temperature. The base level of respiration (parameter r) typically
represents soil respiration at a certain temperature, excluding model 9, where r indicates
the power dependence of respiration to temperature and k corresponds to exponential
responses. Models 6–9 have an additional parameter (p) related to a critical temperature
level (model 6) or scaling coefficient (models 7–9) for the temperature dependence of
soil respiration.

Table 1. Temperature response functions of soil respiration (SR). k, r, p—model parameters,
T1—temperature (◦C), Tref = 10 ◦C, TK = 273.15 ◦C, T0 =−46.02 ◦C, Tg = 40 ◦C, Rg = 8.31 J mol−1 K−1.

Model Equation Reference

1. Linear SR = r + k · T1 [39–41]

2. Q10 SR = r · k(T1−Tre f )/10 [11,13]

3. Exponential SR = r · exp[k · T1] [11,13]

4. Arrhenius SR = r · exp
[
− k

Rg ·(T1+TK)

]
[19,20]

5. Lloyd and Taylor SR = r · exp
[
k
(

1
Tre f−T0

− 1
T1−T0

)]
[2,20]

6. Power SR = r · |T1 − p|k [19]

7. Logistic SR = r
1+p·exp[−k·T1]

[17,22]

8. Sigmoid SR = r
p+k−(T1−Tre f )/10 [19,21]

9. Gamma SR = (T1 + Tg)
r · exp

[
p− k ·

(
T1 + Tg

)]
[11,16]

The soil respiration models were calibrated according to the in situ-observed carbon
dioxide fluxes collected every 20 min. The multiply optimization procedure was conducted
using the fminsearch function in MATLAB. The minimum value of the unconstrained
multivariable function was identified following the derivative-free method, and the root-
mean-square error (RMSE) was used as the minimizing function:

RMSE =

√
1
n

n

∑
i=1

(Oi −Mi)
2,

where Oi and Mi are the observed and modeled values, and n is the number of observations.
To determine the performance of the models, the Nash–Sutcliffe coefficient (NSE) [42],

RMSE, coefficient of determination (R2), and mean absolute error (MAE) were used:

NSE = 1−

n
∑

i=1
(Oi −Mi)

2

n
∑

i=1

(
Oi −O

)2
,
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R2 =


n
∑

i=1

(
Oi −O

)(
Mi −M

)
√

n
∑

i=1

(
Oi −O

)2
√

n
∑

i=1

(
Mi −M

)2


2

,

MAE =
1
n

n

∑
i=1
|Oi −Mi|,

where O and M are the mean observed and simulated values, respectively.
We have tested the air, surface, and soil temperatures at nine different depths as

variables (T1 in Table 1) governing soil respiration variations, and the temperature variable
that yielded the highest model NSE was used in further model modifications.

Each model was modified twice to improve the representations of the observed soil
respiration variations during the growing season. The first modification (modification
A) considered explicit changes in the temperature sensitivity coefficient with a change in
temperature T2:

k = k0 + k1 · T2, (1)

where k0 is a constant temperature sensitivity coefficient value, and k1 is an increase in
the temperature sensitivity with an increase of temperature T2, which represents the air,
surface, or soil temperature at nine different depths.

The second model modification (modification B) includes changes in the temperature
sensitivity coefficient with temperature T2 (Equation (1)), and changes in the base level of
respiration with temperature T3:

r = r0 + r1 · T3, (2)

where r0 and r1 are the parameters of the linear equation. Gamma model 9B was modified
for the second time using a different modification scheme:

SR = (T3 + Tg)
r · exp

[
p− (k0 + k1 · T2) ·

(
T1 + Tg

)]
. (3)

Temperatures T2 and T3 in model modification B were selected from all possible
combinations of air, surface, and soil temperatures by the maximum NSE coefficient.

The apparent temperature sensitivity coefficient (Q10) was calculated from the results
of describing the observed variations in soil respiration with variations in temperature:

Q10(T) = SR(T + 10)/SR(T), (4)

where SR(T) and SR(T + 10) are the soil respiration rates at temperatures of T and
T + 10, respectively.

3. Results
3.1. Measured Soil Respiration Fluxes

The measured soil fluxes and dates of the experiments are shown in Table 2. The CO2
efflux values were always positive, indicating CO2 emissions to the atmosphere from the
soil. Soil CO2 effluxes exhibited clear diurnal patterns. The daytime mean fluxes varied
from 0.16 µmol/m2/s in October to 9.9 µmol/m2/s at the beginning of July, while the
nighttime fluxes varied from 0.24 µmol/m2/s in October to 10.98 µmol/m2/s in the middle
of July (see details in [36]).
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Table 2. Experiments with chamber measurement of soil respiration (µmol m−2 s−1) in 2014. Round-
a-day mean (00:00–23:40), day (6:00–21:00), and nighttime (21:20–5:40), and standard deviations.

Experiment ID Begin End 24 h Mean SR Day
Mean SR

Night
Mean SR

1 14.04 18:00 21.04 15:00 1.99 ± 0.82 2.72 ± 0.57 1.50 ± 0.47
2 05.05 16:00 08.05 21:00 1.84 ± 0.75 2.37 ± 0.84 1.39 ± 0.13
3 12.05 10:40 13.05 07:20 2.94 ± 0.58 3.29 ± 0.25 2.34 ± 0.21
4 06.06 14:00 10.06 08:40 2.76 ± 0.59 2.82 ± 0.82 2.75 ± 0.45
5 20.06 13:40 23.06 13:40 6.98 ± 1.09 7.55 ± 0.66 6.52 ± 1.22
6 04.07 13:20 09.07 09:20 9.04 ± 1.17 9.91 ± 0.54 8.28 ± 0.63
7 12.07 15:20 13.07 19:40 9.87 ± 2.54 7.92 ± 1.55 10.98 ± 1.73
8 18.08 10:00 21.08 11:20 3.29 ± 0.56 3.54 ± 0.51 3.23 ± 0.49
9 15.09 14:40 17.09 08:20 1.13 ± 0.18 1.17 ± 0.18 1.12 ± 0.12

10 03.10 15:40 06.10 09:00 0.94 ± 0.17 0.90 ± 0.19 0.95 ± 0.14
11 08.10 10:20 10.10 14:00 0.21 ± 0.12 0.16 ± 0.08 0.24 ± 0.14

3.2. Weather Conditions and Soil Temperature

Meteorological conditions during the 2014 growing season were characterized by
the air temperature between −12.7 and 36.0 ◦C. The rapid rise of the temperature with a
daily average above 10 ◦C occurred after 9 June. The average 2014 summer (June–August)
temperature was 18.3 ◦C, which was slightly higher than the long-term average of 16.7 ◦C.
Summer included two locally extreme warm periods with daily T air > 25 ◦C from 22 to
27 June, and from 6 to 13 July when intense soil warming had begun (Figure 1). The total
precipitation in the 2014 growing season (377 mm) was close to the long-term average of
382 mm. In May 2014, it was much wetter (monthly rainfall was 99 mm) in comparison
with the long-term average value (41 mm), while in April, June, and September, it was
relatively dry, with an anomaly of about 20 mm. The longest dry period without rain lasted
from 12 to 25 July.
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Figure 1. Nash–Sutcliffe efficiency (NSE) coefficient for nine models at various controlling tempera-
tures, T1.

Soil temperatures significantly varied during the year (Table 3). The maximum
(+31.2 ◦C) and the minimum (−1.0 ◦C) temperatures were observed at the soil surface.
Annual soil temperature gradually decreased with the depth. The temperature wave prop-
agated through the soil with a time lag and a decrease of the wave amplitude. The annual
amplitude of temperature variations fell to 4.3 ◦C at a 320 cm depth. Diurnal oscillations of
temperature penetrated to a 60 cm depth with the decrease of amplitude from 12.6 to 0.6 ◦C.
The time lag (delay) of the maximum temperature rose to 11 h at 60 cm and to 73.5 days at
a 320 cm depth.
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Table 3. Characteristics of soil temperatures for January–December 2014.

Depth,
cm

Annual T,
◦C

Max T,
◦C

Min T,
◦C

Annual
Amplitude, ◦C

Diurnal
Amplitude, ◦C

Time Lag,
Hours or Days

0 6.2 31.7 −1.0 32.8 12.6
5 6.3 28.7 −0.8 29.5 7.4 0 h

10 6.3 26.4 −0.7 27.1 5.8 2 h
20 6.3 23.3 −0.3 23.6 2.7 4 h
40 6.1 19.5 0.0 19.5 0.9 9 h
60 5.9 17.3 0.2 17.2 0.6 11 h
80 5.7 15.6 0.8 14.8 0 12.1 d

120 5.6 13.3 1.2 12.0 0 14.5 d
240 5.5 9.5 2.9 6.7 0 34.9 d
320 5.4 8.2 3.8 4.3 0 73.5 d

3.3. Model Calibration
3.3.1. Basic Models

In this study, model runs were conducted from 1 April to 31 October 2014, with a
timestep of 20 min, driven by the observed air, surface, and soil temperatures. For each
soil respiration model (see Table 1), the optimal parameters were estimated using data
collected from all observation experiments. The parameter optimization experiments for
the nine models were conducted several times using different temperatures, as variable T1,
governing soil respiration. The air (Ta), surface (Ts0), and soil temperatures at nine different
depths (5, 10, 20, 40, 60, 80, 120, 240, and 320 cm) were tested as governing variables.
Figure 1 shows the model performance characteristics (NSE coefficient) of models 1–9
with various controlling temperatures. The highest NSE coefficient for each model was
obtained using air temperature as a governing variable. The NSE for model 8 (sigmoid)
decreased from 0.772 to 0.704 when the governing temperature shifted from air to surface
and then to soil temperature at 5 cm. The logistic (model 8, NSE = 0.722), sigmoid (model 7,
NSE = 0.722), and Gamma models (model 9, NSE = 0.721) exhibited the best results when
describing soil respiration variations with air temperature. The R2 value of the best models
was 0.722, yielding a correlation coefficient between the modeled data and observations of
0.849, and a residual standard error (RMSE) of 0.985. Of the nine models, the Q10 (model 2)
and exponential (model 3) models had lower NSE (0.692) and higher RMSE (1.038) values.
These results indicate that the increasing air temperature positively contributed to soil
respiration, but the temperature sensitivity changed with changes in temperature. The
optimal model parameters and model goodness characteristics are provided in Table 4.
According to the MAE between the best and worst models, changing the model equation
for the soil respiration simulation decreased the model error by 0.057 µmol/m2/s, or 7.2%.
The air temperature was the best variable controlling soil respiration for any model used.
The following model modifications used air temperature, as variable T1.

3.3.2. Model Modification A

The first modification of the models (modification A) considers an explicit change in
the temperature sensitivity coefficient, k, with a change in temperature T2 (Equation (1)).
The variable controlling the temperature sensitivity coefficient was selected from the set of
air, surface, and soil temperatures. Figure 2 shows the model suitability (NSE coefficient)
for various temperature parameters, T2, controlling the changes in model parameter k. The
model optimization results are provided in Table 4. The governing temperature resulting
in the best model performance was always the deep-layer soil temperature.
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Table 4. The optimal model parameters (r, k, p) and model goodness characteristics (NSE, R, MAE).
MAE is in µmol m−2 s−1. The best performance metrics indicated in bold.

Base Model

Model r k p NSE R MAE

1 0.703 0.171 0.715 0.846 0.742
2 2.303 1.638 0.691 0.832 0.787
3 1.406 0.049 0.691 0.832 0.787
4 6.81 × 106 3.51 × 104 0.698 0.836 0.776
5 2.320 202.5 0.715 0.846 0.743
6 0.084 1.180 –7.001 0.716 0.846 0.739
7 7.153 0.111 6.419 0.722 0.849 0.730
8 3.369 3.023 0.471 0.722 0.849 0.730
9 9.416 0.113 –30.359 0.721 0.849 0.731

Modification A

Model r k = k0 + k1 × T2 p NSE R MAE

1A 0.638 0.294–0.026 × Ts320 - 0.794 0.891 0.627
2A 2.321 3.040–0.128 × Ts120 - 0.837 0.915 0.571
3A 0.938 0.104–0.001 × Ts240 - 0.813 0.902 0.637
4A 1.99 × 107 3.63 × 104 + 308.5 × Ts320 - 0.775 0.880 0.656
5A 2.314 460.6–23.6 × Ts120 - 0.820 0.906 0.611
6A 2.757 1.656–0.029 × Ts240 –8.459 0.804 0.897 0.624
7A 20.296 0.113–0.007 × Ts240 17.147 0.815 0.903 0.625
8A 2.487 3.525–0.162 × Ts120 0.073 0.837 0.915 0.570
9A 9.546 0.096 + 0.002 × Ts240 –31.334 0.815 0.903 0.605

Modification B

Model r = r0 + r1 × T3 k = k0 + k1 × T2 p NSE R MAE

1B –0.092 + 0.120 × Ts20 0.255–0.023 × Ts240 - 0.821 0.906 0.594
2B 1.269 + 0.105 × Ts10 2.459–0.108 × Ts120 - 0.858 0.927 0.549
3B 0.473 + 0.091 × Ts20 0.088–0.005 × Ts240 - 0.864 0.930 0.542
4B 6.98 × 107–3.74 × 106 × Ts60 4.17 × 104–298.8 × Ts80 - 0.854 0.924 0.582
5B 1.233 + 0.109 × Ts10 402.4–28.4 × Ts120 - 0.841 0.918 0.593
6B –4416 + 32.368 × Ts240 2.207–0.106 × Ts240 –16.492 0.862 0.929 0.547
7B 14.581–0.783 × Ts120 0.016 + 0.008 × Ts20 8.191 0.866 0.931 0.524
8B 1.311 + 0.107 × Ts10 2.54–0.115 × Ts120 0.028 0.858 0.926 0.549
9B 6.457–0.071 × Ts60 –0.071 + 0.003 × Ts120 –26.753 0.857 0.926 0.558
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9A 9.546 0.096 + 0.002 × Ts240 –31.334 0.815 0.903 0.605 

Modification B 

Model r = r0 + r1 × T3 k = k0 + k1 × T2 p NSE R MAE 

1B –0.092 + 0.120 × Ts20 0.255–0.023 × Ts240 - 0.821 0.906 0.594 

2B 1.269 + 0.105 × Ts10 2.459–0.108 × Ts120 - 0.858 0.927 0.549 

3B 0.473 + 0.091 × Ts20 0.088–0.005 × Ts240 - 0.864 0.930 0.542 

4B 6.98 × 107–3.74 × 106 × Ts60 4.17 × 104–298.8 × Ts80 - 0.854 0.924 0.582 

Figure 2. Nash–Sutcliffe efficiency (NSE) coefficient for nine models with modification A at various
controlling temperatures, T2.
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Depending on the selected model, the temperature controlling the temperature sensi-
tivity coefficient was the soil temperature at depths of 120 cm (models 2A, 5A, 8A), 240 cm
(models 3A, 6A, 7A, 9A), or 320 cm (models 1A and 4A). The Q10 (model 2A) and sigmoid
(model 8A) models exhibited the best results (Figure 2) when simulating the soil respiration
temperature dependencies. The NSE (0.837) and R2 (0.915) values for these models were
considerably higher than for the other six models, where NSE varied in the range of 0.775
to 0.815. The RMSE (0.753) value of the sigmoid model (8A) was 14.9% lower than that
of the Arrhenius model (4A). The Arrhenius model with modification A exhibited the
worst results, but the efficiency of model 4A (NSE = 0.775) was higher than that of any
model that had not undergone modification A. The application of the linear dependence
of temperature sensitivity to soil temperature (Equation (1)) improved the soil respiration
prediction performance of any model used. The parameters (k, r, p) of the modified models
differed from those of the basic models (Table 4). The relative changes in parameter k (ratio
of k for the base model to k0 for model modification A) varied from 0.6 (model 7A) to 1.79
(model 3A). The relative influence of the soil temperature on the temperature sensitivity in
most models (ratio of k1 × Ts to k0, where Ts is the mean soil temperature for the modeling
period) was negative, excluding the Arrhenius and Gamma models (4A and 9A). This
shows that the temperature sensitivity of soil respiration decreased with the increasing
temperature. Parameters r and p were also changed to maintain the efficiency of the models.

3.3.3. Model Modification B

The second modification of the models (modification B) included changes in the
temperature sensitivity coefficient with changes in temperature T2 (Equation (1)), and
changes in the base level of respiration with changes in temperature T3 (Equation (2)). Air
temperature was used as parameter T1, which governed the short-term responses of soil
respiration. Parameters T2 and T3 were selected from all combinations of air, surface, and
soil temperatures. The model parameters were optimized for each pair of T2 and T3, and
the pair of governing temperatures with the highest NSE was used in the resulting model. A
map of the distribution of NSE for model 3B in the coordinates of temperatures T2 and T3 is
shown in Figure 3. The local maximum NSE (0.864) for model modification 3B corresponded
to the soil temperature at 20 cm (Ts20), as variable T2, and the soil temperature at 120 cm
(Ts120) as variable T3. The optimal model parameters are provided in Table 4. The logistic
model (7B) using the soil temperatures at 20 and 120 cm as variables for the modification of
the basic model parameters exhibited the highest NSE (0.866) and R (0.931) values. The
exponential model (3B) also agreed well with the observed data. The RMSE values for
models 7B and 3B were 0.683 and 0.687. The accuracy of all investigated models with
modification B was reasonable. Even the worst model (linear model 1B) exhibited higher
NSE (0.821) and R (0.906) values than most of the models with modification A (NSE ranging
from 0.775 to 0.837) and any base model without modifications (NSE ranging from 0.692
to 0.722).

3.4. Modeled Soil Respiration Fluxes

The overall seasonal patterns in soil respiration followed the seasonal changes in air
temperature (Figure 4). At the beginning of the growing season, the respiration effluxes
were small. However, the soil respiration in all studied models exhibited relatively large
daily variations during April and May 2014. After 15 June, when the daily air temperature
increased to 15 ◦C, the modeled fluxes exceeded 4.0 µmol/m2/s in base exponential
model 3. The modeled efflux then decreased from August or September (Figure 4). The
minimum soil respiration rates were observed at the end of October, when the night air
temperature became negative.
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Figure 4. Seasonal course of observed (1) and modeled (2) soil respiration fluxes, 20-min data.
Exponential model (model 3) with modifications A and B.

The shape of the seasonal course and magnitude of the diurnal variations in soil
respiration varied between the base models and their modifications (Figure 4). The base
models (Table 1) exhibited lower variations in the CO2 effluxes during the study period.
Although the main factor controlling soil respiration was air temperature, the amplitude of
the diurnal variations in model modifications A and B was controlled by the deep-layer
soil temperature. The changes in the temperature sensitivity coefficient according to model
modification A (Equation (1)), and subsequent changes in the base level of respiration due
to model calibration, resulted in an increase in the diurnal variations of soil respiration in
the middle of summer. The soil respiration values determined by model modification B
(Equations (1) and (2)) were higher in May and June than those determined by the base
model, but the frequency of the variations was lower.

The observation data cover only about 15% of the total growing season. Therefore, gap-
filling procedures need to be established for providing a complete dataset and estimations
of the net respiration flux. All nine models and their modifications were applied to construct
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a continuous time series of soil respiration data and calculate the average growing season
soil respiration. A significant difference in the average soil respiration rates was detected
between the base models and modifications A and B. The statistical analysis results of the
modeled soil respiration fluxes are shown in Table 5. The simulated average CO2 effluxes
ranged from 2.54 to 2.65 µmol/m2/s for the base model, from 2.36 to 2.60 µmol/m2/s for
model modification A, and from 2.30 to 2.58 µmol/m2/s for model modification B.

Table 5. Statistical characteristics of simulated CO2 soil efflux for April–October. All values are in
µmol m−2 s−1.

Model ID Mean Median STD Min Max

Base Model

1 2.54 2.39 1.61 −1.47 6.86
2 2.65 2.29 1.26 0.75 8.29
3 2.65 2.29 1.26 0.75 8.29
4 2.64 2.29 1.29 0.63 8.04
5 2.61 2.30 1.42 0.20 7.29
6 2.58 2.35 1.50 0.00 7.06
7 2.62 2.27 1.49 0.26 6.39
8 2.62 2.27 1.49 0.26 6.39
9 2.60 2.30 1.51 0.10 6.40

Modification A

1A 2.40 2.20 1.60 −1.36 7.01
2A 2.60 2.30 1.62 0.31 13.46
3A 2.47 2.06 1.44 0.60 9.93
4A 2.42 2.19 1.44 0.33 8.17
5A 2.55 2.29 1.72 0.04 10.90
6A 2.36 2.08 1.60 0.00 7.96
7A 2.45 2.04 1.46 0.48 8.88
8A 2.58 2.30 1.63 0.25 12.02
9A 2.37 2.05 1.61 0.06 7.85

Modification B

1B 2.30 2.07 1.71 −1.78 6.99
2B 2.58 2.28 1.68 0.27 12.58
3B 2.46 2.00 1.71 0.28 12.14
4B 2.55 2.10 1.60 0.38 10.94
5B 2.54 2.27 1.76 0.05 11.01
6B 2.45 2.12 1.57 0.00 8.32
7B 2.44 1.82 1.67 0.57 8.91
8B 2.58 2.28 1.67 0.27 12.34
9B 2.41 1.94 1.59 0.40 9.77

The estimated soil effluxes decreased as the complexity of all models increased (ap-
plying the model modifications). However, the range of the variations in the average soil
respiration between the models increased. The median soil efflux value (Table 5) was
lower than the mean values, and this disparity increased after the model modifications.
The standard deviation (STD) of the estimated soil respiration values (Table 5) for model
modification B was higher than that for model modification A. The STD values of base
models 1–2 were lower than those of the modified models. The highest CO2 effluxes, which
exceeded 12.0 µmol/m2/s, were obtained using models 2A, 8A, and 8B, while the highest
effluxes determined by base models 7, 8, and 9 were only 6.40 µmol/m2/s. The lowest
values ranged from 0.04 µmol/m2/s for model 5A to 0.75 µmol/m2/s for models 2 and 3.
Zero and negative minimal values were obtained for power models (6, 6A, and 6B) and
linear models (1, 1A, and 1B). Meaningless negative and zero values of soil respiration
are the result of applying the formal model approach for a complex biological process,
as a generation and emission of carbon dioxide from the soil. Negative soil CO2 efflux
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was obtained at air temperatures below −4.1 ◦C for model 1, and zero efflux for model
6 corresponded to air temperatures below −7.0 ◦C, while observed air temperatures for
models’ calibration were in the range from −3.3 to +36.0 ◦C. Therefore, linear and power
models (models 1 and 6) are not suitable for application outside the temperature range,
where modeling results are not verified by the direct measurements. All other models
yielded physically reasonable estimations for high-variable CO2 effluxes.

According to the comparison of the model efficiencies (NSE, MAE, and RMSE), the
best equations describing soil respiration fluxes were the exponential and logistic models
with linear model parameter dependences on soil temperature (models 3B and 7B). The
measured and simulated CO2 effluxes and model residuals for the logistic models (models
7, 7A, and 7B) are presented in Figure 5. Panels a and b in Figure 5 show the ability of the
models to predict the fluxes. The observed and modeled data are located along the 1:1 line.
The basic models underestimated the maximum soil effluxes, and this bias was reduced
by modifications. The maximum model residual decreased from 3.88 to 3.48 and then to
2.62 µmol/m2/s when applying modification A and then B, while the MAE values were
approximately five times lower (0.73, 0.63, and 0.54 µmol/m2/s, respectively).
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As shown in Figure 5c, the CO2 efflux obtained by the base logistic model (model 7)
was functionally related to the air temperature. The soil respiration simulations according
to model 7A exhibited a set of logistic-type curves describing the changes in soil respiration
with air temperature at various soil temperatures. Model modification B caused spreading
of a range of logistic-type curves, but their shape remained intact. The absence of a
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systematic error in the models is claimed by almost zero dependence of the model residuals,
both from air temperature and soil respiration (Figure 5b,d). Similar relationships were
observed for all investigated models (see Supplementary Materials).

Considering the dependence of model parameters on soil temperature (modifications
A and B) significantly increased the accuracy of the modeling approach. The mean soil
CO2 efflux for the growing season obtained using the modified logistic model (7B) was
2.44 ± 1.67 µmol/m2/s. The estimated mean, minimum, and maximum CO2 flux values
were 2.44, 0.57, and 8.91 µmol/m2/s, respectively (Table 5).

4. Discussion
4.1. Observed CO2 Fluxes

The root exclusion method was used to measure heterotrophic respiration at the bare
soil site. The bare soil site was trenched six months before the beginning of the soil respira-
tion measurement to reduce the artificial impact of trenching [43]. The vegetation at the
site was thoroughly cut in September 2013, and large roots were extracted from the surface
layer. There was no soil digging to ensure that the soil compaction and inner structure were
maintained, so some fine roots remained in the soil. Fine root decomposition could have
caused an overestimation of heterotrophic respiration of up to 14% [44]. The measured soil
CO2 effluxes at the trenched bare soil site represent the heterotrophic respiration fluxes,
and total soil respiration typically includes HR and root respiration.

The modeled CO2 efflux rate was 2.4 µmol/m2/s for the growing season of 2014
(Table 5). This estimate is similar to those previously reported. The measured heterotrophic
respiration fluxes are close to those measured for European grasslands [45], where the
maximum soil respiration rates range from 1.9 to 15.9 µmol/m2/s. The annual variations
in soil respiration in a semiarid temperate grassland in Inner Mongolia range from 0.5 to
8.0 µmol/m2/s, depending on the land management system [39], and are within the limits
obtained in this study. The CO2 emission rates of a Southern Californian grassland are
1.6 µmol/m2/s [46], which is consistent with the emissions from other semiarid grasslands
(for example, Wang et al. [39] measured an average of 2.1 µmol/m2/s). Higher soil
respiration rates have been measured at managed grassland sites in Finland (peak values
of 11.6–25 µmol/m2/s; seasonal average 1.82–7.95), with the higher values recorded in peat
soils, and the lower values in sandy and clayey soils [47]. Grassland fertilization enhances
soil respiration. An increase in the annual total soil respiration of 24–57% was measured
in the first year after fertilization under semiarid temperate climate conditions [48]. The
growing season soil respiration in urban areas is much greater [49], and soils in urban
forests, lawns, and landscaped areas in the residential areas of Boston emit 2.62, 4.49, and
6.73 ± 0.26 µmol/m2/s, respectively.

The pulsed behavior of soil respiration (Figure 4) can be explained by the joint influence
of fast and slow temperature responses [17] or the impact of soil moisture conditions on
soil CO2 efflux [50]. Long-term drought stress influences soil CO2 effluxes, which has
reduced heterotrophic respiration at a trenched site in the tropical rainforest of Southwest
China [51].

Urban areas are significant contributors to global carbon dioxide emissions, but only
a limited number of studies have been conducted on CO2 fluxes using micrometeoro-
logical or chamber techniques [49,52,53]. The soil chamber measurements of a treeless
vegetation surface in Helsinki indicated that the soil respiration level ranged from 1 to
3 µmol/m2/s [52]. Decina et al. [49] found that soil respiration is much higher in urban
areas during the growing season, with a rate of 4.49 ± 0.14 µmol/m2/s in urban lawns.
These rates were 2.2 times higher than those in nearby rural ecosystems.
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4.2. Soil Respiration Models

The response of soil respiration to temperature has been described by a wide va-
riety of empirical models [1,2] with different theoretical bases; however, relatively few
studies [11,16,54] have examined how multiple models might fit various in situ soil respi-
ration data, and none of these models are applicable across a wide range of ecosystems
or climates. Reichstein and Beer [2] provided an overview of modeling approaches to
soil respiration, discussed the dependencies of soil respiration on various environmen-
tal factors, and summarized the most important challenges to consider when analyzing
soil respiration.

The Lloyd and Taylor and Gamma models were consistently better for explaining soil
respiration fluxes in a boreal black spruce plantation than the linear and Q10 models [11].
Khomnik et al. [16] demonstrated that the Gamma model was either better than or as
good as the Q10, Lloyd and Taylor, and logistic models in five forest ecosystems spanning
three different climate zones, i.e., boreal, temperate, and the Mediterranean. Rodeghiero
and Cescatti [17] described a regression model that based the short-term response of
soil respiration to soil temperature on the logistic equation, and the logistic equation
parameters were related to the environmental variables influencing long-term and site-
specific variability.

This study tested the performance of nine models (Table 1) in reproducing the temporal
variability of soil respiration fluxes. It was demonstrated that air temperature explained
slightly more variability than surface or soil temperature. The short-term responses of soil
respiration to changes in temperature were well-expressed by the base models (see Table 1).
Air temperature was used as a variable for controlling soil respiration in all studied models.
According to Singh et al. [55], a MAE of <50% of the standard deviation of the observed
data can be considered low. The standard deviation of the observed soil respiration was
1.87 µmol/m2/s; therefore, all nine base models could reproduce the soil CO2 effluxes
well (Figure 6). The logistic (model 8), sigmoid (model 7), and Gamma (model 9) models
exhibited the best results in describing short-term variations in soil respiration.
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Figure 6. Taylor diagram (a) and model goodness characteristics (NSE) (b) for base (0) and modified
(A,B) soil respiration models. Obs: observation data (STD = 1.87).

A review of the soil respiration fluxes [56] showed that several parameters influence
soil emission-related processes. Microbial activity, root respiration, chemical decay pro-
cesses, and the heterotrophic respiration of soil fauna and fungi produce greenhouse gases
in soils [57]. The related emission fluxes largely depend on the soil water content [10,50,58],
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temperature [59,60], nutrient availability, microbial biomass [9], and community [29],
pH [61], and land cover-related parameters [62]. The moisture conditions primarily deter-
mine seasonal CO2 emission values at pine forests on sandy soils [10] or a meadow steppe in
Inner Mongolia [4], while on bare soil the moisture content does not significantly affect the
CO2 efflux [63]. Therefore, meteorological and climatological parameters, as well as land-
use management information, are vital [56]. When analyzing seasonal variations in soil
respiration, several of the factors affecting respiration co-vary. For example, biological activ-
ity is higher in the summer and adds on to the “pure” or direct temperature response [2,9].
The diagnostic carbon flux model [64] suggests that the rate of base ecosystem respiration at
the reference temperature is not a constant and depends on the aboveground biomass and
gross primary productivity. The relationship between the observed in situ soil respiration
rates and soil temperature cannot be easily determined as soil respiration originates at
different depths, with each having its own temperature dynamics [2]. D’Angelo et al. [26]
demonstrated that the temporal delays between ecosystem respiration and soil temperature
in peat soils at different depths are significant at a daily timescale. The time-shifted signals
can be used to improve the representation of ecosystem respiration by a model using daily
timescale synchronization. The temperature sensitivity determined from the Q10 model
depends on the depth and the ecosystem type [65], resulting in more subsoil C vulnerable
to loss with increasing temperature.

The soil respiration temperature sensitivity and the base level of respiration are con-
trolled by several closely related factors [14,56], such as microbial activity and biomass, soil
moisture content, atmospheric pressure, near-surface wind speed, freeze–thaw transition,
O2 content, pH, soil carbon and nitrogen, and nutrients’ availability. Most of these factors
followed an apparent seasonal pattern, with changes alongside the seasonal changes in
air temperature. The seasonal variations in soil temperature were also shifted and were
smoother than the seasonal variations in air temperature (Table 2). The deep-layer soil tem-
perature can be used as a formal variable for describing variations in other environmental
characteristics controlling soil respiration [65]. Bauer et al. [66] demonstrated that different
temperature response function formulations resulted in estimated response factors that
deviated over the range of soil water content, and for temperatures below 25 ◦C, very little.
Wohlfahrt and Galvagno [67] used a linear combination of air and soil temperatures to
describe the observed hysteresis relationship between ecosystem respiration and temper-
ature, while Hibbard et al. [68] analyzed soil respiration across the northern hemisphere
temperate ecosystem and found that including soil moisture could improve the correlation,
but not significantly. Zhou et al. [69] found that the combined function of soil temperature
and moisture did not fit the data well under severe water stress, while Jassal et al. [70] stated
that, in an 18-year-old temperate Douglas fir stand, soil respiration is positively correlated
with soil temperature at a depth of 2 cm under a high soil water content at a depth of 4 cm;
however, under a low soil water content, soil respiration was largely decoupled from soil
temperature. This suggests that, under different environmental conditions, the appropriate
representation of some specific soil respiration processes may change [28,54].

In this study, considering soil temperatures in a respiration model always improved
the model fit (indicated by R, MAE, and NSE; Figure 6). The Taylor diagram representing
the model performance demonstrated that the modified models matched the soil efflux
observations well. The correlations between the observed and modeled results were close
to 0.84 for the base models, 0.9 for model modification A, and 0.92 for model modification
B. The simulation results of the modified models exhibited higher standard deviation
values than the base model, but those of models 5B and 9B were closer to the standard
deviations of the observation data. The mean absolute error decreased from 0.73–0.79 to
0.57–0.66 µmol/m2/s and 0.52–0.59 µmol/m2/s after applying model modifications A
and B, respectively (Figure 6b). Soil respiration model 7B exhibited the lowest MAE of
0.52 µmol/m2/s. This indicates that model–data disagreement can be largely reduced by
using soil temperature-dependent model parameters instead of a fixed value. Site-specific
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and non-stationary model parameters are important in regional simulations of carbon
fluxes [17,71].

4.3. Apparent Temperature Sensitivity Coefficient, Q10

Soil respiration models generally apply a fixed Q10 coefficient as the power function
between soil respiration and temperature [13]. In addition to the temperature sensitivities
of the enzymatic affinity to the substrate and the diffusion of the substrate to the enzyme,
the supply of substrate via active translocation can covary with the temperature and the
season [72]. The apparent Q10 of soil respiration may be the sum or product of various
responses to the increasing temperature. Other studies indicated that Q10 varies between
ecosystems and across temperature ranges, which may be because the various components
of soil respiration have different temperature sensitivities [73,74].

We also examined the apparent temperature sensitivity (described by the Q10 coeffi-
cient; Equation (3)) of the soil respiration models (Table 1). We applied the method used
in previous studies to determine the Q10 values [75,76] for each model by dividing the
predicted values across a 10 ◦C range. For example, Q10 for 5 ◦C was computed as soil
respiration at 15 ◦C divided by soil respiration at 5 ◦C. The Q10 values depend on the con-
trolling temperatures [66,77,78], and the dependencies of the Q10 values on air temperature
for the base models are shown in Figure 7a. According to the definitions (Table 1), Q10 does
not depend on temperature for models 2 and 3, with values of 1.64 and 1.68, respectively.
The changes in Q10 with increases in air temperature obtained for the Arrhenius model
(model 4) were lower than those for all the other models. The simulations conducted using
models 5–9 demonstrated a gradual decrease in Q10 from 2.18–2.48 at 0 ◦C to 1.38–1.49
at +20 ◦C. The average Q10 values were low (1.64–1.68) for models 2, 3, and 4, moderate
(1.89–2.02) for models 1, 5, 7, and 8, and high (2.11 and 2.44) for models 6 and 9. The linear
model (model 1) exhibited an extremely high apparent temperature sensitivity coefficient
at low air temperatures (line 1 in Figure 7).
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Figure 7. Relationships between the apparent temperature sensitivity, Q10, and air temperatures (Ta)
for base models 1–9 and their modifications, A and B.

The explicit temperature dependence of the temperature sensitivity coefficient
(Equation (1)) implemented in model modification A increased the variability of the Q10
values. The average values of Q10 for the models with modification A were 2.5% (model 1A)
to 22.9% (model 5A) higher than those for the base models, excluding models 7A and 7B,
where the average Q10 values decreased by 9.6% and 4.8%, respectively. The apparent
temperature sensitivity values under negative air temperatures were high for models 1,
6, 9, 4A, and 5A. The Q10 values for air temperature ranging from +2 to +10 ◦C were
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lowest for all the studied models as the explicit changes in temperature sensitivity during
the growing season correlated with changes in soil temperature. Model modification B
smoothed the shape of the temperature dependencies of the Q10 values. The average values
of Q10 were comparable to those obtained for model modification A, excluding model 4B,
which exhibited 8.3% lower Q10 values, and model 9B, which exhibited 9.6% higher Q10
values. The average Q10 values were low (1.72–1.83) for models 3B, 4B, and 7B, moderate
(1.90–2.05) for models 1B, 2B, and 8B, and high (2.32–2.65) for models 5, 6, and 9. The Q10
value of the model with the best performance (logistic model 7B) was 1.78 ± 0.12 and did
not significantly vary with changes in air temperature (Figure 7c).

It is important to note that Q10 values calculated using various models did not sig-
nificantly differ for an air temperature range from 10 to 20 ◦C, and they are comparable
with estimations obtained in other studies. For example, Q10 estimated in a clear-cut in the
Southern Taiga was about 2.21 [79]. Q10 values for ecosystem respiration were in a range of
2.36 to 2.61 for an alpine meadow ecosystem of a permafrost site on the Qinghai-Tibetan
Plateau, and warming increased the Q10 values [33]. Q10 values ranging between 1.63 and
1.74 were obtained for semiarid, temperate-climate grassland in Inner Mongolia, depending
on the fertilization system [48]. Contrary to previous findings, Mahecha et al. [23] suggest
that the Q10 is independent of mean annual temperature, does not differ among biomes,
and is confined to values around 1.4 ± 0.1. Several authors have empirically noted that
Q10 declines with the increasing temperature, with a particular focus on respiration [35,73].
Schipper et al. [80] explained the raised Q10 at low temperatures using macromolecular
thermodynamic theory. The observed increase of the apparent temperature sensitivity,
Q10, at temperatures of about 0 ◦C was likely related to the intensification of the soil
respiration during freezing–thawing events [81,82]. Davidson et al. [32] speculate that
apparent Q10 values of respiration that are significantly above about 2.5 probably indi-
cate that some unidentified process of substrate supply is confounded with the observed
temperature variation.

Our findings suggest that the apparent Q10 sensitivity coefficient can widely vary and
depends on the temperature sensitivity model used. The Q10 model does not reflect the
actual relationships between soil respiration and temperature. The apparent Q10 values
must be carefully interpreted, particularly with respect to soil respiration.

5. Conclusions

The modified soil CO2 efflux models calibrated using observation data allowed us to
estimate the net growing season carbon emissions. Soil respiration modeling demonstrated
that the apparent temperature sensitivity coefficient significantly varied. Soil respiration in
Equation (1) represents the fast response of respiration to environmental characteristics.
The revealed relationships between soil respiration parameters and soil/air temperature
(Figure 1) were characterized by slow long-term processes in microbial biomass develop-
ment [9,29,83]. The fast and slow responses of soil respiration contribute to the pulsed
behavior [17]. However, a high soil temperature often coincides with low moisture availabil-
ity, which confounds the response of soil CO2 efflux to temperature [50]. The goodness-of-fit
(RMSE, MAE, NSE) of the models suggested that the modified models can be used to esti-
mate CO2 effluxes from soils and provide a better understanding of the contribution of the
soil ecosystem to the carbon cycle in urban environments. According to the efficiency of
the models, the best equations describing the soil respiration fluxes were the exponential
and logistic models with linear dependencies of the model parameters on soil temperatures
(models 3B and 7B). The base models underestimated the maximum soil effluxes, but this
bias was reduced by model modifications. The aspects of the environmental control of
soil respiration highlighted in this study, particularly the joint effects of soil temperature
and the shape of the temperature response function, may aid the future development of
mechanistic models for the responses of soil to global warming.
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Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/land12050939/s1, Figure S1: NSE coefficient for models’ modification B at
various combinations of governing temperatures T2 and T3. Figure S2: Relationship of observed (SR_obs)
CO2 soil effluxes and model residuals (SR_res) with modeled effluxes (SR_mod) and air temperatures
(Ta) for base and modified models.
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