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Abstract: Low-Code Development Platforms (LCDPs) empower users to create and deploy custom
software with little to no programming. These platforms streamline development, offering benefits
like faster time-to-market, reduced technical barriers, and broader participation in software creation,
even for those without traditional coding skills. This study explores the application of LCDPs in
Precision Agriculture (PA) through a systematic literature review (SLR). By analyzing the general
characteristics and challenges of LCDPs, alongside insights from existing PA research, we assess
their feasibility and potential impact in agricultural contexts. Our findings suggest that LCDPs can
enable farmers and agricultural professionals to create tailored applications for real-time monitoring,
data analysis, and automation, enhancing farming efficiency. However, challenges such as scalability,
extensibility, data security, and integration with complex IoT systems must be addressed to fully
realize the benefits of LCDPs in PA. This study contributes to the growing knowledge base in
agricultural technology, offering valuable insights for researchers, practitioners, and policymakers
looking to leverage LCDPs for sustainable and efficient farming practices.

Keywords: no code development platform; low code development platform; precision agriculture;
software engineering; systematic literature review

1. Introduction

Precision farming or Precision Agriculture (PA) is a farming management concept
that relies on the use of advanced technology and data-driven approaches to optimize
agricultural practices, reduce input, improve yield, and reduce environmental impact [1–3].
PA is crucial for addressing the growing global need for increased food production while
maintaining environmental responsibility [4]. It maximizes resource utilization through ad-
vanced technology and automation, reducing waste and boosting efficiency [5]. As remote
sensors and GPS are used significantly in PA, it could tailor IoT applications for agriculture,
providing real-time insights to farmers [6]. However, challenges include the high cost of
technology, the need for skilled personnel, and complex data management [7,8]. Despite
these obstacles, PA offers significant benefits, particularly in the face of climate change,
by optimizing resource usage and ensuring sustainable agriculture [1]. Overcoming these
challenges is essential for harnessing its full potential and achieving a balance between
productivity and ecological preservation [3,4,9].

Software plays an important role in PA in achieving these goals using software for
real-time monitoring, data analysis, and automation [6,10]. As a result, PA is experiencing
a growing reliance on software [11]. However, software development in PA is not always
trivial. PA increasingly demands smart, complex, and interconnected systems. These typi-
cally involve heterogeneous software ecosystems ranging from embedded or on-premise
software to cloud services [11]. The complexity of the agricultural settings with high
variability in physical and environmental factors [2], the need for specialized knowledge
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from different fields of expertise (which are typically far from software development) [12],
the complex network of stakeholders with interdependent yet distinct and sometimes com-
peting interests [11], and the high cost associated with traditional development, present
significant challenges in PA [12].

To cope with these challenges, there is a growing need for higher abstraction in pro-
gramming that allows for a more declarative and accessible software development [13].
Low-Code Development Platforms (LCDPs) provide indeed a solution for this problem by
providing visual interfaces and pre-built components that simplify the software develop-
ment process. These platforms enable users, including those with limited programming
experience, to create customized applications rapidly, making software development more
accessible to a broader range of professionals, including those in PA [14]. The integration
of LCDPs with PA thus holds significant promise, particularly in overcoming the technical
barriers that have traditionally hindered the adoption of advanced software solutions in
agriculture [15]. By reducing the need for extensive and dedicated coding knowledge,
LCDPs can empower agricultural stakeholders to develop and deploy software applications
tailored to their specific needs in PA [16,17]. However, the application of LCDPs in PA
by itself is also not without its challenges [18,19]. Issues such as scalability, extensibility,
data security, and integration with complex Internet of Things (IoT) systems remain critical
hurdles that must be addressed to fully realize the potential of these platforms [6,20–22].

While several studies have examined the aspects and challenges of LCDPs, few have
directly addressed their application. This study explores the feasibility of using LCDPs
in the PA domain through a systematic literature review (SLR). Initially, the review takes
a broad approach to understand the general characteristics and challenges of LCDPs,
synthesizing these findings. Concurrently, it identifies key insights from existing studies on
PA and those explicitly linking PA and LCDPs to derive lessons for their applicability in the
PA domain. This study adds to the expanding knowledge base on agricultural technology,
providing valuable insights for researchers, practitioners, and policymakers aiming to
leverage LCDPs for sustainable and efficient farming practices.

The paper is further organized as follows: Section 2 describes the research method-
ology and the literature review process. Section 3 describes the results of the SLR giving
answer to the research questions. Section 4 presents the discussion and explains the
threats to validity of this research. Section 5 presents the related work dedicated to LCDPs.
In Section 6, the conclusion for this research is given.

2. Methodology

In this section, the research methodology will be explained. For this research, we
adapted the SLR methodology of [23], as outlined in Figure 1. We have used a similar
approach in our previous work, in [24,25], to tailor it for the investigation of software
engineering literature, as well as other domains, as in [26,27].

Figure 1 illustrates the steps that were taken during this research. The research
questions were identified in step 1 (Table 1), and the search technique and consequent
search strings that were determined in step 2. The sources to search (step 2.1) and the
choice of search terms (step 2.2) were incorporated in the formulation of the search protocol
(step 2) (Table 2). The search technique was described as an iterative procedure in which
the results of one search string were utilized to modify the next. This will be covered in
further detail in Sections 2.1 and 2.2.

In step 3, we outlined the standards of the selection criteria (Table 3) by which we
chose the primary studies by performing study selection (step 3.1). The selection criteria
will be further explained in Section 2.3.

In step 4, we used the quality assessment criteria, and evaluated the search results in
step 4.1. The selection criteria for the quality assessment are visible in Table 4, and will be
further explained in Section 2.4.

In step 5, we developed a standardized data extraction form to retrieve key data from
the chosen papers. This was an iterative process in which we used the research questions
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as our baseline with adjustments made by performing data extraction, and by integrating
this into the extraction form in step 5.1. The data extraction form will be further explained
in Section 2.5.

In step 6, the procedures for data synthesis and analysis were developed. We collected
the papers, which we used to conduct a thorough analysis. As a qualitative assessment
methodology, this evaluation was conducted with a summative content analysis approach.
Research employing a summative approach to qualitative content analysis begins by
identifying and quantifying the occurrence of these specific content or concepts in text to
understand the larger context in which these data are used [28]. We used this approach to
identify concepts, themes, and patterns about LCDPs in academic literature. Thereafter,
the collected data are used for the exploration of theoretical claims regarding LCDPs. This
qualitative approach refers to the content analysis, interpretation, and discovery of the
underlying meanings of these identified concepts in our study after synthesizing the data
extraction results in step 6.1 [28]. This will be further explained in Section 2.6. The data
were synthesized, and the discussion was outlined with the final results in step 7.

Figure 1. SLR process used in this study.

2.1. Definition of Research Questions

Table 1 shows the research questions that are identified with the aim. As can be seen
from the research questions, we wish to identify the literature on LCDP and focus on its
objectives and challenges for PA. We will discuss the exploration into the development and
application of LCDPs specifically designed to meet the unique challenges and requirements
of precision agriculture. To answer the research questions, an SLR process is used to
integrate these LCDP results in the literature with PA. Furthermore, this research efforts to
inform the continuous development and refinement of LCDPs by analyzing the methods
provided to address challenges and exploring future perspectives. Finally, this thorough
examination of LCDPs will allow researchers, practitioners, and decision-makers to acquire
a better grasp of the existing environment, discover possible applications in their respective
domains, and make informed choices about the adoption and use of LCDPs.



Land 2024, 13, 1758 4 of 31

The first research question (RQ1) is answered by determining the LCDP features in
the academic literature. The second research question (RQ2) is addressed by identifying
the objectives indicated in the studies where the LCDP is used (RQ2). Concerning the third
question, we determined the objectives for LCDPs specifically in PA (RQ3). We obtained a
better knowledge of the challenges (RQ4) through posing the fourth question. Lastly, we
aim to explore future directions for LCDP regarding the literature (RQ5).

Table 1. Research questions of this study.

RQ Question Aim

1 What are the identified
features of LCDPs?

The aim is to identify and compare existing LCDPs
capabilities and suitability for a particular development task

2
What are the objectives
of LCDPs described in
scientific literature?

The aim is to identify the specific goals and purposes for
which LCDPs are employed in different software development
projects and settings.

3

To what extent
are the identified
LCDP objectives and
features applicable
for PA?

The aim is to gain understanding in the agricultural industries
and technical application of LCDPs implemented across
the PA domain.

4

What are the challenges
that have to be
overcome for LCDPs
in PA?

The aim is to identify and define the obstacles, difficulties, and
deficiencies that arise during LCDP adoption in PA.
Furthermore, this question aims to understand and
emphasize the techniques, best practices, and suggestions
provided in academic research to address the challenges
identified.

5
What are the future
directions for LCDPs
in PA?

The aim is to explore potential developments and trends in
LCDPs and provide insights on where the technology may be
advancing for PA.

2.2. Search Protocol

We conducted a thorough search of the literature in the following high-quality digital
libraries: IEEE Xplore, ACM Digital Library, Wiley Interscience, Science Direct, and ISI Web
of Knowledge, to be able to respond to the research questions outlined in the previous sec-
tion (Table 1). This choice is based on the sources employed in other SLRs, including [24,25],
and is reported to achieve a good coverage of the existing literature. Research on LCDPs is
rather recent; therefore, findings were limited to the last ten years only. Consequently, our
analysis encompassed a review of the literature spanning the past 10 years (2013 to 2023).
Journal, conference, and workshop papers were the papers’ intended sources. Both an
automated search and a human search were conducted to yield as many pertinent results
as feasible. With the aid of search terms from the aforementioned sources, an automated
search was carried out. By looking through the list of references of the publications that the
automatic search turned up, a manual search was carried out. Although the search string’s
syntax varied depending on the source, it generally came down to its essence:

(no code OR low code AND platform)
AND (EXCLUDE(PUB YEAR before 2013))
We intentionally used the term ”platform” in our study, after obtaining results from

the iterative search, for various compelling reasons that correspond with our research
aims. We found many articles in the literature that used ‘low code’ approaches where code
was written to solve individual software use cases, whereas our goal was to identify and
focus on the body that provided the framework for predefined low-code development.
The term “platform” has been established in the industry to define entire environments or
frameworks containing a variety of tools, components, and services for specific purposes.
This choice was motivated by the fact that the term “platform” is widely recognized and
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used in the technology domain, particularly in the context of software development and
related services. The research questions in this study delves into various components of the
LCDP environment, as shown in Table 2. It was apparent that the term “platform” implies
a more extensive and diverse environment for software development and maintenance.
Since our study addresses the broader foundation and framework for the usage of low code,
which includes integration with additional components, third-party services, and developer
communities, the term “platform” provided the highest rate of articles that are clarifying
and specifying our research scope.

Table 2. Overview of the search query results and the selection process.

Sources After Automated and
Manual Search

After Applying
Selection Criteria

ACM Digital Library 42 9
IEEE Xplore 42 20
Science Direct 121 1
Scopus 141 22
Wiley Online Library 26 0
Manual search 33 8
Total 405 60

Total after removing duplicates 44

The search string results are shown in the second column of Table 2, and the total
number of studies acquired by performing the search query was 405 studies. The search
was performed in the month of January 2023. The database with the greatest number
of studies provided was Scopus (141 studies), while the one with the fewest was Wiley
Online Library (26 studies). This study used both an automated search and a manual
search to locate as many potential studies as possible. The search was performed manually
by looking through the reference lists of potential studies that were found by automated
search (also known as the backward/forward snowballing technique). After using the
snowballing method, and after eliminating duplicates, 60 articles were collected, which are
represented in Table 2.

2.3. Selection Criteria

The search string was defined broadly. This was purposeful, to give the search phrase
a wide reach to find any possibly intriguing study. Due to the wide scope, there were
several papers, which we sorted using the criteria shown in Table 3 to choose the most
pertinent ones. The number of publications was reduced to 44, along with the papers found
via the manual search, by applying the selection criteria manually first by studying the
study’s title and abstract. Secondly, the whole article was located, read, and selected based
on the selection criteria to reduce the number of publications to 37 with higher reliability
and content validity.

Table 3. List of selection criteria.

Selection Criteria

1 Papers that do not have full text available
2 Papers not written in English
3 A duplicate publication that was found in multiple sources
4 Papers that are brief (less than 4 pages)
5 Papers that do not relate to software development
6 Papers that do not relate to low code development platforms
7 Papers that do not validate the proposed study
8 Papers which are experience and survey papers



Land 2024, 13, 1758 6 of 31

2.4. Quality Assessment

In this step, we evaluated the quality of 44 studies before proceeding with the data
synthesis process. This evaluation was incorporated into the data extraction phase and
involved applying the quality criteria outlined in Table 4 to the studies. These criteria
were based on established quality instruments and were adapted from [23] and other SLRs.
The quality assessment was intended to rank the studies based on the overall quality of their
final products and used a three-point scale (yes, partial, no) for each criterion encountered
during the process. Additionally, we considered excluding any studies that scored less than
4 out of 8 points. In essence, these criteria cover the fundamental components of a sufficient
value of the primary studies, such as clear aims, well-defined methodology, thoroughness
in addressing research questions, and effective communication of results and conclusions.
By requiring a minimum of 4 points, we ensure that the articles evaluated satisfy at least
half of these important requirements; therefore, enhancing the quality and reliability of the
primary studies. By establishing these criteria, a study can obtain minor shortcomings for
our purposes in some categories while still being considered a meaningful contribution.
This balanced approach recognizes the complexities of research quality while upholding a
norm that involves the dissemination of reliable findings.

However, as shown in Figure 2, 37 of the 44 primary studies we analyzed scored
higher than the minimum required score on the assessment. The dotted orange line in
Figure 2 shows the studies that scored lower than the score of 4 and thus were excluded. In
total, 7 studies were excluded. Five of the papers we excluded were exceptionally brief,
containing fewer than 6 pages. While concise papers can potentially be valuable in certain
contexts, these articles were determined to be deficient in depth and sufficiency across
multiple evaluation criteria, especially in terms of adequate research process documentation
(criterion 4) and the presentation of negative findings (criterion 6). Two more articles were
excluded due to insufficient detail in clarifying their scope and conclusions, making it
difficult to comprehend the significance of their contributions to our study. Combined with
the shortcomings in their overall evaluation criteria, this led to the exclusion of these studies.
In total, 37 studies were included in the data extraction phase.

Figure 2. Quality score distribution of the selected studies.
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Table 4. Quality assessment criteria.

Question Yes
(1)

Partial
(0.5)

No
(0)

1 Aims clearly stated
2 Scope and context clearly defined
3 Variables valid and reliable
4 Research process documented adequately
5 All study questions answered
6 Negative findings presented
7 The main findings clearly stated
8 Conclusions relate to the aim of the purpose of the study

2.5. Data Extraction

The 37 primary studies ought to be carefully analyzed in order to provide answers
to the research questions. To be able to gather and retrieve all necessary data from those
studies, a data extraction form was created. Iterative design was used to create the data
extraction form. In order to develop the data extraction form, we first randomly chose a
number of articles and thoroughly read them. The initial data extraction form was then
used to extract data from other selected articles. If it was discovered that the form did not
yet include all the information, it was altered, and the updated form was applied to all
the articles iteratively. The title of the study, the authors, the year of publication, and the
publication venue are general components that are included in our final data extraction
form. The extraction form also includes specific details that directly address the research
questions, such as the type of article, the technical and industry domains that were targeted,
the stakeholders, the motivation behind the study, the LCDPs that were identified with
their objectives and features, the metrics used to evaluate those LCDPs, the challenges,
suggested solutions, and the potential future research areas.

2.6. Data Synthesis

For the data synthesis, we used a summative content analysis. This is a data collection
approach used for discovering the presence of certain words, themes, or concepts within
qualitative data to explain a phenomenon, either inductively or deductively [28]. The pro-
cess of identifying and arranging qualitative data to find themes is known as coding. We
employed an inductive coding strategy without a predefined code frame. For classifying
the various concepts, we utilized flat code frames, and for structuring the feature diagram,
we used hierarchical code frames. We maintained our code frames responsively to ensure
they could be adaptable to our iterative approach, and we made sure that while construct-
ing codes, they covered balanced information. Balanced information indicated that the
labels were covering not too much or too little information.

As described in the study of [29], coding can be performed for 3 different content
types in the content analysis approach. Manifest, latent pattern, and projective content
types require different coding. ‘Manifest’ content analysis is the process of searching for
discrete elements and the occurrence of a specific content in textual material. In our study,
we manifest the content of the LCDPs’ characteristics by looking at what is mentioned in
the primary studies. This was used in research question 1. For other research questions,
the identified codes had to be placed in context by identifying patterns in these findings,
what is called ‘latent pattern’ content coding. For categorizing the codes used in research
questions 2 to 8, there was interference needed for recognizing a pattern in elements.
Therefore, latent pattern type coding was used. If we look at the timing of defining the
codes with this approach: keywords were identified before and during the data analysis
to support the development of codes. These codes are derived from our experience and
review of the literature. In summary, we implemented and used this ‘latent pattern’ content
type coding on our unique set of data, including the targeted domains, objectives, identified
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stakeholders, metrics, features, challenges, solutions that have been presented, and future
research directions proposed in studies.

Our objectives with this technique were to identify and comprehend themes, patterns,
and links in the usage of LCDPs. Furthermore, we wanted to investigate how these data
might be used to support theoretical claims made in research regarding LCDPs and to
quantify these qualitatively gathered patterns and themes [28]. Our goal of content analysis
is to manifest content by investigating in objective and discrete content characteristics of
LCDPs and developing latent content coding categories with recognizing patterns in these
identified characteristics.

To establish validity, the designer of the content analysis delivers a coding scheme
that can guide readers in the analysis of the content [29]. Additional tables are provided in
the results section with our understanding of the ‘grouped’ concepts and their concerns to
make the findings of the data synthesis easy to understand and create the possibility for
discussion. Furthermore, defining the ‘grouped’ concepts leads to narrowing down the
degree of interpretation within these concepts. This increases the accuracy of the coded
data what enhances the reliability. After the data synthesis, charts were used to illustrate
and present the information that was generated.

Table A1 presents an overview of the articles that were selected for this SLR. The re-
search query resulted in these 37 papers, in addition to these we have also considered the
relation to PA and these papers are explicitly referred to in the discussion section.

3. Results

In this paper, we have reported the outcome of a thorough SLR, were we provided
answers to the research questions 1 to 5. These research questions are presented in the
methodology section in Table 1. The first observation of the SLR was that there is a scarcity
of LCDPs used in PA, although it can provide benefits. In this following section, we
focus on the key objectives and challenges related to PA. Since there are no precedents in
research on the development and application of LCDPs specifically suited to the particular
challenges and demands of agricultural software development, we will pave the way for
future research of LCDP towards PA. We will focus on the potential of these objectives
mentioned in the SLR. Furthermore, we will use the identified challenges in the primary
studies to recognize the particular challenges of agricultural software development. Lastly,
we will point out further research directions towards PA, to pave the way for future research
to foresee these challenges.

The outcomes of the domain modeling phases of the primary studies will be discussed
in this section. Every subsection will cover the findings of the primary studies focusing on
the given research question particularly.

3.1. What Are the Identified Features of LCDPs?

LDCPs provide a wide range of features that can be classified into a number of different
categories and each addresses important elements of the software development process.
Assessing an LCDP’s capabilities and suitability for a particular development task requires
an understanding of these classifications. The classifications of these features are explored
in depth in this section, giving information about the broad range of capabilities offered
by LCDPs. In this section, we will further develop and deepen this framework using a
bottom-up approach, evaluating the primary studies. We will build further to the work
of [30], considering the features of the eight recognized LCDPs

Therefore, we will highlight and describe the features below. Among all the features
we have analyzed in this paper, we identify a new top-level feature: AI and machine
learning. Visible in the feature diagram (Figure 3) is how these features related to each
other in the sublevel features.
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Figure 3. Feature diagram of LCDP and the identified sub-features in the primary studies.

3.1.1. Graphical User Interface (GUI) Features

The GUI capabilities of low-code development platforms are essential in making soft-
ware development an approachable, productive, and collaborative process [31]. With the
help of these features, developers can lessen their reliance on manual coding by designing
user-friendly interfaces, data input forms, producing proficient reports, and managing data
effectively. A deeper understanding of the potential of GUI features is crucial for businesses
looking to streamline their software development processes and provide their users with
high-quality applications as the adoption of LCDPs keeps expanding [32].

Drag-and-Drop Tools

The availability of drag-and-drop tools is one of the GUI category’s notable
characteristics [30]. Drag-and-drop tools belong to GUI, since users interact with these
graphical components such as icons, buttons, folders, and menus to manipulate commands
and run software code. By simply dragging and dropping elements onto a canvas, these
tools enable developers to create application user interfaces [33]. Rapid prototyping and
iterative design processes are made possible by this feature, which significantly reduces the
need for manual coding [34]. In addition to speeding up development, it also promotes UI
design experimentation and creativity [35].
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Forms.

In a wide range of applications, forms are a fundamental part of user interaction.
Developers can create and customize forms in LCDPs without diving into complex code
due to the form-building features integrated into the GUI. Because of this, developers are
better equipped to create data input interfaces, from straightforward data collection forms
to intricate user registration and data entry forms [36].

Advanced Reporting Tools

In applications where data analysis and visualization are necessary, robust reporting
capabilities are vital. Developers can create reports that are both visually compelling and
insightful due to the advanced reporting tools identified within LCDPs’ GUI. Making
the data easy to understand, this not only improves the user experience, but also gives
decision-makers valuable insights from the application’s data [31].

3.1.2. Business Logic Specification Mechanisms
Visual Code Export/Import

Even in low-code environments, developers can benefit from being able to see and
manipulate code within the GUI [37]. The platform’s underlying code can be viewed and
modified by developers due to features for exporting and importing visual code. This
makes it easier for advanced users to customize the code while still maintaining the benefits
of low-code for those who prefer a visual approach.

Visual Modeling Tools

Tools for visual modeling provide a high-level illustration of the logic and structure of
an application. With the aid of these tools, developers can build visual representations of
intricate workflows and connections within an application [34,38]. In addition to stream-
lining the design phase: this high-level illustration of the logic with the visual modeling
approach can also serve as documentation for the application’s architecture [37].

Visual Language Interface

A prominent trend in LCDPs is the use of a visual language GUI. It enables program-
mers to convey application logic through the use of visual components, sometimes in the
form of flowcharts or diagrams [31]. This method makes the behavior of the application
more understandable and accessible to stakeholders that are not technically inclined, such
as business analysts or project managers [39,40]. A visual drag-and-drop interface advances
the drag-and-drop idea by enabling developers to visually integrate and configure intricate
functionality. Intricate coding activities like process automation or interaction with external
services are abstracted by this feature into a condensed, graphical representation [41].

3.1.3. Interoperability Support

Support for interoperability and blockchain integration capabilities give developers
the tools they need to make flexible and innovative applications. These applications can
interact with a variety of external services and conveniently incorporate data from various
sources due to these features. Access to external resources is made easier through API
integration, and effective data management is ensured by connectivity to data sources. Inte-
gration mechanisms standardize communication, lowering the complexity of development,
and data ingestion/ETL procedures guarantee the integrity of the data. The possibilities
of LCDPs are expanded into the world of decentralized technologies via blockchain in-
tegration features. This creates opportunities for decentralized apps, immutable records,
and trustful transactions. Developers can build apps in industries like finance, healthcare,
and supply chain where transparency and trust are crucial by utilizing the decentralized
characteristics of blockchain.
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Blockchain Integration

One of the distinctive characteristics of blockchain is its decentralized nature. Using
LCDPs, developers can use this feature by making applications that communicate with
decentralized networks. Study [42] mentions that this creates possibilities for applications
in various fields. For the purpose of establishing smart contracts and applications on
blockchain networks, LCDPs provide tools and resources. According to [42], “smart
contracts” are self-executing contracts with the terms of the agreement directly written
into code. With LCDPs, developers can design and alter smart contracts to match the
particular needs of their applications. The flexibility and adaptability of applications in
blockchain ecosystems are improved by this capability. To ensure trust and immutability,
developers can use these characteristics to install applications on blockchain systems
securely and transparently.

API Integration

Through application programming interfaces, LCDPs provide the ability to interact
with a wide range of external services [43]. With the use of this capability, developers
can link their applications to a variety of services, such as cloud storage providers and
third-party application software [43,44]. As a result, applications become more adaptable
and able to use resources from external resources [31,45–47].

Integration Mechanisms

The techniques and protocols that allow seamless communication between various
software services and components are referred to as integration mechanisms. In order to
simplify customized integrations, LCDPs provide predefined integration techniques [48].
As a result, applications’ effectiveness and connection are improved by enabling relatively
easy interaction with external systems [49,50].

Data Source Connection Features

Effective data management often involves aggregating data from disparate sources.
LCDPs facilitate developers to connect to different data sources, giving them access to
manipulation and management of data [30]. These systems offer the essential connectors
and protocols for effective data retrieval, regardless of whether the data are kept in on-
premise databases or the cloud [48,51].

Data Ingestion and ETL

For data preprocessing and integration, Extract, Transform, Load (ETL) procedures are
essential [52]. Developers can manipulate and transform data before incorporating it into
applications by using the tools for data ingestion and ETL provided by LCDPs [53]. This
function streamlines the management of data and ensures that applications have access to
accurate and reliable data [54].

3.1.4. Security Support

The extensive security capabilities built into LCDPs demonstrate their dedication to
offering secure environments for development and deployment.

Security Infrastructures and Authentication Mechanisms

To protect user identities and data when they interact with the application, authenti-
cation mechanisms, and security protocols act as strong protective layers [34,55,56]. User
access control infrastructures give developers the ability to specify certain user privileges,
improving security and upholding the principle of least privilege. Additionally, secu-
rity tools like intrusion detection, vulnerability assessments, and encryption actively spot
and reduce security risks, enhancing the application’s resistance to threats [43,49]. Data
integrity and regulatory compliance are strengthened by data table security and access
control mechanisms, which make certain sensitive data remains private and unaltered [57].
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3.1.5. Emerging AI and ML Features

Due to their capacity to automate processes, improve user experiences, and enhance
decision-making, artificial intelligence (AI) and machine learning (ML) features in low-code
development platforms are becoming increasingly significant. These features make use of
AI and ML algorithms to accelerate up application development and give both expert and
citizen developers the tools they need to produce intelligent, data-driven applications.

Voice Support

Voice support is a feature that allows developers to interact with the LCDPs using
natural language and voice commands [58]. This feature can involve query interpretation,
voice-activated code generation, and development environment navigation [34]. For de-
velopers who may favor spoken commands to traditional typing, voice support improves
accessibility and expedites development tasks [53].

AI-Based Code Completion

Machine learning techniques are used in AI-based code completion to predict and offer
code snippets, function names, and variable names as programmers type [58]. This feature
has the potential to substantially boost developer productivity. It promotes consistency and
accuracy in the code.

Syntax Highlighting

As developers type their code, AI-powered syntax highlighting may automatically
find and indicate any syntax faults or problems. For developers who are less skilled in
coding, it offers real-time feedback that makes it relatively simpler for them to see and fix
errors [58].

Deep Learning Integration

Without having any prior knowledge of neural network architecture, deep learning
integration enables developers to integrate deep learning models, such as neural networks,
into their applications. Building AI-powered programs that use image recognition, natural
language processing, and recommendation systems is rendered more straightforward using
it [48,59].

Automated Machine Learning (AutoML)

AutoML is a feature that automates the process of building, training, and deploying
machine learning models. The difficulties in creating ML models are abstracted. AutoML
can be used to build ML models that fit to particular business demands by non-data
scientists and developers with modest machine learning (ML) skills. Model deployment,
model selection, and hyperparameter tuning are among the features that AutoML typically
has [59].

Geospatial Intelligence

AI and ML are leverage geospatial intelligence features to process and evaluate ge-
ographic data. This makes it possible to create location-aware software like mapping,
recommendations based on a user’s current location, and route optimization [48].

AI-Supported Applications

Developers can integrate pre-built AI components or modules into applications using
LCDPs that support AI. These elements might include, among others, chatbots, sentiment
analysis, image and speech recognition. Without considerable AI expertise, developers can
use AI capabilities [48,59].
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Recommendation Systems

Recommendation systems in low-code platforms use AI algorithms to provide devel-
opers with intelligent suggestions and recommendations during the development process.
These recommendations can range from suggesting the most appropriate data sources to
offering code snippets or design patterns based on the developer’s context [49,53,58].

3.1.6. Scalability Support
Scalability on Data Traffic

A fundamental part of software development is data management. LCDPs facilitate
data management through features like event management, data preprocessing, and data
monitoring [37]. These tools allow users to ensure the accuracy and security of data while
allowing them to extract useful information from a variety of data sources. Data access
is streamlined by integration with external systems and APIs, which makes it a crucial
component of the LCDP ecosystem [44].

3.1.7. Collaborative Development Support

The collaborative development models used by LCDPs reflect the changing dynamics
in modern software development teams. Different scenarios can be accommodated by
online and offline collaboration options, encouraging efficient teamwork and project com-
pletion. Versioning improves the overall development process by managing code changes
and streamlining conflict resolution, ensuring project integrity [37].

Developer Hubs

Developer hubs serve as platforms for knowledge exchange, encourage an environ-
ment of community, and offer developers useful resources. They support developers in
mastering the LCDP environment and encourage continuous learning. Mechanisms that
support innovation encourage developers to think creatively and try out novel concepts.
Idea generation is stimulated by brainstorming platforms and innovation challenges, which
in turn generates the creation of extensive applications.

Collaborative Documentation

Developers can work more effectively in teams and share knowledge when reusability
features like collaboration and documentability are included [60]. Multiple developers
can work harmoniously on projects through collaboration features, while documentability
serves as a valuable resource for understanding and reusing components effectively.

3.1.8. Reusability Support
Reusability Mechanisms

The effectiveness and consistency of application development are substantially affected
by reusability mechanisms in LCDPs. By offering reusable building blocks for different
application features, pre-defined templates, pre-built dashboards, built-in forms, pre-built
components, and workflows facilitate development [32,49,61,62]. This not only streamlines
development, but also guarantees consistency and quality in the design and functionality
of the applications [63].

3.1.9. Application Build Mechanisms
Development Tools and Feature Toggling

The functionalities that are included in code-related features are numerous. The quality
and performance of the generated code are ensured via code transpiling, correctness checks,
optimization, verification, and compilation [31,37,64,65]. Manual coding efforts are reduced
via code generation and automated code generation. The robustness of the application
can be verified by testing, which includes unit, integration, system, acceptance, regression,
performance, and security testing. Version control and feature management are improved
by feature toggling, killing, and rollback tools [66].
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3.2. What Are the Objectives of LCDPs Described in the Scientific Literature?

After conducting data synthesis, 15 primary LCDP objectives in total have been iden-
tified (Table 5). Providing abstraction mechanisms was the most mentioned objective in
the studies. In defining the objectives of the LCDPs, we investigated what the articles re-
ferred to as their objectives and research purpose rather than filling in additional objectives
ourselves. We emphasized looking into what has been set up as the main objectives for
the researched LCDPs in the primary studies. Simplifying software development, rais-
ing productivity, and speeding up deployment are other frequently mentioned objectives.
Figure 4 gives an overview of the identified objectives, Table 5 provides a comprehensive
summary of the definition of these classified objectives (domain scoping), and Table 6 gives
an overview of the primary studies that mentioned these objectives.

Figure 4. The identified objectives of the LCDP described in the literature.

A variety of LCDP objectives aim toward enhancing software development procedures
and making them cost-effective and user-friendly [67]. Although the precise focus of
these objectives differs, there are similarities in how they relate. Many of these goals
are connected in some way or another and reinforce each other. For instance, enhancing
collaboration and supporting digital transformation can both help streamline processes
and boost output [68], like how offering abstraction mechanisms and enhancing flexibility
can facilitate the simplification and quality improvement of software development [48,62].

Furthermore, many of these objectives can be accomplished using the same tools
and techniques. For instance, by utilizing graphical user interfaces (GUIs) and providing
abstraction mechanisms, citizen development can be facilitated, which attempts to enable
non-technical persons to construct and change apps [44]. At the same time, automation
tools can be used to reduce deployment time and improve scalability [66].

Lastly, many of these objectives are driven by a desire to enhance user experience
and increase accessibility of software development. Making software development more
accessible and inclusive can be accomplished through lowering entry barriers, supporting
specific types of tasks, and enhancing integration [36,41].

Overall, LCDPs encompass various objectives, with 15 primary objectives identified.
The most frequently mentioned objective is providing abstraction mechanisms. Many of
these objectives are interconnected and mutually reinforce each other. Most objectives
complement user experience. The various objectives of LCDPs share a common goal of
making software development more efficient, effective, and accessible. While there are
differences in their specific focus, they are all aimed at improving the software development
process, user experience, and delivering better solutions.
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Table 5. The identified objectives and their concerns regarding LCDPs in the literature.

No Objectives Concern

O1 Provide abstraction
mechanisms

With the use of LCDPs, developers can concentrate on higher-level functionality rather than detailed
implementation details. As an outcome, this simplifies the development process and reduces the time
required to build new applications, enabling users to focus on business value rather than technical
implementation.

O2 Simplify software
development

By offering pre-built components and integrations, visual modeling tools, and simplified coding
interfaces, LCDPs seek to streamline the software development process. This enables developers to
create applications with less complexity, improving the overall development process.

O3 Increase productivity

By providing a generative development approach that requires less coding and a shorter period to
create new applications with higher value, LCDPs seek to boost productivity. As a result, developers
may concentrate on tasks that generate higher economic returns like innovation, design, and
user experience.

O4 Reduce deployment time
By offering pre-built components and integration, LCDPs can shorten the time it takes for developers
to build and deploy applications. This reduces the time needed to develop and test new features,
enabling companies to release innovative products to market more quickly.

O5 Improve scalability

By supplying an environment where developers may quickly scale up or down applications in
response to shifting business needs, LCDPs seek to increase scalability. Because of this, businesses can
handle rising traffic and data processing demands without having to completely redesign
their applications.

O6 Enable citizen development

By giving non-technical users the tools and resources to build applications, LCDPs intend to promote
citizen development. For instance, an LCDP can offer training, intuitive instructions, guides and other
resources to help non-technical users become familiar with the platform and learn how to
build applications.

O7 Automate software
development

By offering automation mechanisms, automated testing, and deployment tools, LCDPs aim to
automate the production of software. This objective aims to automate various software development
processes, including code generation, testing, and deployment.

O8 Facilitate niche types of tasks

By offering pre-built components, combinations of features, tools, processes, and templates for
common business processes, LCDPs can support specific tasks and projects in application
development. This objective aims to support particular software development tasks, e.g., creating
e-commerce applications.

O9 Lower entry barrier
By enabling non-technical techniques to construct apps and minimizing the requirement for coding
skills, LCDPs seek to lower the entry barrier. Users can more easily construct their own applications
by using an LCDP, which can offer a visual interface for designing and configuring apps.

O10 Improve integration

By offering pre-built connectors and APIs for common business applications and services, LCDPs seek
to improve integration. With the use of various integration features provided by LCDPs, including
API integration, third-party integration, and data connectors, this objective intends to enhance the
integration of diverse software applications and systems to enable seamless data interchange and
communication. A low code platform might offer connectors for widely recognized CRM or ERP
systems, e.g., allowing users to quickly incorporate these systems into their applications.

O11 Reduce costs

By enabling organizations to create applications with greater speed and efficiency, LCDPs can help
businesses cut costs by eliminating the need for costly customized programming or third-party
developers. By giving organizations access to the various cost-saving tools provided by LCDPs, such
as shorter development times, streamlined development procedures, and lower development costs,
this objective aims to lower the cost of software development.

O12 Improve flexibility

Rapid prototyping and iteration are made possible by LCDPs to increase flexibility. A LCDP can make
it straightforward for users to update and modify their applications, add new features or integration,
and adjust to shifting business needs. By making it possible for developers to make changes quickly
and easily to their applications, this objective seeks to increase the flexibility of software development.

O13 Improve collaboration

With the help of the various collaboration features provided by LCDPs, such as real-time
collaboration, version control, and team collaboration tools, users can collaborate on the design and
development of apps, share feedback, and monitor progress in real-time. LCDPs can help improve
collaboration by offering a common platform for developers, business users, and other stakeholders to
develop applications more interactively.

O14 Improve quality

By offering integrated testing and debugging tools, LCDPs can aid in enhancing the quality of
software applications. With numerous mechanisms to enhance software quality, such as code reviews,
testing, and quality assurance processes, this objective aims to increase the quality of software
applications by lowering mistakes, defects, and other quality concerns.

O15 Optimize workflows

By streamlining and automating repetitive tasks, reducing manual effort requirements, increasing
workforce efficiency, LCDPs aim to optimize workflows. By eliminating manual work and automating
routine tasks, like data entry or approvals, and providing real-time visibility into the status of the
process, this objective aims to streamline and optimize business processes.
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Table 6. The LCDP objectives mentioned in the primary studies.

Study
Objectives Categories

O1 O2 O3 O4 O5 O6 O7 O8 O9 O10 O11 O12 O13 O14 O15

[54] x x x

[42] x x x x x

[45] x x x x x

[37] x x x x

[58] x x x

[34] x x x

[53] x x x

[50] x x x x

[59] x x x

[49] x x x

[48] x x x x x

[33] x x x x x

[69] x x x x

[60] x x x x

[66] x x x

[63] x x

[61] x x x

[70] x x

[41] x x x

[36] x x x x

[46] x x

[32] x x x

[47] x x x

[51] x x x

[57] x x x

[71] x x x x x

[43] x x x x x

[62] x x x x x

[65] x x x

[39] x x x

[38] x x x x

[40] x x x x

[35] x

[55] x x x x

[31] x x x

[44] x x x x

[56] x x
O1: Provide abstraction mechanisms; O2: Simplify software development; O3: Increase productivity; O4: Reduce
deployment time; O5: Improve scalability; O6: Enable citizen development; O7: Automate software development;
O8: Support specific tasks; O9: Lower entry barriers; O10: Improve integration; O11: Reduce costs; O12: Improve
flexibility; O13: Improve collaboration; O14: Improve quality; O15: Optimize workflows.

3.3. To What Extent Are the Identified LCDP Objectives Valid in the Context of PA?

We identified 15 objectives, as we described in Table 5. Since these objectives are
general, they can be valid in each domain. For PA, we will elaborate in this subsection on
the applicability and relevance of the identified objectives.

The increase in LCDP research reflects the interest in user-friendly and agile software
development. With the ability to build customized solutions that increase data-driven
decision-making, automation, and overall efficiency in agriculture, this trend strongly
correlates with PA. To optimize farming procedures, PA uses automation and data-driven
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decision-making [72]. PA software can be developed with the help of LCDPs to help
farmers make educated decisions about crop management, resource allocation, and yield
optimization, these platforms enable the rapid development of applications that gather,
analyze, and visualize agricultural data [73]. Researchers and practitioners in this field
should target the objectives of LCDPs.

Simplifying Software Development

The complexity and diversity of the agricultural domain must be taken into con-
sideration. Supply chain management, farm management systems, GIS, smart farming
applications, etc. are just a few examples of the diverse applications covered by agricultural
software development [74]. Each subdomain has its own set of operational challenges,
data structures, and requirements. Therefore, the absence of LCDPs specifically designed
for agricultural software development may be a consequence of the need for more spe-
cialized and customized methodologies to meet the demands specific to the agricultural
industry [75,76]. Applications that process large amounts of data from sensors, drones,
and satellites are crucial to PA [77]. LCDPs simplify the development of these applica-
tions, making them accessible to farmers and researchers with limited coding knowledge.
The development of data-driven tools for tasks like soil analysis, crop monitoring, and pre-
dictive analytics accelerates by decreasing complexity [21]. As described in [78], they built
a scalable cloud architecture to control the growth of crops and irrigation management.
As a result, farmers have a greater capability to make informed decisions, use resources
efficiently, and ultimately increase crop yields [10]. Furthermore, due to the variation in
field sizes, environmental conditions, and data volumes, the scalability of applications in
PA is essential. As these variables change, LCDPs provide the adaptability required to
scale applications up or down. As farms adopt more sensors and automated equipment,
this improved scalability ensures that PA tools can effectively handle the rising demands
of data processing. Ref. [79] indicates that the use and storage of data can be complex
using Farm Management Information Systems (FMIS). Precision farming depends on data-
driven insights, which must be accurate and timely [80]. These examples substantiate that
simplifying software development is essential for PA.

Enabling Citizen Development

Additionally, the objective for enabling citizen development is also applicable to
PA for education and training [81]. It makes use of e-learning platforms, knowledge-
sharing portals, and decision support systems to communicate information, best practices,
and specialist guidance to farmers, researchers, and extension workers [82]. Additionally,
the identified environmental domain in LCDPs can contribute to agricultural software
solutions with enabling citizen development. GIS applications for agriculture incorporate
spatial data, maps, and satellite imagery to improve decision-making. Data on resource
allocation, crop zoning, soil mapping, and land use can be analyzed and visualized utilizing
GIS software [83].

When it relates to technical areas, the emphasis on “business process management”
points out the value it can have on effective workflows in PA. Agribusiness processes like
inventory management, sales, and customer relationship management can all be made more
efficient through the use of LCDPs [84]. This will improve the productivity of agricultural
practices as a whole with enabling citizen development.

The LCDP literature also shows a substantial amount of interest in “machine learning”
and “software maintenance”. Enabling machine learning for citizen developers can be used
to analyze sizable datasets from sensors and satellites in the context of PA, giving insights
into crop performance and disease detection [85]. Particularly in remote and challenging
farm environments, making software maintenance more accessible is crucial to ensuring
the continuous functionality of agricultural applications.
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Providing Abstraction Mechanisms

In LCDPs, abstraction mechanisms allow users to work with higher-level functionali-
ties and components, which streamlines the development process. Through this simplifica-
tion, people with different technical backgrounds, such as farmers and domain experts, can
take an active role in software development. This collaborative approach fosters innovation
and drives the adoption of best practices. Furthermore, studies show that it is challeng-
ing to develop custom software solutions for PA that are cost-effective and economically
beneficial at the end [86,87]. Through the use of pre-built components, templates, and au-
tomation tools, LCDPs offer a solution by potentially lowering development costs. As a
result, a wider range of farmers, including those operating on a small scale or with limited
resources, may have easier access to advanced PA technologies [88]. The affordability of
these solutions encourages wider adoption of data-driven farming practices, benefiting the
agricultural industry.

Integration for Informed Decision-Making with AI and ML for Enhanced Decision Support

Integration of various data sources, including sensors, IoT devices, weather APIs,
and satellite imagery, is essential for PA [89]. LCDPs can help the field by providing
features for connecting to data sources, integrating APIs, and supporting interoperability,
which is mentioned as a challenge by [77]. Real-time data from various sources can be
seamlessly integrated into a centralized platform as a result. By gaining access to a holistic
view of their farming operations, farmers can make data-driven decisions about crop
rotation, fertilization, pest control, and irrigation [2,89]. The emerging AI and ML features
in LCDPs hold immense potential for PA. Machine learning algorithms can examine
historical data to provide insights such as optimal times for the planting process, early
disease identification through picture recognition, and automation of farm machinery [90].
Crop rotation techniques can be recommended by AI-driven recommendation systems
based on the soil conditions and past yield performance [91]. According to [90], these tools
enable farmers to make data-driven decisions that maximize agricultural productivity and
resource efficiency. The application of ML in PA has the potential to be supported and
improved by LCDPs.

Improved Collaboration for PA

It is discussed in the papers by [17,92] that collaboration platforms benefit PA software
development processes. PA must be advanced through collaboration between farmers,
agronomists, and researchers [93]. Collaboration tools in LCDPs make it feasible for var-
ious stakeholders to work together. Version control and real-time editing are just two
of the collaboration tools that LCDPs provide to encourage teamwork and knowledge
sharing. Improved collaboration makes it possible to incorporate knowledge from various
fields into applications for PA. To improve models, share data, and collectively address
complex agricultural challenges, farmers can work with experts and researchers [93]. Dif-
ferent LCDP characteristics can enhance communication between the identified stakehold-
ers. Agronomists and farmers can collaborate on data-collecting forms, analytics models,
and decision-support systems with other recognized stakeholders [94]. Version control
mechanisms also ensure that changes are tracked, and that decision-making is based on the
most up-to-date data available [66]. Reusability mechanisms enable productive workflows
to be standardized, enhancing the effectiveness and consistency of data collection and
analysis [60]. Therefore, LCDP features like development tools for improved functionality
present opportunities that can help PA [93]. PA applications can benefit from enhanced
functionality by leveraging code-related aspects in LCDPs, such as automated code creation
and feature toggling [77]. While feature toggling enables controlled deployment of new
features and upgrades, automated code generation can produce scripts for data analysis.

To summarize, the incorporation of LCDPs may be vital in advancing farming tech-
niques, improving crop yields, and contributing to sustainable agriculture as PA keeps
developing. Focusing on the objectives, the goals of LCDPs are in line with the demands
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and difficulties of creating agricultural software solutions. LCDPs provide useful tools and
strategies, from abstraction methods and streamlining development to increasing output,
reducing deployment times, and supporting specific tasks. Furthermore, LCDPs benefit
the responsiveness to the business, the reduction of IT backlog, maintenance reduction of
the existing platform, and human resource availability [68]. By utilizing these objectives,
agricultural software developers can improve productivity, accelerate development proce-
dures, and produce software programs that optimize farming techniques, increase resource
efficiency, and promote sustainable agricultural operations.

3.4. What Are the Challenges That Have to Be Overcome for LCDPs in PA?

We have discussed the objectives and the relations towards PA. Based on the literature,
we also identified several challenges. Similar to the objectives, challenges can be different
for different domains. In this subsection, we discuss on the challenges of LCDP that are
applicable to PA.

LCDPs’ limitations have an overall impact that extends far beyond their specific scope.
These constraints interact in a complex way, affecting the course of development and
having a cumulative effect. This discussion highlights the importance of adopting a holistic
perspective when approaching these platforms, emphasizing the need to address limitations
not as isolated entities but rather as essential components within a larger development
ecosystem. By understanding the implications and dynamics of these particular limitations,
academics and organizations can navigate the low code landscape with higher productivity
and strategic foresight. When creating agricultural software, it is crucial to consider the
unique requirements and challenges that the agriculture industry encounters.

User Interface and Experience and Delayed Learning Curve

‘Literacy Rate’ is mentioned in [77], meaning that literacy is a significant factor in-
fluencing the adoption ratio in PA. Farmers in regions with high illiteracy rates grow
crops more likely depending on their experience. They do not use innovative agricultural
technology, resulting in a loss of productivity. Farmers needs to be educated to grasp the
technology, or rely on a third party for technical assistance. As a result of resource and
education constraints, PA is not widely practiced in undeveloped communities with low
literacy levels. As we identified objectives in our SLR to simplify software development,
there are still challenges that need to be overcome. The LCDP needs to be user-friendly
for developers to take full advantage of its features. In the agricultural context, where
there may be a wide range of users with varying levels of technical skill, having an intu-
itive and user-friendly interface becomes necessary. Given that English may not be the
primary language in all agricultural locations, and that agricultural terminologies can differ
in cultural contexts, language barriers can also negatively impact user experience and
production [38,95,96]. Developers of agricultural software will benefit from LCDPs that
provide multilingual support because it would increase technology transfer and allow for
the design of user interfaces that take agricultural strategies, requirements, and settings
into account [2].

Limited Functionality or Extensibility

Furthermore, sophisticated “functionality and extensibility” may be needed in agri-
cultural applications to meet specific requirements. Even though LCDPs offer pre-built
components, certain platforms’ restricted functionality and extensibility may make it
difficult for developers to interface with particular hardware or implement advanced agri-
cultural algorithms and methods, both mentioned in the studies of [2,77]. LCDPs with a
wide range of features, permitting customization and extensibility, and being able to be
tailored to the various needs of the agricultural industry will benefit the development of
agricultural software.
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Deep Understanding of Targeted Platform

As it is mentioned by [14], agricultural software developers may require a thorough
knowledge of the underlying technologies and data models employed by the platform
to effectively leverage an LCDPs’ capabilities. For developers who may not have had
prior platform-specific knowledge, this can be a barrier to entry. LCDPs that offer detailed
documentation, tutorials, and support tailored to the particular needs of the agricultural
domain may be advantageous for the development of agricultural software, since they
enable developers to quickly gain essential knowledge.

Data Security, Scalability, and Confidentiality

Proprietary information, such as crop varieties, production estimates, and business
strategies, are often used by farmers and agricultural enterprises [97]. Various security is-
sues causing a variety of difficulties are addressed in [12]. A challenge mentioned by [77] is
that data corrupted by an intruder reduces the effectiveness of PA. By implementing strong
security frameworks and procedures like access control, authentication, and encryption,
LCDPs can overcome this issue. These measures protect agricultural data from unautho-
rized access, ensuring that private data are kept secure. Scalability of data management
becomes crucial as PA operations grow, and is seen as a challenge in PA [77,98]. Scalability
capabilities provided by LCDPs allow the platform to manage significant amounts of data.
These platforms can provide risk mitigations and trust for the rising demand for data-driven
decision-making, whether it is a small family farm or a large agricultural organization.

Integration and Fragmentation

Finally, issues with integration and fragmentation may be a hurdle for agricultural
LCDPs. According to [2], agricultural software development encompasses a wide range
of subdomains. Heterogeneous LCDPs that are fragmented, lack integration options,
and adhere to defined procedures could prevent the development of integrated agricul-
tural software solutions. To overcome this limitation, LCDPs for agricultural software
development should focus on providing developers with the tools they need for seamless
integration, enabling them to build complex, integrated systems that cover many different
agricultural industries. As mentioned by [14,77], a crucial challenge is the integration
of agricultural software with different ‘digital systems’, such as meteorological services,
IoT devices, or third-party APIs. LCDPs might provide compatibility and interoperabil-
ity problems when integrated with various technology stacks or outdated systems. This
challenge is enhanced due to the nature of agriculture where great weather variations
can occur, leading to variations in the needed hardware. LCDPs with strong integration
capabilities, support for industry-standard protocols, and interoperability with widely
used agricultural technology and systems would be advantageous for the development of
agricultural software.

Nevertheless, some domains have significant overlap in activities and are well suited
for agricultural software development. IoT, which is primarily employed in PA, is the
next-largest domain [6]. Applications and networks for agricultural sensors include the
use of sensors and IoT devices in farming systems. Software solutions in this area enable
the data collection, monitoring, and control of several parameters, such as soil moisture,
temperature, humidity, and livestock health [20,99]. As mentioned by [100], integrating
IoT via blockchain is still in the early phase, and has many complex technical challenges.
The identified database management domain follows, which has the potential to bring
significant relevance with appropriate adaptations for agriculture. This area can be investi-
gated in software applications for processing substantial amounts of agricultural data [101].
To extract useful insights from many data sources and enable data-driven decision-making,
it uses techniques like data mining, machine learning, and predictive modeling [102,103].
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3.5. What Are the Future Research Directions for LCDP in PA?

The previous sections have shown that there are obvious objectives that can benefit
PA. Some challenges must be overcome to pave the way for future research to meet
these objectives.

Metrics

In the SLR, various metrics are identified to assess the LCDPs for specific needs.
To build further on the applicability and comparison of LCDPs to PA, these metrics can be
used to quantify collaboration, user-friendliness, development speed, scalability, security,
and integration capabilities. It additionally give focus on cost-effectiveness, flexibility,
performance, and support for various deployment models. Their emphasis on the value of
user-friendly, adaptable, and data-secure software solutions that facilitate rapid decision-
making and collaboration among farming stakeholders is in line with the requirements of
PA [16,80]. These metrics offer a useful framework for selecting and developing technical
tools that improve agricultural sustainability and efficiency while meeting the various
requirements of PA technologies [2]. In the SLR, various metrics are identified to assess the
LCDPs for specific needs. To built further on the applicability and comparison of LCDPs,
these metrics can be used in future research.

Shaping an Inclusive Ecosystem for PA

The ecosystem diversifies as more stakeholders with domain-specific expertise engage
in LCDPs. Due to this diversity, a wider range of tools and applications are available to
meet the unique requirements of various farm types and agricultural practices. To ensure
timely and effective resource delivery, reduce waste, and increase operational efficiency in
the supply chain, logistics and manufacturing stakeholders can use LCDPs to optimize the
distribution of agricultural inputs [104]. Using LCDPs, HR professionals can create special-
ized applications for managing farm labor, scheduling employees more efficiently, tracking
employee performance, and enhancing productivity. PA innovators use LCDPs for quick
prototyping and testing of novel solutions, like sensor-based applications, which makes it
easier to integrate cutting-edge technologies into the industry [2]. To facilitate retail sales
of agricultural goods and agricultural technology solutions, e-commerce specialists can
build online platforms employing LCDPs, increasing market access and profitability [105].
For budget management, income forecasting, and return on investment (ROI) analysis,
financial specialists create tailored financial apps using LCDPs [106,107]. These appli-
cations help ensure the sustainability of PA applications by enabling informed financial
decision-making and creating an ecosystem that enhances PA.

Altogether, PA holds extensive promise for the research directions highlighted in
LCDPs. To enhance farming techniques, PA significantly relies on technology and data-
driven insights [2]. The creation of complex applications that enable real-time monitoring,
data analysis, and informed agricultural decision-making can be facilitated by integrat-
ing LCDPs with IoT devices and data analytics [80,101]. Additionally, it is essential to
emphasize increasing security measures through simulation and encryption to protect
sensitive agricultural data [12]. By improving the usability of development platforms, even
non-technical users in agriculture can efficiently interact with and benefit from technology.
As it enables the development of specialized tools and libraries catering to the sector’s
specific requirements, the idea of domain-specific development platforms is particularly
relevant in PA. Together, these developments have the potential to completely transform
farming methods by fostering more effective, data-driven, and long-term PA solutions
that tackle the problems faced by modern agriculture while boosting crop yield, resource
management, and overall farm productivity.

4. Discussion

In this section, we provide an overall discussion of this study and the threats to validity.
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4.1. Unveiling the Research Questions and Bridging This Towards PA
Systematic Exploration Through SLR

In the initial segment of this research, we answered the research questions focusing
on the existing general literature available regarding LCDPs. With the adoption of the
established SLR methodology from [108], we gathered extensive knowledge ensuring that
our approach is built upon established frameworks.

The inclusion of several data sources from high-quality digital libraries including IEEE
Xplore, ACM Digital Library, Wiley Interscience, Science Direct, and ISI Web of Knowledge
widens our literature review. The use of thorough selection and quality assessment criteria
indicates that the studies we choose are in line with the study objectives, enhancing the
reliability and credibility of our findings.

The development and use of an adaptable data extraction form, along with a summa-
tive content analysis approach, ensured the extracting nuanced information and uncovering
patterns, themes, and interactions within the academic research on LCDPs. The review
we gave to validity and reliability in our coding technique and scheme improves the
interpretation of our synthesized data.

Bridging Insights to PA Through Domain Analysis

After thoroughly investigating the objectives of LCDPs, the second phase of our re-
search is analyzing the findings for their relevance to PA. This domain analysis enables us
to connect the SLR findings to the context of precision agriculture. In this part, we broaden
the scope of our study by examining how the insights from the LCDP literature could be
strategically implemented in precision agriculture to foresee future research with perspec-
tive. We hope to contribute to the larger knowledge of LCDPs by exploring their practical
application in the PA domain by investigating potential links in objectives, challenges,
and future directions. This two-part structure provides a more accurate and nuanced ap-
proach, beginning with a systematic study of LCDPs and addressing an extensive domain
analysis that connects our results with the specific difficulties and objectives of precision
agriculture. As our goal is to focus on the agricultural domain, the interaction of these
two components increases and expands the scope of our study, leading to insights for both
academic and practical stakeholders in the PA domain.

4.2. Threats to Validity

Threats to validity are an essential component in making sure an SLR is thoroughly
determined. The concept, internal variables, external variables, and conclusion all have the
potential to undermine validity [109]. When conducting this study, we adhered to accepted
practices for systematic research, including the creation of a comprehensive research proto-
col that has been acknowledged by external, independent researchers. Nevertheless, we
recognize that there may have been validity threats that affected our research. We discuss
potential validity threats and associated mitigation strategies in the sections that follow,
according to [110].

External Validity

The purpose of our research is to pave the way for future research focusing on LCDP
applications in the PA domain. As we were limited by the fact that the literature was
scarce on the usage of LCDPs in the PA domain, we applied the mitigation according
to [110]. In the first part of this paper, we used a systematic approach of doing an SLR
on all the papers that were available regarding the LCDP research. We mitigated the
validity threat of generalizability according to [110] by using a broad time and publication
coverage by targeting all available LCDP applications. In the second part, the mitigation
was enhanced by comparing the findings of the systematic research of LCDP to domain
studies, by performing a domain analysis combined with agricultural software applications
in the literature.
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Internal and Conclusion Validity

We mitigated on the conclusion validity and internal validity of this SLR study by
having an interchange among the authors while setting up the research questions for this
study and establishing the relationship between the research questions and research goals.
So, we assume that the probability of any connection between our findings has already
lowered. Since only high-quality research publications are used in this study, the literature
search concentrated on journal articles.

We also mitigated the study inclusion/exclusion bias. Due to previous work, we were
aware of the fact that conference papers can be a potential threat to validity [27]. When
we started evaluating conference papers, we also found that most of them were compact
and written concisely, which meant that they did not provide enough details to satisfy
the study’s stated research objectives. The extensive review procedures for journals are
not comparable with conferences. Journal papers are thoroughly reviewed by scholars
in the field before being approved for publication in notable journals. The majority of
authors proceed further in their conference papers to have them accepted for publication
in highly regarded journals, or the conference organizers promote and allow authors to
go more thoroughly in their papers to be accepted for publication in journals. Therefore,
only journal articles were included as primary studies in our SLR. Only including journal
articles is also applied in previous SLR studies, and substantiates our approach [13,111].

To mitigate the threat of robustness and researcher bias, the majority of our time during
the SLR research was dedicated to internal discussions aimed at ensuring the validity of the
results. To ensure adherence to research methodology from developing research questions
to drawing conclusions based on data obtained. We consider that the measures indicated
have addressed the potential risks to this study.

Construct Validity

We also carefully integrated automatic and human search methods to locate the most
recent publications. We also closely assessed search performance across writers, because
we are aware that each targeted database has its own query style and employs various
logical operators. This necessitates switching the query structure between databases. We
evaluated the search results by reading the abstracts of the papers that returned. If the
papers were not appropriate, the query was revised. The query had to be adjusted, and the
search procedure had to be performed again. These actions are continued until the relevant
documents are returned by the search query. We also employed snowballing to acquire as
many relevant articles as we could as an additional strategy to reduce the likelihood that
significant research was missed.

As mentioned, the LCDPs are emerging, and have gained much interest in the aca-
demic field. To keep this research representative of the current state-of-the-art devel-
opments, we aimed to keep the time between the performed SLR and the performed
discussion on the results as short as possible. The primary studies were selected in June
2024, and after that, we focused on only these papers to maximize the relevance of the
discussion on the results with significant contributions in the academic field of this subject.

5. Related Work

In this section, we discuss the literature (i.e., other reviews and surveys, not necessarily
on PA) regarding LCDPs that was available. Although LCDP continues to play a significant
role in many industrial software development processes, the research associated is still in
its early stages. Researchers are working to better understand how LCDPs are evolving
and what challenges need to be resolved to make them more effective for a wider audience.
This is the first study to analyze the fundamental components of LCDPs, with a focus on
user-centric paradigms, challenges, and scope for integration and utilization towards PA.
We could not obtain a systematic literature review that covered the recent developments in
LCDPs for agricultural implementations and purposes. This emphasizes the relevance of
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the current work, and is a pioneering initiative that lays the groundwork for the systematic
review of the state-of-the-art understanding of LCDPs in PA.

Nonetheless, we identified one study that researched the implementation of PA and
aimed at gathering knowledge on technologies used for PA [6]. They identify criteria
for the comparison and selection of information technologies in PA. They discuss that
the required knowledge and type of IT used is a criterion for the implementation of PA.
The observations show that there is a scarcity on technology frameworks for the guidance
of implementations for PA. They conclude that future research can focus on technologies
that can improve the adoption of PA. In our study, we investigate the adoption of LCDPs
for PA.

Furthermore, we identified seven studies that provided insights into certain elements
of LCDP without focusing on the agriculture domain. These studies will be discussed in
the following part of this section.

Using low code development, ref. [112] demonstrates a multi-vocal systematic review.
They begin by conducting a review of academic and gray literature. Their research differs
from ours in that it focuses on low code development rather than platforms, or “tools”, as
they refer to platforms. The methodology, foundational technologies, application domains,
and advantages of LCD are the primary subjects of their research, which is not necessarily
implemented in a concrete tool or platform. Secondly, rather than focusing on the platforms,
they evaluate MDE concerning LCD. Ref. [112] revealed the following conclusions about
MDE: it is by far the most common of the 27 key technologies that were determined by
the study to be essential for LCD. As is further mentioned in the study, to analyze the
state of the art in low-code development and make sense of metrics like scalability and
performance, future research may include a more thorough analysis of the characteristics
and complexity of applications created using this method. Our research questions proceed
here, adding to the body of literature.

Ref. [30] provides an overview of eight significant LCDPs and their technical examina-
tion. They establish a foundation by identifying the fundamental characteristics that these
platforms offer. Their work primarily focuses on specific development facilities offered
by the platforms. They examined a select group of LCDPs that have been considered to
serve as leaders in the market from recent Gartner and Forrester reports. As opposed to
study [30], our research examines a wider variety of LCDPs, which are available in the
academic literature. We focus on providing insights that apply to a wider context, particu-
larly in PA. We contribute to their comprehensive review by analyzing the aspects of LCDP
validation, such as academic metrics to evaluate LCDP, challenges, and future research
directions. They suggest it as future research to refine their taxonomy by considering
additional LCDPs. Instead of comparing these platforms or tools, our focus is on the LCDP
landscape as it supports the development process.

In [67], the importance of LCDP in enabling agile responses to shift market needs
and driving digital transformation in the manufacturing industry is emphasized. They
focus on computer-aided software engineering principles as they discuss the developing
low-code ecosystem. To identify deficient features, the study assesses the industrial sector’s
present platforms and does a context analysis of recent low-code research. They employ
practitioner interviews as an additional form of empirical research methodology in their
study. It leverages the vf-OS platform as an example of a multi-sided, open low-code
framework designed to enhance collaboration in manufacturing and logistics. Their re-
search focuses on identifying LCDP features and benefits specifically for the manufacturing
area, which is different from our work. We contribute to the literature by investigating a
broader classification of the general LCDP ecosystem and use these findings to integrate its
applicability to the PA domain.

Ref. [68] focuses primarily on identifying limitations in the LCDPs and techniques that
are currently in use in the context of low-code development. The inability of off-the-shelf
solutions to align with business transformation goals, the need for improved scalability
and adaptability, and the potential for improvement through the use of machine learning
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algorithms are the three identified limitations. Their study demonstrates the broad range
of LCDPs, which has the potential to boost output in a variety of application domains.
The goal of future research is to use machine learning techniques to improve the intelligence
and robustness of these platforms. Our research proceeds in identifying ‘challenges’ and
contributes by proposing solutions.

In [113], the Socio-Technical System (STS) model is used to conduct a review of the
literature and categorize existing publications into technical and social system components.
It demonstrates that the majority of research focuses on the technical system, even though
a few articles have focused on the social system. This analysis clarifies for practitioners
the technical and social aspects of LCDP development, implementation, and use while
also making recommendations for future study. Even though our study’s objective was
different, its conclusions nevertheless benefit the LCDP ecosystem.

In [114], the use of LCDPs among developers is examined. In Saudi Arabia, an online
survey of 49 professional developers was conducted, with 19 of the participants using
LCDP while the remaining 30 did not. It was discovered that LCDP attracts developers
because it enables the creation of applications more quickly and efficiently with little to no
coding skills. However, some developers remained hesitant due to scalability problems and
a lack of knowledge about these platforms. Overall, the study pinpoints factors that affect
LCDP adoption, as well as obstacles that some developers encounter. As was mentioned in
their study, to identify and offer appropriate solutions to the issues and obstacles of LCDP,
researchers must conduct more studies and assessments. Our research contributes to this
by offering a structured classification of challenges and proposed potential solutions.

Ref. [115] emphasizes that LCDPs are not necessarily revolutionary in terms of indi-
vidual components, but excel at integrating pre-existing design features to speed up routine
business application development tasks. What determines whether LCDPs are successful
are the technical-economic conditions within specified boundaries and project require-
ments. It suggests that procedures are needed to assess these circumstances in upcoming
studies. Furthermore, the trend toward low code may lead to an increase in conceptual
modeling. However, they refer to the ambiguous connotation in the LCDP environment,
which may impede communication clarity. The terms in the LCDP environment should be
carefully examined before being incorporated into a technical vocabulary. Our research
keeps moving toward clarifying the vocabulary by identifying classifications in different
aspects of LCDPs.

6. Conclusions

LCDPs have demonstrated significant benefits across various application domains.
As PA increasingly relies on software and data-driven applications, LCDPs hold substantial
potential to drive efficiency and innovation in this field. Our SLR is the first of its kind to
analyze the fundamental components of LCDPs with a specific focus on their applicability
to PA, filling a critical gap in the existing research.

The SLR identified the scarcity of systematic research on LCDPs tailored for agricul-
tural purposes, emphasizing the relevance and pioneering nature of this study. While
previous studies have explored the role of technologies in PA and the general benefits of
LCDPs in various domains, our work uniquely integrates these insights to evaluate the
potential of LCDPs in agricultural software development. We found that LCDPs can signif-
icantly accelerate the adoption of digital tools in PA, enhance decision-making processes,
and promote sustainability through more efficient farming practices.

Future work will focus on the selection of appropriate LCDPs and the development of
applications specifically designed for PA. This will involve addressing identified challenges
such as integration with IoT, improving scalability and adaptability, and refining the user
experience. By advancing research in this area, LCDPs can play an important role in the
digital transformation of precision agriculture, optimizing operations and contributing to
the sustainability and technological advancement of the agricultural sector.
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Appendix A

Table A1. The 37 selected primary studies.

Study Year Study Year Study Year

Almonte et al. [54] 2020 Lethbridge [60] 2021 Sahay et al. [71] 2020
Asawa et al. [42] 2021 Lopes et al. [66] 2021 Salgueiro et al. [43] 2021
Braganca et al. [45] 2021 Lourenco et al. [63] 2021 Schötteler et al. [62] 2021
Da Cruz et al. [37] 2021 Marek et al. [61] 2021 Sharma and Gupta [65] 2021
Daniel et al. [58] 2020 Martins et al. [64] 2020 Silva et al. [39] 2021
Deshpande et al. [34] 2022 Metrôlho et al. [41] 2019 Tisi et al. [38] 2019
Di Sipio et al. [53] 2020 Metrôlho et al. [36] 2020 J. Wang et al. [40] 2021
Fernandes et al. [50] 2020 Moin et al. [46] 2022 Y. Wang et al. [35] 2021
Ferreira and Costa [59] 2021 Pacheco et al. [32] 2021 Waszkowski [55] 2019
Indamutsa et al. [49] 2021 Pantelimon et al. [47] 2019 Weber [31] 2021
Iyer et al. [48] 2021 Philippe et al. [51] 2020 Zhuang et al. [44] 2022
Junior et al. [33] 2020 Pichidtienthum et al. [57] 2021 Zolotas et al. [56] 2018
Jyothi and Rajeswari [69] 2022
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