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Abstract: Digital watermarking has been utilized effectively for copyright protection of multimedia
contents. This paper suggests a blind symmetric watermarking algorithm using fan beam transform
(FBT) and QR decomposition (QRD) for color images. At first, the original image is transferred from
RGB to L*a*b* color model and FBT is applied to b* component. Then the b*component of the original
image is split into m × m non-overlapping blocks and QRD is conducted to each block. Watermark
data is placed into the selected coefficient of the upper triangular matrix using a new embedding
function. Simulation results suggest that the presented algorithm is extremely robust against
numerous attacks, and also yields watermarked images with high quality. Furthermore, it represents
more excellent performance compared with the recent state-of-the-art algorithms for robustness and
imperceptibility. The normalized correlation (NC) of the proposed algorithm varies from 0.8252
to 1, the peak signal-to-noise ratio (PSNR) varies from 54.1854 to 54.1892, and structural similarity
(SSIM) varies from 0.9285 to 0.9696, respectively. In contrast, the NC of the recent state-of-the-art
algorithms varies from 0.5193 to 1, PSNR varies from 38.5471 to 52.64, and SSIM varies from 0.9311 to
0.9663, respectively.

Keywords: copyright protection; image watermarking; fan beam transform; QR decomposition;
quantization

1. Introduction

Because of the latest developments of the internet, copyright protection of digital contents (video,
image, audio, and text) has become progressively significant. Digital watermarking is a method
which can attain this target successfully. Recently, many algorithms have been published in order
to yield imperceptible and robust watermarks. A rigorous survey on digital watermarking was
presented in [1–3]. In terms of the processing domain, the existing algorithms are mainly separated
into two classes: spatial domain and transform domain algorithms. Spatial domain algorithms are
straightforward to perform but less robust to numerous attacks [4]. At the same time, transform
domain algorithms [5–21] are robust against diverse attacks.

Ali Al-Haj [5] introduced a non-blind image watermarking algorithm using discrete wavelet
transform (DWT) and discrete cosine transform (DCT). It shows good results for imperceptibility;
however, robustness result against compression and cropping attack is quite low. D. Dejey et al. [6]
introduced a non-blind watermarking technique that employs DWT and fan beam transform (FBT)
jointly. It provides good imperceptible watermarked sound, but it has low robustness against cropping
and rotation attack. Shuai et al. [7] suggested a non-blind method using fractal encoding and DCT. It
also shows good results for imperceptibility; however, the robustness of this method is evaluated for
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only three attacks. Moreover, it has low robustness against Gaussian noise attack. In [8], the authors
suggested a blind method using redundant DWT (RDWT) and DCT, where a binary image is utilized
as watermark. This method is highly imperceptible; however, it has low robustness against mean
and median filtering attacks. The authors of [9] introduced a non-blind watermarking method using
DCT and DWT. This method produces good imperceptible watermarked sounds; however, it has
low robustness against salt-and-pepper noise, speckle noise, and rotation attacks. Hamidi et al. [10]
presented a blind image watermarking method using discrete Fourier transform (DFT) and DCT.
This method provides good results for imperceptibility; however, the robustness of this method
was tested against very few attacks such as salt and pepper noise, JPEG compression, histogram
equalization, Gaussian noise, etc. A non-blind improved watermarking algorithm was suggested
by Ahmad et al. [11], whose imperceptibility is high; but, the robustness to some attacks is quite
low. Mohashin et al. [12] proposed a blind method that utilizes discrete Hilbert transform (DHT) and
polar decomposition (PD). This method is highly imperceptible; but this algorithm also shows low
robustness for some attacks.

Zhang et al. [13] proposed a blind method in the DCT domain using bimodal structure and iterative
selection process. It has good robustness against attacks; however, the peak signal-to-noise ratio
(PSNR) of this technique is little low. Roy et al. [14] suggested a blind watermarking technique using
DCT, where the watermark is placed in the middle frequency region of the host image. This method
shows high robustness against numerous attacks; but, the PSNR of this method is not quite high. Q. Su
et al. [15] introduced a blind algorithm using QR decomposition (QRD) where watermark is placed
into upper triangular matrix. The robustness result of this method is quite high against attack; but this
algorithm has low imperceptibility. In [16], a blind algorithm was presented that employs singular
value decomposition (SVD), where the watermark is placed into U matrix. The imperceptibility
result of this method is quite high; but it shows low robustness against rotation attack. L. Chih-Chin
et al. [17] presented a non-blind algorithm for gray scale image that employs DWT and SVD. G.
Bhatnagar et al. [18] suggested a semi-blind method using DWT and SVD. These methods are robust
against attacks; however, these methods have low imperceptibility results. Q. Su et al. [19] proposed a
blind method using Schur decomposition (SD). It provides high robustness against numerous attacks;
however, the imperceptibility result of this method is not quite high. In [20], the authors suggested a
blind algorithm using LU decomposition (LUD), where the watermark information is embedded into
the first elements of both second and third rows of the lower triangular matrix. This method is robust
against attacks; however, it has low imperceptibility. Khanam et al. [21] suggested a blind technique
based on fast Walsh–Hadamard transform (FWHT), SVD, key mapping, and coefficient ordering. It has
high robustness against numerous attacks but its imperceptibility result is little low.

From the above discussion, it is concluded that some algorithms have low robustness, whereas
some algorithms have less imperceptible. Moreover, some algorithms are non-blind and semi blind.
To overcome these drawbacks, here, a symmetric watermarking approach is presented that employs
FBT and QRD. To the best of our information, this is the first watermarking algorithm that uses FBT
and QRD jointly for color image. The key contribution of our suggested algorithm incorporate (i) it
employs the FBT, QRD, and quantization jointly; (ii) watermark data is placed into the first row fourth
column of the upper triangular matrix acquired from the FBT coefficients of b* component of original
image employing an insertion operation; (iii) the process of detecting watermark is blind; and (iv) it
yields a significant trade-off for imperceptibility and robustness. Experimental results suggest that
the introduced algorithm shows significance resistance against diverse attacks. Besides, it yields
watermarked images with high quality. Furthermore, it shows more excellent result in comparison
with the recent state-of-the-art algorithms [19–21] for imperceptibility and robustness. It is because
watermark information is inserted into the first row fourth column of the upper triangular matrix
acquired from the FBT coefficients of b* component of original image using a new embedding equation.
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2. Background Information

2.1. Fan Beam Transform

In FBT, the projection of any function f (x,y) is represented as a set of line integrals. Here, data may
be built by radiating from multiple and single sources. Projection of an image may be calculated at any
angle θ. In fan beam geometry, there are n sensors and one emitter. Consider f as a real integral function
on the plane R2. Also consider a point S as source and vθ as unit vector in a direction θ ∈ [0, 2π] on the
plane. Then, FBT, denoted by F, applies on function f as follows:

[F f ](S,θ) =

∞∫
0

f (S + u.vθ)du (1)

The equation introduced in Equation (1) is known the fan beam projection of f carried out from the
point S with direction θ. The fan beam projection calculates the projection data known as sinogram [4].

2.2. QR Decomposition

The QRD of a matrix A with size m × m can be defined as follows:

[Q, R] = qr(A) (2)

where Q represents an unitary matrix with size m × m and R represents an upper triangular matrix
with size m × m such that A = Q × R [15].

3. Proposed Watermarking Algorithm

Consider A = {a(k, l), 1 ≤ k ≤M, 1 ≤ l ≤M} is the original image and W = {w(i, j), 1 ≤ i ≤ N, 1 ≤ j ≤
N} is the watermark image that will be placed into the original image.

3.1. Watermark Embedding Process

The technique of inserting watermark is shown in Figure 1 and discussed below:
Step 1: At first, the color watermark image W is separated into R, G and B components.
Step 2: Each pixel value of R, G, and B components is transformed into 8-bit binary sequence.

Finally, watermark sequence Y is obtained by concatenating all 8-bit binary sequences of R, G, and B
components of watermark image W, where Y =

{
y(p), 1 ≤ p ≤ N ×N

}
.

Step 3: The original image A is transferred from RGB to L*a*b* color model which is represented
by I.

Step 4: The b* component of L*a*b* color model I is selected, because human visual system is less
sensitive to b* component. Then, FBT is applied to b* component to obtain FBT coefficients which are
represented by C with size U × V.

Step 5: The FBT coefficients C which are also known as sinogram, are separated into r
non-overlapping small blocks B with size m × m, where B =

{
Bq, 1 ≤ q ≤ r

}
. The value of r and

m depends on C, i.e., as the size of C increases, the value of r and m also increases and vice versa.
Therefore, C = r × m × m.

Step 6: Determinant of each block Bq is calculated which is represented by

Eq =
∣∣∣Bq

∣∣∣ (3)

where | | represents the determinant operation and Eq is the determinant of each block Bq. Then n
blocks with larger determinants are selected, where Eselect = {Es, 1 ≤ s ≤ n} represents the determinant
of corresponding selected blocks represented by G = {Gs, 1 ≤ s ≤ n}.
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Step 7: QRD is conducted to the selected blocks G = {Gs, 1 ≤ s ≤ n} to attain the Q = {Qs, 1 ≤ s ≤ n}
and R = {Rs, 1 ≤ s ≤ n}matrices. Each matrix Rs is selected for inserting watermark.

Step 8: The watermark bit is placed into the first row fourth column element rs;(1,4) of each matrix
Rs. Let

T1 = −0.5∆, T2 = 0.5∆ (4)

where T1 and T2 are magnitudes and ∆ is the quantization step size. The element rs;(1,4) is selected
because it is likely to be greater than those of the elements in other rows which allows a greater
modified range. Moreover, this element has an indirect effect on the first row fourth column element of
each block.

Step 9: (i) When watermark bit is 0, the following Equation (5) is used:

r′s;(1,4) =

 rs;(1,4) × ceil(T1/∆) − (1/β) i f
(
rs;(1,4) + T1

)
> T1

rs;(1,4) otherwise
(5)

(ii) When watermark bit is 1, the following Equation (6) is used:

r′s;(1,4) =

 rs;(1,4) × f loor(T2/∆) + (1/β) i f
(
rs;(1,4) + T2

)
< T2

rs;(1,4) otherwise
(6)

where r′s;(1,4)
is the modified element and β is the embedding strength.

Step 10: Reinsert each modified element r′s;(1,4)
to obtain the each modified matrix R′s and inverse

QRD is performed to receive the modified block G′s.
Step 11: Each modified block G′s is replaced to original block. Then all modified and the rest

unmodified blocks are concatenated to get the modified FBT coefficients C’ and inverse FBT is applied
on it to receive the modified b’* component.

Step 12: Finally, the modified L*a*b’* color model I’ is transformed into RGB color model to obtain
the watermarked image A’.Symmetry2019, 10, x; doi: FOR PEER REVIEW 4 of 14 
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Figure 1. Watermark embedding process.

The pseudo code of the watermark inserting procedure is illustrated in Algorithm 1.
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Algorithm 1: Watermark Inserting Procedure

Declaring variables:

A: original RGB image

I: converted L*a*b* image

Y: watermark sequence

C: FBT coefficients

B: block with size m × m

G: selected block with size m × m

Q: unitary matrix with size m × m

R: upper triangular matrix with size of m × m

rs;(1,4) = selected element for embedding watermark

FBT and QRD: transformation and decomposition used in the algorithm

Watermark Embedding Procedure:

Read the host image and watermark image

A.bmp (original image with size 512 × 512)

W.bmp (color watermark image with size of 16 × 16)

for i = 1: N

j = 1: N do

Separate W into R, G, and B components and convert them into binary sequence
end for

return the watermark sequence

for k = 1: M

l = 1: M do

A is transferred from RGB to L*a*b* color model

end for

Select b* channel and apply FBT to obtain C

for i = 1: r

Separate C into r blocks B

end for

Calculate determinant of each block B and select largest n blocks

for p = 1: N × N

Insert watermark using Equation (5) when y(p) = 0

Insert watermark using Equation (6) when y(p) = 1

end for

Perform inverse QRD

Perform IFBT to get modified channel b*

The modified L*a*b’* color model is transformed into RGB color model

return watermarked image A’
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3.2. Watermark Detection Process

The technique of detecting the watermark is shown in Figure 2 and discussed below:
Step 1: Attacked watermarked image A* is transformed from RGB to L*a*b* color model I*. Then

b* component is selected and FBT is applied on it to get FBT coefficients C*.
Step 2: FBT coefficients C* are then divided into m × m non-overlapping blocks B*.
Step 3: Determinant of each block B∗q with size m × m is calculated and n blocks with largest

determinants are selected. The selected blocks are represented by G∗ =
{
G∗s, 1 ≤ s ≤ n

}
.

Step 4: QRD is conducted to each of G∗ to attain the matrices Q∗ =
{
Q∗s, 1 ≤ s ≤ n

}
and R∗ ={

R∗s, 1 ≤ s ≤ n
}
.

Step 5: The watermark bit is extracted from the first row fourth column element r∗s;(1,4)
of each of

R* matrices using the following equation

Y∗ =

 0 i f r∗s;(1,4)
≤ 0

1 otherwise
(7)

Step 6: The step 4 is repeated until extracting all watermark bits. These extracted bits are separated
into 8-bits per group and the value of each group is converted into decimal value to get the R, G,
B components.

Step 7: The watermark image can be found by combining the R, G, and B components.Symmetry2019, 10, x; doi: FOR PEER REVIEW 6 of 14 
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The pseudo code of detecting the watermark is illustrated in Algorithm 2.
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Algorithm 2: Watermark extracting procedure

Declaring variables:

A*: attacked watermarked RGB image

I*: attacked watermarked L*a*b* image

Y*: extracted watermark sequence

C*: modified FBT coefficients

B*: modified block with size m × m

G*: modified selected block with size m × m

Q*: modified unitary matrix with size m × m

R*: modified upper triangular matrix with size m × m
r∗s;(1,4)

= selected element for extracted watermark

FBT and QRD: transformation and decomposition used in the algorithm

Watermark extraction procedure:

Read the attacked watermarked image

A*.bmp (attacked watermark image with size of 512 × 512)

for k = 1: M

l = 1: M do

A* is transferred from RGB to L*a*b* color model

end for

Select b* channel and apply FBT to obtain C*

for i = 1: r

Separate C* into r blocks B*

end for

Calculate determinant of each block B* and select largest n blocks

for p = 1: N × N

Extract watermark using Equation (7)

end for

Separate the extracted bits into 8-bits per group

Convert each group into decimal value to get the R, G, B components

Combine the R, G, and B components to get the watermark image

3.3. Performance Assessment of Proposed Algorithm

To assess the imperceptibility (i) peak signal-to-noise ratio (PSNR) [19–21] and (ii) structural
similarity (SSIM) [19,20,22] were considered. Normalized correlation (NC) is used to measure
robustness of our proposed algorithm [19–21]. These are represented by the following equations:

PSNR = 10 log10


2552

1
MM

M∑
k=1

M∑
l=1

(A(k, l) −A′(k, l))2

 (8)

SSIM = l(A, A′)c(A, A′)s(A, A′)
where

l(A, A′) = 2µAµA′+c1

µ2
Aµ

2
A′
+c1

, c(A, A′) = 2σAσA′+c2
σ2

Aσ
2
A′
+c2

, s(A, A′) = σAσA′+c3
σAσA′+c3

,
(9)

NC(W, W∗) =

∑M
i=1

∑M
j=1 w(i, j) ·w∗(i, j)√∑M

i=1
∑M

j=1 w(i, j) ·w(i, j)
√∑M

i=1
∑M

j=1 w∗(i, j) ·w∗(i, j)
(10)
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where, A, A’, W, W*, µ, σ indicate the original host image, watermarked host image, watermark image,
watermark image after extraction, local mean, and standard deviation of the image, respectively.

4. Simulation Results and Discussion

In this study, the results of our proposed algorithm are assessed for imperceptibility and robustness.
Here, four 512 × 512 color images such as ‘Lena’, ‘F16’, ‘TTU’, and ‘House’ are used as host images
which are given in Figure 3a–d. These images are collected from the USC SIPI image dataset [23]. The
corresponding watermarked images produced by applying our suggested algorithm after embedding
the watermark are also shown in Figure 3e–h. Moreover, the differences between the original and
watermarked images are given in Figure 3i–l. One 16 × 16 color image is used as watermark image
which is shown Figure 4. From Figure 3, we noticed that the watermarked and original images are
perceptually similar.
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Figure 4. Watermark image.

The resolution of the fan beam projection image is 1208 × 360 for the host image. In other word,
the resolution of the sonogram data is 1208 × 360. The projection image is divided into 4 × 4 block;
therefore, 27,180 blocks are obtained. The determinant of each block is calculated. As the size of
watermark image is 16 × 16, thus, we have 16 × 16 × 3 × 8=6144 bits to embed. For this reason, the
selected value for n is 6144. In our proposed method, rotation increment is 1 degree, sensor spacing is
0.05 and sensor geometry is line sensor. In this study, in order to get good result, the chosen value for
∆, β, and m are 42, 10, and 4, respectively which are used as secret key K.

Table 1 illustrates an analysis between the suggested and various recent algorithms [19–21] for
imperceptibility of various images. From this Table, we noticed that the PSNR and SSIM values of the
suggested algorithm range from 54.1823 to 54.1823 and 0.9285 to 0.9696, respectively, whereas the PSNR
and SSIM values of the recent methods range from 48.62 to 53.32 and 0.9321 to 0.9123, respectively
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indicating that the suggested algorithm has higher PSNR and SSIM than the recent advanced methods
presented in [19–21]. This is because watermark data is placed into the first row fourth column of the
matrix R attained from the FBT coefficients of b* component of original host image.

Table 1. Comparative analysis between the suggested algorithm with various recent methods in terms
of imperceptibility.

Image Parameter Su et al. [19] Su et al. [20] Khanam et al. [21] Proposed
Method

Lena
PSNR 40.5079 39.4428 50.0467 54.1854
SSIM 0.9534 0.9416 0.9542 0.9696

F16
PSNR 41.6091 37.1729 51.6431 54.1875
SSIM 0.9540 0.9311 0.9426 0.9664

TTU
PSNR 39.4805 39.6781 50.7542 54.1892
SSIM 0.9537 0.9458 0.9331 0.9285

House
PSNR 39.7134 41.1739 48.3143 54.1823
SSIM 0.9663 0.9524 0.9372 0.9579

Average PSNR 40.3277 39.3669 50.1896 54.1861
SSIM 0.9568 0.9427 0.9418 0.9595

To compute the robustness, numerous attacks have been performed to watermarked images which
are represented below:

1. JPEG compression: the watermarked images were compressed using JPEG compression (QF = 90);
2. Cropping: the watermarked images were cropped (25%) from the top;
3. Rotation attack: the watermarked images were rotated by 45◦ and the rotated images were

re-rotated in a counter-clockwise for extraction;
4. Gaussian noise: the watermarked images were attacked by Gaussian noise with variance 0.1;
5. Speckle noise: the watermarked images were attacked by speckle noise with variance 0.01;
6. Salt and pepper noise: Salt and pepper noise with variance 0.01 is performed to the

watermarked images;
7. Poisson noise: the watermarked images were attacked by Poisson noise with scaling factor 1e12;
8. Contrast adjustment: the watermarked images were attacked by contrast adjustment;
9. Sharpening: the watermarked images were attacked by sharpening with tolerance 0.1;
10. Median filtering: the watermarked images were attacked by 3 × 3 median filter;
11. Wiener filtering: the watermarked images were attacked by 3 × 3 wiener filter.

Figures 5–7 shows the NC, extracted watermark image and watermarked image when numerous
attacks were conducted. We noticed that extracted watermark images and original watermark images
are visually similar except cropping attack for ‘Lena’ image. We also noticed that the NCs of the
presented algorithm are 1 against numerous attacks and NC against cropping attack is 0.8732 for ‘Lena’
image. It is because the b* component of the attacked watermarked ‘Lena’ image was affected more
than that of the other attacked watermarked images. For this reason, the NC is little lower for attacked
watermarked ‘Lena’ image against cropping attack compared to other images. From these results, we
can say that the suggested algorithm has high robustness against various attacks.
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Figure 7. Analysis of the proposed method under contrast adjustment, sharpening (0.1), wiener filtering,
and median filtering attacks.

Table 2 illustrates an analysis between the proposed with the recent state-of-the-art
algorithms [19–21] for robustness. It is said that the NC of the proposed algorithm against numerous
attacks is absolutely 1 except cropping attack for ‘Lena’ image; whereas the NC of the recent advanced
algorithms [19,20] vary from 0.6482 to 0.9998, indicating that the NC values of the presented algorithm
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are significantly higher than that of state-of-the-art algorithms. From Table 2, it is also observed that
the method [21] is highly robust against various attacks with key approach; however, it provides
very low robustness against some attacks specially rotation, wiener filtering, and JPEG compression
attack without key approach. Therefore, the proposed algorithm shows significantly higher robustness
than the method without the key approach [21] and shows comparable robustness with the method
with the key approach [21]. In other words, the suggested algorithm outperforms recent methods for
robustness, because of inserting watermark into the first row fourth column of the matrix R acquired
from the FBT coefficients of b* component of original image.

Table 2. Comparative analysis between the proposed algorithm and several state-of-the-art methods
for robustness.

Attack Type Su et al. [19] Su et al. [20] Khanam et al.
[21] (With Key)

Khanam et al. [21]
(Without Key)

Proposed
Method

Gaussiannoise (0.1) 0.9625 0.8823 1.0 0.9351 1.0
Specklenoise (0.01) 0.9663 0.9647 1.0 0.9349 1.0

Cropping (25%) 0.6482 0.8619 1.0 0.8352 0.8252
Sharpening (tol = 0.1) 0.9935 0.9882 1.0 0.8594 1.0

Rotation (45◦) 0.9361 0.9225 1.0 0.5193 1.0
Wiener filtering 0.9578 0.9765 1.0 0.6771 1.0

Salt and pepper noise (0.01) 0.9478 0.9733 1.0 0.9944 1.0
Median filtering 0.9419 0.8997 1.0 0.9459 1.0

JPEG Compression (90%) 0.9998 0.9791 1.0 0.7876 1.0

5. Conclusions

A blind symmetric watermarking algorithm was suggested in this paper using two transformation
and decomposition techniques such as FBT and QRD that are used in image watermarking for
the first time. The watermark has been inserted into the first row fourth column of the matrix R
acquired from the FBT coefficients of b* component of original image using a new embedding equation.
The experimental results suggested that the presented algorithm is not only robust against many
attacks such as salt and pepper noise, Gaussian noise, rotation, JPEG compression, cropping, wiener
filtering, median filtering, and sharpening etc., but also yield watermarked images with good quality.
Furthermore, it outperforms state-of-the-art algorithms in respect of imperceptibility and robustness.
These results verify that the presented algorithm can be effectively utilized for copyright protection of
color image.
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