
symmetryS S

Article

Unpaired Image Denoising via Wasserstein GAN in Low-Dose
CT Image with Multi-Perceptual Loss and Fidelity Loss

Zhixian Yin 1, Kewen Xia 1,*, Ziping He 1, Jiangnan Zhang 1, Sijie Wang 1 and Baokai Zu 2

����������
�������

Citation: Yin, Z.; Xia, K.; He, Z.;

Zhang, J.; Wang, S.; Zu, B. Unpaired

Image Denoising via Wasserstein

GAN in Low-Dose CT Image with

Multi-Perceptual Loss and Fidelity

Loss. Symmetry 2021, 13, 126.

https://doi.org/10.3390/sym13010126

Received: 10 December 2020

Accepted: 9 January 2021

Published: 13 January 2021

Publisher’s Note: MDPI stays neu-

tral with regard to jurisdictional clai-

ms in published maps and institutio-

nal affiliations.

Copyright: © 2021 by the authors. Li-

censee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and con-

ditions of the Creative Commons At-

tribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 School of Electronic and Information Engineering, Hebei University of Technology, Tianjin 300401, China;
201811901013@stu.hebut.edu.cn (Z.Y.); 201811901003@stu.hebut.edu.cn (Z.H.);
201911901007@stu.hebut.edu.cn (J.Z.); 201821902025@stu.hebut.edu.cn (S.W.)

2 Faculty of Information Technology, Beijing University of Technology, Beijing 100124, China; bzu@bjut.edu.cn
* Correspondence: kwxia@hebut.edu.cn

Abstract: The use of low-dose computed tomography (LDCT) in medical practice can effectively
reduce the radiation risk of patients, but it may increase noise and artefacts, which can compromise
diagnostic information. The methods based on deep learning can effectively improve image quality,
but most of them use a training set of aligned image pairs, which are difficult to obtain in practice.
In order to solve this problem, on the basis of the Wasserstein generative adversarial network (GAN)
framework, we propose a generative adversarial network combining multi-perceptual loss and
fidelity loss. Multi-perceptual loss uses the high-level semantic features of the image to achieve
the purpose of noise suppression by minimizing the difference between the LDCT image and the
normal-dose computed tomography (NDCT) image in the feature space. In addition, L2 loss is used
to calculate the loss between the generated image and the original image to constrain the difference
between the denoised image and the original image, so as to ensure that the image generated by
the network using the unpaired images is not distorted. Experiments show that the proposed
method performs comparably to the current deep learning methods which utilize paired image for
image denoising.

Keywords: low-dose computed tomography; image denoising; Wasserstein GAN; multi-perceptual
loss; fidelity loss

1. Introduction

X-ray computer tomography (CT) has made tremendous progress in both basic tech-
nology and clinical medical applications. However, a high dose of ionizing radiation is
generated during the CT scan process, which poses certain health risks to the patient [1,2].
In response to this problem, the concept of low-dose CT was proposed in 1990 [3]. On the
basis of fixing other scanning parameters, the radiation dose can be reduced by reducing
the tube current. However, as the radiation dose decreases, the number of photons received
by the detector will also decrease, resulting in a “photon starvation” effect [4], which may
lead to increase noise and artefacts in the projection data. Effectively reducing the radiation
dose while ensuring the visual quality of the projection image is of great significance for
improving clinical diagnosis, and it has gradually become one of the hot issues in the field
of CT imaging.

In order to improve the quality of low-dose CT images, various denoising methods
have been proposed. On the premise of in-depth study of the statistical properties of X-ray
computed tomography signals [5], researchers proposed a series of projection filtering meth-
ods [6–10]. The optimization object of these methods is the projection image. According to
the characteristics of the projection image, an appropriate filtering algorithm is constructed
to remove the noise in the projection domain, and then the image is reconstructed by
filtering the back-projection algorithm [11,12]. The current research results show that the
projection filtering method can complete the denoising task of low-dose CT images with
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less computational overhead. However, it is unavoidable that the phenomenon of data
inconsistency, over correction, or under correction will occur when removing the noise
in the projection domain, which will produce new noise or artefacts in the subsequent
reconstruction task. Therefore, reasonable design of the filtering algorithm is the key to the
denoising task.

Compared with the projection filtering method, the iterative reconstruction algorithm
(IR) [13] can remove noise without causing new problems. For the reconstructed image, the
IR method associates the statistical characteristics of the noise in the projection domain with
the image domain by establishing a likelihood function. The purpose of the IR method is to
integrate the prior information into the image domain denoising process. The introduction
of prior information can better maintain the spatial resolution and suppress the noise,
thus making up for the shortcomings of the projection domain denoising method. This
shows that the acquisition of effective prior information is the key to the performance of IR
method. Therefore, researchers proposed a variety of methods to obtain prior information:
total variation (TV) [14], nonlocal prior [15], methods based on Markov random field [6],
methods based on partial differentiation [16,17], and variants of the above methods [18–20].
However, the IR method requires several iterative calculations, resulting in a high time
complexity of the algorithm, which makes it difficult to be widely used in clinical medicine.

Both the projection filtering method and the iterative reconstruction method are
highly dependent on projection domain data, and the research is often hindered due to
the principle of data privacy. The image post-processing method can directly act on the
reconstructed low-dose CT image, whose purpose is to remove the stripe artefacts and
noise in the image while retaining more image details. Moreover, this method can be
well compatible with the current CT scanner. In view of the advantages of image post-
processing methods, various methods [21–25] have been proposed and show an excellent
denoising effect.

In recent years, deep learning [26] has made rapid development and shown superb
performance in the field of image denoising. More and more researchers have applied
it in the field of low-dose CT image denoising. Convolution neural networks (CNNs),
an important part of deep learning, show great ability in feature learning and mapping.
Inspired by the characteristics of CNN, Chen et al. [27] constructed a simple convolutional
neural network. The experiments clearly showed the advantages of CNN in low-dose
CT image denoising. On this basis, the residual coding and decoding structure was
introduced, and a convolutional neural network (RED-CNN) based on the residual codec
structure was proposed [28]. On the basis of the convolution neural network model and
the characteristics of wavelet analysis, researchers constructed a wavelet convolution
network [29] and further proposed the WavResNet [30] model by introducing the residual
structure, which showed good performance in low-dose CT image denoising. In addition,
the proposed network structure of U-net [31,32] also brought new ideas for low-dose CT
image denoising. Researchers also integrated the idea of generative adversarial networks
(GANs) into the denoising task of CT images. Yang et al. [33] analyzed the problems
existing in the traditional CNN denoising model and proposed introducing perceptual loss
into Wasserstein GAN (WGAN), which displayed excellent performance in image detail
preservation and edge over-smooth problems. However, the abovementioned network
models all need paired training data, that is, the low-dose CT images of patients should
be obtained, as well as the corresponding standard-dose CT images, which is difficult in
clinical diagnosis practice. To deal with this problem, a fidelity loss based on L2-norm
was introduced into GAN [32], which showed excellent performance in LDCT image
denoising task using unpaired data. Tang et al. [34] utilized CycleGAN to learn the image
distributions from the unmatched routine-dose cardiac phases to fulfil the denoising task
of low-dose CT images. Nevertheless, both methods ignore the perceptual differences to
some extent.

As it is difficult to obtain paired low-dose CT (LDCT) images and normal-dose CT
(NDCT) images for training a denoising model in clinical medicine, a WGAN network
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integrating multi-perceptual loss and fidelity loss is proposed, which can optimize the
image quality of low-dose CT by using unmatched NDCT images. WGAN [35] uses
Wasserstein distance [36] and Lipschitz continuity [37] to improve the adversarial loss
function, which effectively improves the stability of model training. The work in this paper
can be summed up as follows:

(1) The generator is improved by the introduction of a convolutional neural network
(CNN) with eight convolutional layers which is embedded in the residual structure
and utilizes dilated convolutions. This improvement can increase the receptive field
of the generator and fully mine the image information.

(2) For the purpose of applying the feature space distribution of the unmatched clean
images to guide the LDCT image denoising task, multi-perceptual loss is adopted to
measure the difference between LDCT and NDCT images in feature space.

(3) Since we use unpaired images for network training, we introduce a fidelity loss, which
uses L2 loss to calculate the difference between the generated image and the original
image to ensure that the generated image is not distorted.

The remainder of this paper is organized as follows. The proposed method based
on WGAN with multi-perceptual loss and fidelity loss is introduced and presented in
Section 2. Then, the experiments and analyses of the results are presented in Section 3.
Lastly, Section 4 gives a summary of this paper and looks forward to some possible future
research directions.

2. Methods

Suppose that z ∈ {zk}N
1 denotes the LDCT image, x ∈ {xk}N

1 denotes the unpaired
NDCT image, and pl and pr represent the distribution of LDCT and NDCT images,
respectively.

2.1. Wasserstein GAN

The denoising methods based on the traditional GAN [34,38] network use Jensen–
Shannon (JS) divergence or Kullback–Leibler (KL) divergence to estimate the distance
between two distributions. When the distance between the two distributions is far or
there is no intersection at all, JS divergence will degenerate into a constant, and the KL
divergence value will become meaningless; thus, they cannot be applied to the training
task of unpaired CT images. In addition, the method based on GAN is prone to some
problems such as gradient vanishing or explosion. To solve the above problems, a GAN
model based on Wasserstein distance and 1-Lipschitz constraint is introduced. The model
contains generator G and discriminator D. The training problem of G and D is expressed
as follows:

min
G

max
D

LWGAN(D, G) = −Ex∼pr
[D(x)] + Ez∼pl

[D(G(z))] + λEx̂∼p
x̂

[
(||∇x̂D(x̂)||2 − 1)2

]
, (1)

where G(·), D(·) represent the outputs of G and D, respectively, E is the expectation of
the dataset which conforms to a specific data distribution, and x̂ ∼ px̂ is obtained by ran-
dom interpolation sampling on the line between the generated image and its corresponding
NDCT image. The first two terms represent the Wasserstein distance between different
data distributions, the third term is the gradient penalty factor used for regularization, and
λ is the penalty coefficient.

2.2. Composition of Loss Functions

In order to use unpaired CT images to achieve the training of the denoising network
and to achieve the performance of the denoising model based on paired images, two loss
functions are designed in addition to the Wasserstein loss of WGAN itself.
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2.2.1. Fidelity Loss

In the process of using unpaired CT image training generator G, due to the feature
difference between the LDCT image and NDCT image, there will be a certain probability of
structural loss in denoising results or there will be artefact. That is, there is the possibility
of distortion for a generated image. Inspired by [32,39], fidelity loss is introduced to ensure
the authenticity of denoising results. The function is expressed as follows:

LFidelity = Ez∼pl
[

1
N2 ||G(z) − z||2], (2)

where ||·||2 is L2-norm. Many scholars introduced L2-norm to measure the difference
between the generated image and the corresponding NDCT image. A higher difference
denotes higher quality of the generated image. However, as the method proposed is
suitable for unpaired images (there is no correspondence between the LDCT image and
NDCT image), instead of calculating the L2 loss between the generated image and the
NDCT image, we calculate it between the generated image and the original image. In this
way, the advantages of the L2-norm, which is a good constraint on the consistency of image
pixels, are used to ensure the corresponding relationship between the generated image and
the original image pixels.

2.2.2. Multi-Perceptual Loss

For medical image denoising, how to remove the noise while retaining more lesion
features is one of the key research topics. People often use mean square error (MSE) as a loss
function to measure the difference between denoised images and NDCT images. However,
studies have found that a group of pictures with the same MSE value have significant
differences in human subjective perception [40]. Moreover, it is meaningless to use MSE
to measure the difference between the generated image and NDCT image for the image
denoising task using unmatched images. Recent research proved that the use of trained
CNN can obtain high-level image features [41,42], and the feature similarity between the
generated image and the standard image can fully reflect the degree of semantic similarity
between them. On the basis of this research, scholars proposed perceptual loss to guide
image style conversion [43], image denoising [33], and other tasks.

Inspired by [33,43,44], the perceptual loss function is introduced to learn the feature
distribution of NDCT images from the feature space to guide the denoising task of LDCT
images. In this paper, we use a pre-trained network proposed by Visual Geometry Group
(VGG) in Oxford named VGG-19 network (excluding the full connection layers of the last
three layers) as the perceptual feature extractor, whereby five groups of feature maps are
extracted in different levels and finally combined into multi-perceptual loss. Figure 1 shows
the extraction methods of feature maps in different levels, which is expressed as follows:

LPerceptual = E(x,z)

[
1

wihidi

5

∑
i=1
||∅i(G(z)) − ∅i(x) ||2

]
, (3)

where ∅i is the feature map obtained from the block i, G (z) is the denoising result of the
LDCT image, x represents the NDCT image, and wi, hi, and di represent the width, height,
and depth of the feature map, respectively. It should be noted that we use the VGG-19
network as the feature extractor. The input of the network is a color image, including three
channels, while the CT image is a grayscale image. Therefore, before using the network for
feature extraction, we duplicated the CT image to make RGB channels.

2.2.3. Full Objective

In order to improve the network’s denoising ability while retaining more content
and texture information of CT images, a new composite loss function for unmatched CT



Symmetry 2021, 13, 126 5 of 16

image denoising is proposed as a function of WGAN loss, which combines fidelity loss
and multi-perceptual loss. Our full objective is as follows:

LMulti−loss= λ1LWGAN + λ2LFidelity+λ3LPerceptual, (4)

where λ1, λ2, and λ3 are weighting parameters used to control the trade-off between the
three loss functions.
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Figure 1. Multi-perceptual loss network architecture.

2.3. Network Structure

In order to better remove the noise in LDCT images, incorporating perceptual loss
and fidelity loss, we propose a WGAN-based network, which uses a dilated convolution
and residual structure. We named it as WGAN-based network, using dilated convolution
and residual structure, with perceptual loss and fidelity loss. To simplify the description,
we named the network DRWGAN-PF, in which D, R, WGAN, P, F stand for “dilated
convolution”, “residual structure”, the structure of “Wasserstein GAN”, “perceptual loss”
and “fidelity loss”, respectively.

The proposed network consists of three components. Figure 2 shows the overall
network structure of the proposed method. First of all, a traditional convolution neural
network is selected as the generator network. Substantial work has proven that, with the
deepening of network layers, the network can obtain more image features, resulting in a
better denoising effect. However, the increase in the number of network layers leads to
the surge of training parameters and high dependence on the computing devices. In order
to improve the network efficiency without increasing the complexity of the network, the
residual structure, dilated convolution, and batch normalization are introduced. Figure 3
shows the structure of the generator network used in this paper.

We use a convolution neural network with eight convolution layers. The size of the
convolution kernel in each convolution layer is 3 × 3. Rectified Linear Units, which is
name as ReLU, is selected as the activation function. The number of filters in the first six
convolution layers is set to 64, and the last two layers contain one. Batch normalization
(BN) is added between the convolution layer and ReLU in the middle five convolution
blocks. Studies have shown that a network with a larger perceptual field can get more
context information, and dilated convolution can enhance the receptive field of network to
a certain extent. Therefore, dilated convolution is applied in the second to sixth layers of the
generator network, with dilated rates are 2, 3, 4, 3, and 2, respectively. Note that, when the
expansion rate is 1, the dilated convolution degenerates into a traditional convolution layer.
Lastly, to make full use of the detailed information of the input image, we use the idea of
residual structure to connect the low-level image features with the high-level features of
the image through skip connect, as shown in Figure 3.
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The discriminator network adopts the network structure proposed in [33], as shown
in Figure 4. The discriminator uses the traditional convolution neural network structure,
the purpose of which is to distinguish whether the input image is a generated image or
a real NDCT image. In short, it is a binary classification network in essence. The first six
layers of the discriminator network are convolutional layers, which are divided into three
blocks. The numbers of convolutional layer filters in Block1, Block2, and Block3 are set
to 64, 128, and 256, respectively. LeakyReLU is selected as the activation function with a
slope of 0.2. All the convolutional layers have a small 3× 3 kernel size. The stride is set to
be 1 for odd layers, and 2 for even layers. The last two layers are fully connected layers,
and the outputs are 1024 and 1, respectively. Moreover, there is a LeakyReLU activation
function after the first fully connected layer. As we adopt the WGAN framework, so there
is no need to use the sigmoid cross-entropy layer at the end of the discriminator.
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How to preserve more texture details while denoising low-dose CT images is an
important issue. It is a very effective method to study image reconstruction and image
denoising by using semantic features of images. Therefore, a feature extraction module,
the VGG network shown in Figure 2, is added to the WGAN. The module uses the trained
VGG-19 network as the feature extractor. The input is divided into two parts: one is the
output G(z) of the generator, whereas the other is the unpaired NDCT image. It is found
that the same type of images has certain similarity in semantic feature space. In this paper,
a multi-perceptual extraction network is constructed on the basis of the VGG-19 network,
as shown in Figure 1. In our method, the VGG-19 network with the last three layers of
the full connection layer removed is divided into five blocks, and the output features of
each block before MaxPooling are extracted to calculate the perceptual loss. Lastly, the
difference in feature space between the generated image and the NDCT image is obtained
using Equation (3).

Because there is no matching relationship between the NDCT image and the LDCT
image used by us, the image generated by the generator is likely to be distorted if the
model training is guided by WGAN loss and multi-perception loss. In response to this
problem, we introduce a fidelity item, as shown in the “fidelity loss” module in Figure 1.
The input of the module is the generated image and its corresponding LDCT image. The
consistency of the generated image and the original image in terms of the overall structure
and details is ensured by minimizing the difference between them.

3. Experiments and Results
3.1. Experimental Datasets

The data used in the experiment came from the LUNA16 dataset, and the image size
was 512 × 512. We randomly selected 2500 CT images of 40 patients from this dataset,
where 2400 images were selected for training, and the remaining 100 images were used for
testing. We defined the selected 2500 CT images as NDCT images. Reference [45] pointed
out that the noise distribution of LDCT images was approximately Gaussian; thus, so we
obtained LDCT images by adding Gaussian noise to NDCT images.

The following protocol was used: we divided the NDCT image into two parts, selected
the first part and its corresponding LDCT image for training the model on the basis of
paired images, and selected the LDCT images of the first part and the NDCT images of
the second part as the unpaired dataset for training the model proposed in this paper. In
practice, the proposed method was executed in a patch-by-patch manner with a patch size
of 128 × 128, in which images with mostly air were removed. Lastly, 11,648 pairs of image
patches were used for training. It should be noted that the voxel values of CT images used
in this paper varied from −3024 to 3071. Since the Hounsfield Unit (HU) value of the lung
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is about −500, the voxel values of each CT image were intercepted to [−1000, +400] and
stored in a file of HDF5 after normalization.

3.2. Setting of the Parameters

In our work, all the experiments were carried out in the environment of TensorFlow
on a computer with an Intel Core i7-9700K central processing unit (CPU), with 16 GB
random-access memory (RAM) and NVIDIA RTX 2070s. It costs about 14 h to train our
method. All networks were optimized using the Adam algorithm. Limited by the memory
of the graphics processing unit (GPU), the size of each mini-batch was set to 32. The number
of the epoch was set to 100. The hyperparameters of Adam were set as α = 1 × 10 −4,
β1 = 0.5, and β2 = 0.9. Referring to [33], the value of λ in Equation (3) was set to 10. The
values of λ1, λ2, and λ3 in Equation (4) were set to 0.8, 0.1, and 0.1, respectively, according
to our experimental experience.

3.3. Other Comparison Networks

In order to illustrate the performance of the network proposed in this paper, we trained
another five networks, as shown in Table 1. “Dataset” in the table describes whether the
data used in the network training is paired data or unpaired data. DRWGAN-PF is the
method proposed in this paper. DRWGAN-F does not contain the perceptual loss function.
GAN with fidelity loss (GAN-F) proposed in [32] is used for unpaired image denoising.
WGAN with perceptual loss obtained by a pre-trained VGG-19 network (WGAN-VGG)
proposed in [33], deep CNN denoiser prior for image restoration (IRCNN) proposed
in [39] are used for paired image denoising. We also trained an IRCNN network with
perceptual loss extracted by a pre-trained VGG-19 network (IRCNN-VGG) for image
denoising. Moreover, λ4 of GAN-F was set to 10, and the values of λ5, λ6 in WGAN-VGG
and IRCNN-VGG were equal to λ3.

Table 1. Details of all networks trained in this paper.

Network Loss Dataset

DRWGAN-PF minGmaxDλ1LWGAN(G, D) + λ2LFidelity(G) + λ3LPerceptual(G) Unpaired
DRWGAN-F minGmaxDλ1LWGAN(G, D) + λ2LFidelity(G) Unpaired

GAN-F minGmaxD LGAN(G, D) + λ4LFidelity(G) Unpaired
WGAN-VGG minGmaxD LWGAN(G, D) + λ5LVGG(G) Paired

IRCNN minG LMSE(G) Paired
IRCNN-VGG minG LMSE(G) + λ6LPerceptual(G) Paired

3.4. Network Convergence

Figure 5 displays the convergence during the training process of the network. It can
be seen that, although the training process of the two networks was somewhat oscillatory,
they eventually converged after the 20th epoch. Furthermore, we calculated the average
value of each loss after each epoch during training. Figure 6 shows the change trend of
each loss function with the number of iterations. Although some networks do not use the
perceptual loss or fidelity loss function, this paper still presents the trend of the loss in the
process of network training.

Figure 6a,b are the convergence of fidelity loss and perceptual loss, respectively. It
can be seen that the two loss functions gradually decreased and eventually converged
with the advancement of the training process. Figure 6a shows that the fidelity loss
values of the three networks trained with unpaired data obeyed the following order:
DRWGAN-PF > DRWGAN-F > GAN-F. It can be concluded from Equation (2) that fidelity
loss measures the similarity between the denoising image and the LDCT image. A smaller
value of fidelity loss denotes closer proximity of the generated image to the original LDCT
image, which indicates that the distortion of the generated image is lower.
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We can see that the changes in DRWGAN-PF and DRWGAN-F were more consistent;
however, from a global point of view, the fidelity loss of the former was slightly higher than
that of the latter. This is because the introduction of the multi-scale perceptual loss function
made the generated image closer to the NDCT image in feature space. In other words,
the NDCT image without noise could guide the generated image to remove the noise
component in feature space. The elimination of noise components relatively increased the
difference between the generated image and the original noise image. This phenomenon
can also be seen in the three networks based on paired image training. For example, the
fidelity loss of IRCNN-VGG with perceptual loss was slightly higher than that of IRCNN.
The value of fidelity loss of GAN-F was much smaller because λ4 in LFidelity(G) of GAN-F
was set to 10, accounting for a heavier proportion than the method proposed in this article,
which resulted in the network paying more attention to the image distortion during the
training process. Therefore, the image generated by GAN-F is closer to the original LDCT
image, but it also retains more noise to a certain extent.

Perceptual loss measures the similarity between the generated image and the NDCT
image in feature space. A smaller value denotes closer proximity of the generated image
to the NDCT image in feature space. From Figure 6b, it can be seen that, compared to the
DRWGAN-F, which does not minimize the perceptual loss, DRWGAN-PF, with minimizing
the perceptual loss, could bring the generated image closer to the NDCT image in feature
space. It should be pointed out that the perceptual loss of the network based on the
unpaired image is generally high due to the significant difference in content between the
generated image and the unpaired NDCT image. However, the change trend shows that
the generated image is more and more similar to the clean image in high-level features,
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which also indicates the denoising effect of the network to a certain extent (because the
features of the image with noise are more different from those of the NDCT image). It
can also be seen from the figure that the proposed method has some advantages over the
GAN-F method in image feature processing.

3.5. Results and Analysis

In order to demonstrate the denoising performance of the proposed DRWGAN-PF
model based on the unpaired training set for LDCT images, we compare the denoising re-
sults of other methods in Table 1. Moreover, we used peak signal-to-noise ratio (PSNR) and
structural similarity index measurement (SSIM) as the evaluation indices of image quality.

Using perceptual loss to improve image quality has been recognized by the majority
of researchers; however, whether it is applicable to network training based on unpaired
datasets remains to be verified. To this end, we implemented the DRWGAN-P network,
which introduced multi-perceptual loss on the basis of DRWGAN. Figure 7 shows the gen-
erated images of DRWGAN, DRWGAN-P, and DRWGAN-PF. To quantitatively evaluate
the performance of perceptual loss in networks trained on unpaired dataset, we calculated
the PSNR and SSIM of the generated image, as shown in Table 2. From Table 2, we can
find that, compared to DRWGAN, the PSNR and SSIM values of the image generated by
DRWGAN-P were significantly improved, indicating that the perceptual loss can also be
applied to the network trained based on unpaired datasets. This is because the percep-
tual loss measures the similarity of the two feature spaces, and the purpose is to use the
semantic features of clean images to guide the denoising of LDCT images. Therefore, the
perceptual loss could be used in the unpaired image denoising task.

Table 2. Performance of DRWGAN-P and DRWGAN-PF using unpaired dataset. PSNR, peak
signal-to-noise ratio; SSIM, structural similarity.

Metric LDCT DRWGAN DRWGAN-P DRWGAN-PF

PSNR 24.5241 23.4885 29.2091 29.6957
SSIM 0.5454 0.5947 0.6233 0.6916

Nevertheless, there are also some problems which occur during utilizing the percep-
tual loss. Combined with Figure 7, it can be seen that, compared to the hole marked in
the red circle in Figure 7a,b, Figure 7d is smaller and fuzzy, while Figure 7e is closer to
Figure 7a,b. This is because, when using the semantic features of clean images to guide
LDCT denoising, the network learns the features that do not exist originally in LDCT
images, thus resulting in distortion of the generated image. Therefore, we introduced a
fidelity item while using the perceptual loss, aiming at ensuring that the generated image
is not distorted while making use of the semantic features of the clean image.

For the sake of intuitively showing the denoising effect of DRWGAN-PF, we selected
a representative CT slice for qualitative comparison (see Figure 8). It can be seen from
Figure 8 that the two methods based on paired training data and unpaired training data
achieved good denoising results.

Figure 8c,d,g are denoising images based on matched training data. It can be found
that Figure 8c is more delicate and smoother, but slightly inferior to Figure 8d,g in terms of
visual effect. The reason for this phenomenon is that IRCNN uses MSE as the loss function,
and MSE measures the difference between the generated image and NDCT image pixel by
pixel; thus, the image generated via this method is smoother. However, IRCNN-VGG and
WGAN-VGG networks with perceptual loss can partly retain the perceptual features of
an image, which brings the generated images closer to NDCT images in terms of visual
perception. Although Figure 8f has less noise than Figure 8e, Figure 8e is closer to the lung
parenchyma part of NDCT image. The difference between GAN-F and WGAN-F is that
the former uses the U-Net network with a shortcut as the generator, and the latter uses the
eight-layer CNN network as the generator, which indicates that the performance of the
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generator based on the traditional CNN network needs to be improved. Comparing the
yellow rectangular areas in Figure 8f,h, it is not difficult to find that the DRWGAN network
with the introduction of the dilated convolution and the residual structure has significantly
improved image denoising and detail preservation.
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The enlarged view of the red rectangular area in Figure 8 is shown in Figure 9. Due
to the interference of noise, the details in the red circular area in Figure 9b become more
blurred. Comparing the generated images, it can be seen that the quality of various low-
dose denoising algorithms has been significantly improved compared with the original
LDCT image. It is not difficult to observe that Figure 9c is too smooth compared to
Figure 9d, and Figure 9d is closer to the NDCT image in terms of visual features, which
supports the effectiveness of the perceptual loss mentioned above. Through comparison, it
can be found that the image quality obtained using the method in Figure 9e is relatively
low, because the fidelity loss results in GAN-F paying more attention to the similarity
between the generated image and the LDCT image during the training process, resulting
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in the generated image retaining much more noise, which can also be seen in Figure 9h. By
comparing Figure 9h,i, we can see that the quality of the image changes significantly after
the introduction of multi-perceptual loss. Moreover, the introduction of multi-perceptual
loss also makes the generated image retain more detail.
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For the purpose of quantitatively analyzing the denoising ability of each network, we
calculated the average values of PSNR and SSIM of the generated images (generated from
the 100 LDCT images in the test dataset), as shown in Figure 10. From Figure 10, we can
see that the objective index of the IRCNN method based on MSE loss is the highest, but it
is not difficult to see that this method does not show advantages in a subjective evaluation
by comparing with the images in Figure 8. Compared with the three methods based on
pairing image training, the objective evaluation index of the proposed method is very
close to that of the network based on paired data and is higher than the method proposed
in [32]. Moreover, by comparing WGAN-PF and WGAN-F, we once again confirmed that
it is feasible to obtain the feature similarity between the generated image and the NDCT
image from the feature space through multi-perceptual loss to guide the denoising task of
network based on unpaired images.
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4. Conclusions

How to train denoising models with unpaired data is an important topic in the field
of medical image processing. In our work, we propose an adversarial denoising network
that integrates fidelity terms and multi-perceptual loss for LDCT image denoising. The
network proposed in this paper does not require matching of LDCT and NDCT images.
The multi-perceptual loss optimizes the quality of the generated image by minimizing the
feature space similarity between the generated image and the unpaired NDCT image, but
this will cause image distortion to a certain extent. Aiming at this problem, a data fidelity
function is proposed to ensure that there are no artificial features in the generated image by
minimizing the L2 loss of the generated image and the original noise image. Through the
training, the balance point of the two minimization processes can always be found, so that
the generated image quality is closer to the NDCT image without losing or adding artificial
features. In addition, the introduction of residual structure and dilated convolution also
enhances the image generation capabilities of traditional CNN networks.

The experimental results show that the proposed network has an acceptable noise
suppression effect while maintaining the texture and edge information of low-dose CT
images. The subjective analysis and objective evaluation index scores are used to evaluate
the image quality, which also prove that the proposed denoising method can significantly
improve the image quality.
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and K.X.; funding acquisition, Z.Y., K.X., and B.Z.; investigation, Z.Y., J.Z., and S.W.; methodology,
Z.Y.; project administration, Z.Y. and K.X.; software, Z.Y.; supervision, K.X.; training, Z.Y. and Z.H.;
validation, Z.Y. and J.Z.; visualization, Z.Y. and S.W.; original draft writing, Z.Y.; review and editing,
Z.Y. and K.X. All authors have read and agreed to the published version of the manuscript.
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