

  symmetry-13-01423




symmetry-13-01423







Symmetry 2021, 13(8), 1423; doi:10.3390/sym13081423




Article



Linear and Nonlinear Quantitative EEG Analysis during Neutral Hypnosis following an Opened/Closed Eye Paradigm



Gianluca Rho 1,2,*[image: Orcid], Alejandro Luis Callara 1,2[image: Orcid], Giovanni Petri 3[image: Orcid], Mimma Nardelli 1,2[image: Orcid], Enzo Pasquale Scilingo 1,2[image: Orcid], Alberto Greco 1,2[image: Orcid] and Vilfredo De Pascalis 4[image: Orcid]





1



Dipartimento di Ingegneria dell’Informazione, University of Pisa, 56122 Pisa, Italy






2



Research Center “E. Piaggio”, University of Pisa, 56122 Pisa, Italy






3



ISI Foundation, 10126 Torino, Italy






4



Department of Psychology, University of Rome La Sapienza, 00185 Rome, Italy









*



Correspondence: gianluca.rho@phd.unipi.it







Academic Editor: Giorgio Vallortigara



Received: 23 June 2021 / Accepted: 2 August 2021 / Published: 4 August 2021



Abstract

:

Hypnotic susceptibility is a major factor influencing the study of the neural correlates of hypnosis using EEG. In this context, while its effects on the response to hypnotic suggestions are undisputed, less attention has been paid to “neutral hypnosis” (i.e., the hypnotic condition in absence of suggestions). Furthermore, although an influence of opened and closed eye condition onto hypnotizability has been reported, a systematic investigation is still missing. Here, we analyzed EEG signals from 34 healthy subjects with low (LS), medium (MS), and (HS) hypnotic susceptibility using power spectral measures (i.e., TPSD, PSD) and Lempel-Ziv-Complexity (i.e., LZC, fLZC). Indeed, LZC was found to be more suitable than other complexity measures for EEG analysis, while it has been never used in the study of hypnosis. Accordingly, for each measure, we investigated within-group differences between rest and neutral hypnosis, and between opened-eye/closed-eye conditions under both rest and neutral hypnosis. Then, we evaluated between-group differences for each experimental condition. We observed that, while power estimates did not reveal notable differences between groups, LZC and fLZC were able to distinguish between HS, MS, and LS. In particular, we found a left frontal difference between HS and LS during closed-eye rest. Moreover, we observed a symmetric pattern distinguishing HS and LS during closed-eye hypnosis. Our results suggest that LZC is better capable of discriminating subjects with different hypnotic susceptibility, as compared to standard power analysis.
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1. Introduction


Hypnosis refers to a variety of practices capable of inducing a highly focused, absorbed attentional state that minimizes competing thoughts and sensations [1,2]. Typically, this is achieved through a two stage procedure involving induction and suggestion. Induction comprises a series of instructions that lead a subject to voluntarily adopt a particular mental behavior representative of the desired mental state in which suggestions are given [2]. Suggestions are, instead, communicable representations, typically conveyed through metaphors and visual imagery, intended to alter emotions, perceptions, cognitions, or ideomotor processes [3]. Under this induction-suggestion paradigm, hypnosis has been widely used as an investigative tool for cognitive, emotional, and social neuroscience research through behavioral and neuroimaging studies [2,4], as well as an applicative tool in clinical settings [5]. However, one of the main unresolved questions is that the potential effect of a hypnotic induction has not been separated from that of specific suggestions delivered during an induction (e.g., relaxation and focus of attention), or also from specific post-induction suggestions (see, e.g., References [6,7]). “Neutral hypnosis” is conceptualized as the hypnosis condition in the absence of targeted suggestions other than to become hypnotized as a procedure. It is believed to reduce the confounds of induction and post-induction suggestions and has been seldom used. Although there is an experimental demonstration that there is not fully neutral hypnosis, given that the sole mention of the word hypnosis increases suggestibility more than the same procedure defined as relaxation [8], the study of neutral hypnosis still avoids effects associated with specific suggestions that are usually included in inductions [9].



A major factor influencing the study of hypnosis is the subject-specific hypnotizability, i.e., the degree to which people respond to hypnotic procedures [10]. Particularly, a plethora of studies showed that hypnotic suggestion has a greater influence on High-Susceptible (HS) subjects compared to Medium- (MS) or Low-susceptible (LS) subjects (often used as control). On the other hand, differences between HS, MS, and LS during neutral hypnosis have been less investigated [9,11]. In particular, while there is some evidence of differences in HS versus LS brain activity during hypnosis [12,13], the neural correlates of such mental condition are still to be fully investigated.



One of the most popular approaches to study the neural substrate of hypnosis is given by electroencephalography (EEG). In particular, EEG correlates of hypnotizability and changes in the EEG spectrum, which occur when hypnosis is induced, were extensively reported [4,14,15,16,17,18,19,20]. Among these studies, several attempted at finding interesting patterns of activation through lateralized hemisphere activity (i.e., the so-called right-hemisphere hypothesis [10]). However, a more recent and accepted view is that hypnosis involves integrated activity of different brain regions, both from the right (e.g., nonanalytic mode of cognition) and left hemisphere (e.g., language processing capacities). Accordingly, both symmetric and lateralized activity may rise depending on the brain sources contributing to the EEG, as well as based on their frequency content.For instance, while EEG  α -power (8–12 Hz), as well as  α -power asymmetry, between hemispheres, encountered contradictory results [14,15,16,17], analyses on EEG  θ  (4–8 Hz) activity showed a greater specificity [15]. In particular, HS had higher  θ -power compared to LS at rest in frontal and temporal areas. On the other hand, hypnotic induction produced a decrease in  θ -power for HS, while producing an increase in LS, suggesting that both groups could reflect similar cortical states [10].



In the view of identifying more specific markers of hypnotic susceptibility, additional studies applied nonlinear measures to EEG of subjects under hypnosis [21,22,23,24,25,26].In particular, it was observed that complexity was higher among HS compared to MS and LS using both Recurrence Quantification Analysis (RQA) and Fractal Dimension Analysis (FDA) [21,25]. Furthermore, the combination of RQA with Detrended Fluctuation Analysis (DFA) allowed to distinguish HS from LS and to predict subjects’ level of hypnotizability [22]. However, the sensitivity of these measures to noisy, non-stationary, and short data may be a critical issue for EEG analysis [27]. Furthermore, these measures properly detect complexity on time-series generated by a chaotic system, while EEG may reflect both chaotic and non-chaotic behavior. In this context, the Lempel-Ziv complexity (LZC) may overcome such limitations. Indeed, LZC is capable of detecting complexity even if the time series is generated from a chaotic system or from a stochastic process, as well as from a mixture of them (i.e., the model independence property [28]). Furthermore, LZC was found to be robust to non-stationary time-series and short data [29]. Previous studies already applied LZC to the context of hypnosis, confirming LZC as measure able to distinguish among different mental states [30,31,32,33]. In particular, Reference [30] measured the complexity of electrophysiological response to Transcranical Magnetic Stimulation (TMS) through EEG, in one hypnotic virtuoso (i.e., a very highly hypnotizable subject who can respond to a broad spectrum of hypnotic suggestions), finding a shift from the normal metastable brain state of normal wakeful consciousness during waking rest, towards more segregated connectivity during hypnosis. However, results from such a single-subject study may not be able to generalize to the entire population, and an application of LZC to discriminate among subjects with different levels of hypnotic susceptibility is still missing.



In the common practice, hypnosis is induced in both closed-eye (CE) and opened-eye (OE) conditions. However, the majority of the studies on EEG correlates have analyzed CE condition only without performing a comparison between CE and OE [4,14,15,16,17,18,19,20,22,34]. Only a few of them have reported a simple comparison between the spectral power in CE and OE conditions [35,36] giving a partial view of the phenomenon. Nevertheless, given the strong influence of eye condition on EEG activity at rest [37], it is not possible to exclude whether such influences are also reflected during neutral hypnosis.



In this paper, we performed an exhaustive description of EEG dynamics of HS, MS, and LS subjects in waking rest and in neutral hypnosis, evaluating the effect of CE/OE condition on EEG activity for both waking rest and hypnotic phases. Specifically, we acquired EEG signals of HS, MS, and LS, under both CE/OE rest and CE/OE hypnosis. We analyzed EEG Power Spectral Density (PSD), Lempel-Ziv Complexity (LZC), and frequency-banded Lempel-Ziv Complexity (fLZC) for 19 electrodes sites in four frequency bands:  δ  (1–4 Hz),  θ  (4–8 Hz),  α  (8–12 Hz), and  β  (12–30 Hz). Then, for each group of subjects and each eye condition, we compared these measures between rest and hypnosis. Moreover, we investigated between-group differences for each experimental condition. The LZC and fLZC results were also compared with those achieved using the Tsallis Entropy (TsEn) and frequency-banded Tsallis Entropy (fTsEn) measures.



In the following sections, we first describe the methodological details of the study (Section 2). Then, we present results (Section 3), together with a discussion of our major findings (Section 4). Finally, we provide conclusions of this work (Section 5).




2. Materials and Methods


2.1. Participants


Thirty-four healthy right-handed women volunteers (18–34 age range, M = 22.6, SD = 4.47) were selected from participants in our previously published study [38]. Participants’ selection consisted of being naive to hypnosis and right-handed since there is experimental evidence that, when the method of subjects’ selection is not controlled, this may potentially affect the relationship between EEG activity/asymmetry and hypnotizability (see References [39,40,41,42]). In addition, we collected only women since, in some previous studies, women had found scoring higher on hypnotizability than men across the various age ranges (see References [43,44,45]), suggesting that gender is another potential factor that may influence the EEG versus hypnotizability relationship. Handedness was measured by the Italian version of the Edinburgh Inventory Questionnaire [46,47]. Participants were healthy and free of medication and without a history of psychiatric or neurological disorders. They were asked to refrain from smoking or drinking coffee for at least three hours before the EEG recording. Since previous research has demonstrated that women’s hemispheric specialization varies with EEG brain resting states and phases of the menstrual cycle [48] and, in addition, that the menstrual cycle moderated resting frontal alpha asymmetry in high- and low-neuroticism females [49], participants were invited for the EEG recordings between the 5th and 11th day after the onset of menses. Each participant gave her informed consent to participate in this study. Experiments were carried out according to ethical standards of human experimentation following the Helsinki Declaration and approved by the institutional review board of the Department of Psychology of La Sapienza, University of Rome. Hypnotic susceptibility was assessed using the Italian translation by Reference [50] of the Stanford Hypnotic Susceptibility Scale, Form C (SHSS:C; [50,51]). This scale is made of thirteen discrete levels, ranging from zero (i.e., no susceptibility) to twelve (i.e., maximum susceptibility). Specifically, subjects who scored less than 2 in the evaluation were identified as LS (M = 1.11, SD = 0.78), subjects with a score higher than 2 and less than 8 were identified as MS (M = 5.94, SD = 1.48), and subjects with a score from 9 to 12 were identified as HS (M = 10.55, SD = 1.01). Accordingly, 9 subjects were classified as HS, 16 as MS, and 9 as LS. Before the EEG recordings, each participant filled out a state anxiety questionnaire (STAI-Y1) of the State-Trait Anxiety Inventory [52]; Cronbach’s  α , obtained for the STAI-Y1 in our referenced research, was 0.85.




2.2. Experimental Protocol


The EEG recordings of the present work were derived from Reference [38] and consisted of two sessions. In the first session, we administered the Italian version of the Stanford Hypnotic Susceptibility Scale, Form C [50,51], to measure the hypnotizability level of each participant. The second session (2 p.m. to 3 p.m.) consisted of the recordings of EEG data during two counterbalanced conditions, i.e., waking rest and hypnosis. During this session, hypnosis was induced using the Stanford Hypnotic Clinical Scale and required an average of 20 min for the administration. Since the level of hypnotizability of each subject (i.e., LS, MS, or HS) did not change across the SHSS:C and SHCS measures, only the SHSS:C total score was used for statistical analyses (for more details, see Reference [38]). Each waking condition of interest lasted about 4 min. In particular, hypnotic induction took 20 min, after which 4 min of resting hypnosis were recorded. For each resting condition, we asked participants to keep their eyes open or closed, for a total of 4 different resting conditions: Opened-Eye waking Rest (  O  E R   ), Closed-Eye waking Rest (  C  E R   ), Opened-Eye Hypnosis (  O  E H   ), and Closed-Eye Hypnosis (  C  E H   ). Each condition lasted 120 s, and OE/CE were counterbalanced across participants. Finally,   O  E H    and   C  E H    conditions were performed just after the conclusion of the hypnotic induction, and participants were not subjected to any suggestion.




2.3. Data Acquisition and Preprocessing


EEG data were recorded using a 32 channels tin-electrode stretch Lycra cap (Electro-caps, Eaton, OH, USA). All signals were acquired with a sampling frequency of   f s = 1000   Hz. Data analysis and preprocessing were performed using EEGLAB [53]. First, we applied an antialiasing filter and undersampled the EEG signal to    f s  = 256   Hz. Then, we band-pass filtered the data between 1 Hz and 35 Hz. We removed channels being flat for longer than 5 s, as well as channels that were poorly correlated with their adjacent channels (  r < 85 %  ) [54]. Subsequently, we applied the artifact subspace reconstruction (ASR) to the data [54,55]. This method removes short-time high-amplitude artifacts from the EEG signal (e.g., head movements, electromyographic activity, and other non-stereotyped artifacts) by applying a spatial filter to the EEG signal’s principal components (PC) subspace [54]. First, the algorithm searches for the cleanest part of the data to use it as calibration data. Then, a sliding window is applied to the data, and, for each window, the EEG signal is decomposed into its PCs through Principal Component Analysis (PCA). The PCs whose variance exceeds a component-specific cutoff threshold are determined as artifact subspace and, thus, removed. Finally, the removed PCs are interpolated based on the remaining subspace, and the cleaned data is backprojected to its native space [54]. The component-specific thresholds are based on the variance of the calibration data’s PCs, multiplied by a user-specified factor which determines how many times the variance of the PCs of the windowed data should exceed the variance of the calibration data’s PCs in order to be labeled as artifact subspace. Higher values of such factor correspond to a very conservative filtering, whereas lower values correspond to a very sensitive one, with the consequence of removing not only artifacts but also relevant information from the data [55]. In this work, we adopted a conservative factor of 30, which has been shown to remove the majority of the artifacts, while preserving the information contained in the data [55]. After the application of ASR, we visually inspected the EEG signal to eventually remove bad data periods not successfully repaired by the algorithm. Bad channels were recovered via spherical interpolation before re-referencing the data to the average.



Preprocessed EEG signal was decomposed into a set of maximally independent components using Independent Component Analysis (ICA) [56]. These components were associated with static scalp maps which resembled both brain and non-brain activity (i.e., artifacts). Here, we exploited ICA to remove artifact-related components from EEG data. Finally, for the sake of clarity, we reduced the channels of the EEG signal to the 10–20 international system subset, to decrease the number of multiple comparisons during subsequent statistical analysis while keeping an acceptable level of spatial resolution over the scalp.




2.4. Power Analysis


We estimated the power spectral density (PSD) for each experimental condition. Specifically, PSD was estimated using the Welch’s method, with a moving window of 5 s and an overlap of   75 %  . Then, we derived the total power spectral density (TPSD) by taking the average power spectrum amplitude in the 1–30 Hz frequency range. Furthermore, we extracted the average power in the  δ ,  θ ,  α , and  β  bands.




2.5. Lempel-Ziv Complexity Analysis


We estimated EEG complexity using the LZC index [57]. LZC measures the number of distinct substrings and the rate of their recurrence along a given sequence or time series. Higher rates of recurrence are associated to higher complexity of the sequence. Operationally, the time series is first transformed into a sequence of finite length through a coarse-graining process [57]. Typically, such a process converts the data into a sequence of 0 s and 1 s by comparing the time series with a given threshold   T h  . Specifically, each point in the time series larger than   T h   is mapped to 1, while values lower than   T h   are mapped to 0. Then, the obtained sequence is scanned from left to right, and a complexity counter   c ( n )   is incremented by one every time a new subsequence of consecutive 0 s/1 s is detected. Let   P =  s 1  ,  s 2  , . . . ,  s n    be the coarse-grained sequence of the original time series. Let   S =  s 1  ,  s 2  , . . . ,  s k    and   Q =  s  k + 1   ,  s  k + 2     denote two subsequences of P. Let   S Q   be the concatenation of S and Q. Let   S Q π   be equal to   S Q   without its last element. Then, if Q does not belong to the vocabulary of all the possible subsequences contained in   S Q π  , then Q is recognized as a new subsequence of P. In such a case, S is updated to   S = S Q  , Q is updated to   Q =  s  k + 3    , and the complexity counter   c ( n )   is incremented by one. In the opposite case, S remains unchanged, and Q is updated to   Q =  s  k + 1   ,  s  k + 2   ,  s  k + 3    . The process stops when the last element of the sequence P is scanned. Finally,   c ( n )   is normalized via   b ( n )  :


  C  ( n )  =   c ( n )   b ( n )    ,  



(1)




where   b  ( n )  = n / l o  g 2   ( n )    corrects for the bias on   c ( n )   introduced by the length of the sequence [28,58]. Previous applications of LZC reported less complex and more regular EEG time series in the case of patients affected by Alzheimer’s disease, as compared to control subjects [59], and in the case of anaesthetized patients, as compared to the awake state [28]. Hence, lower values of LZC are considered an index of reduced brain activity, whereas higher values of LZC are associated to alertness and enhanced brain activity. In this work, we estimated the complexity of each EEG channel, within each experimental condition, according to the procedure reported in Figure 1. We segmented each EEG time series with 39 s-long non-overlapping time-windows. For each time-window k, we transformed the corresponding time series segment    X k   ( t )    into a binary sequence    P k   ( t )    of 0 s and 1 s by comparing the time series with its median value   T  h k   . Then, we applied the scanning process to the sequence, and we obtained an estimate    C k   ( t )    of the LZC for the k-th window. Finally, we averaged together the LZC estimates over windows to obtain an estimate of the EEG channel’s complexity during the entire experimental condition. The choice for the window size comes from the unstable behavior of LZC estimates, which typically occurs for window sizes lower than a particular value [28]. Here, we determined the best window size by computing the LZC index for window sizes ranging from 256 to 23,040 samples (i.e., from 1 to 90 s) and evaluating the behavior of the LZC index estimates over subjects. Moreover, to take into account how the different frequency content of the EEG contributed to complexity, we computed the LZC for each distinct frequency band (fLZC) [60]. Specifically, we band-pass filtered the EEG signal into the  δ ,  θ ,  α , and  β  bands. Then, for each filtered time series, we computed the LZC according to the standard procedure mentioned above. In this way, we were able to obtain a frequency-specific value of complexity for each band of interest.




2.6. Tsallis Entropy


In addition to the complexity estimation provided by the LZC, we also performed an entropy analysis to evaluate the randomness and predictability of the EEG time series. We computed the Tsallis entropy (TsEn) of EEG time series according to References [61,62]:


  T s E n =   1 −  ∑  n = 1  N   p n q    q − 1   ,  



(2)




where   {  p n  }   are the probabilities associated with N possible values of the time series, such that    ∑  n = 1  N   p n q  = 1  , and q is a parameter measuring the degree of nonextensivity, i.e.,   T s E n  (  x 1  ∩  x 2  )  = T s E n  (  x 1  )  + T s E n  (  x 2  )  +  ( 1 − q )  T s E n  (  x 1  )  T s E n  (  x 2  )   , where   x 1   and   x 2   are two time series [63]. For each subject and for each experimental condition, we estimated the probability density function   {  p n  }   of EEG channels through the Sturge’s rule for the choice of the optimal number of bins N in the histograms [64]. We then applied Equation (2) to each time series, using   q = 5   for the nonextensivity parameter [65]. Furthermore, to analyze the contribution of each EEG frequency band, we computed the frequency band TsEn (fTsEn). Specifically, for each subject and for each condition, we band-pass filtered the EEG signal into the  δ ,  θ ,  α , and  β  bands, and, for each filtered EEG signal, we computed the TsEn according to the aforementioned procedure.




2.7. Statistical Analysis


We evaluated interactions between groups and conditions (within) by performing two-way ANOVA on TPSD, PSD, LZC, and fLZC, with a significance level of   α = 0.05  . Since we found no interaction between the two factors, we performed subsequent statistical analysis by considering groups as distinct. We tested for significant differences between conditions (i.e.,   O  E R    versus   C  E R   ,   O  E H    versus   C  E H   ,   O  E R    versus   O  E H   , and   C  E R    versus   C  E H   ) within each group of subjects (i.e., HS, MS, LS). To this aim, we applied a Wilcoxon sign-rank test (  α = 0.05  ) to each measure of interest (i.e., TPSD, PSD, LZC, and fLZC). Multiple testing was controlled using the Benjamini-Hochberg False-Discovery-Rate (FDR) procedure for dependent or correlated samples [66]. Then, for each condition, we evaluated between groups differences in TPSD, PSD, LZC, and fLZC with a Kruskal–Wallis test (  α = 0.05  ). We conducted post hoc analysis with a Mann–Whitney test. Multiple testing was controlled with the Tukey–Kramer critical value for independent samples [67].





3. Results


An ANOVA performed on state anxiety scores, between LS, MS, and HS hypnotizability groups was not significant (F(2,31) = 1.77, p = 0.187,   η p 2   = 0.102), indicating that state anxiety did change among hypnotizability groups (HS: M = 32.33, SD = 2.92; LS: M = 37.11, SD = 5.90; MS: M = 35.44, SD = 6.28).



Considering all linear and nonlinear indexes, the results of the ANOVA tests performed for each channel and frequency band did not find any significant interaction between groups and experimental conditions (  p > 0.1  ).



3.1. Power Analysis


Figure 2 depicts the results of the TPSD and PSD analysis within each band for HS, MS, and LS.



Between-group analysis of TPSD did not show any significant difference among HS, MS, LS in any experimental condition; thus, the results are not reported. Similarly, we did not find any significant difference between the groups in terms of PSD, for any of the experimental conditions and in any band.



We found similar changes in TPSD for HS and MS. Specifically, we observed lower levels of TPSD under hypnosis, compared to waking rest, in both OE and CE conditions and in almost all scalp regions. Furthermore, we observed higher TPSD during   C  E R   , compared to   O  E R   , in the left frontal, left parietal, and bilateral occipital sites for HS, and in the right frontal and bilateral parietal, temporal, and occipital sites for MS. On the other hand, we did not find any relevant difference between the two hypnotic eye conditions (i.e.,   C  E H    versus   O  E H   ), except for few localized changes. For LS, changes in TPSD were slightly different compared to those observed in HS and MS. Specifically, power decreased during   O  E H   , compared to   O  E R   , in the right frontal and left parieto-occipital areas. Furthermore, power also decreased during   C  E H   , compared to   C  E R   , in almost all the scalp regions, and at T3 during   O  E H    versus   C  E H   . Finally, we found no significant differences between OE and CE neither between the two waking rest nor between the two hypnotic conditions.



Concerning the PSD analysis on HS, we found lower levels of  θ -power during hypnosis, compared to rest, in both OE and CE for almost all scalp regions. On the other hand,  α -power decreased in almost all scalp regions only during   C  E H   . Indeed, during   O  E H   , reduction in TPSD was observed only at Cz (Figure 2). During resting conditions, the observed trends were inverted. In particular, we found an increase of  α -power in almost all scalp regions during   C  E R   , compared to   O  E R   , and an increase of  α -power during   C  E H   , compared to   O  E H   , in the frontal, central and occipital sites. Finally, we did not find any significant difference in the  δ  and  β  bands. For MS, we observed a decrease in PSD during both OE and CE hypnosis, compared to rest, in the  θ ,  α , and  β  bands. In particular,  θ  and  α  power decreased in all the scalp areas during the CE comparisons. Similar to HS, an analogous behavior was observed in the  θ -band for the OE comparison. On the other hand, we found a decrease of  α -power in temporal and parieto-occipital sites, and a decrease of  β -power in the right frontal, left temporal, and parieto-occipital sites, respectively, in the OE comparisons. Moreover, we found both an increase of  α -power in the frontal, temporal, right parietal, and right occipital sites, and an increase of  β -power in the temporal, parietal, and occipital sites during   C  E R   , compared to   O  E R   . We did not observe any significant difference between the two hypnotic conditions, in any of the considered frequency bands. Furthermore, no significant differences were found in the  δ  band for any comparison. For LS, during   C  E H   , we found a decrease of both  θ -power in the frontal, right temporal, central, parietal, and occipital areas, and  α -power in all the scalp areas, compared to   C  E R   . Moreover, we observed a decrease of power during   O  E H   , compared to   O  E R   , at P3 and T5 for the  θ  band and at P3 for the  α  band, respectively. We found no differences between   O  E R    and   C  E R    nor between   O  E H    and   C  E H   .




3.2. Lempel-Ziv Complexity Analysis


For both LZC and fLZC, we found no interaction between groups and conditions.Figure 3 shows the results of LZC and fLZC within-group analysis for HS, MS, and LS. We found an increase of LZC during   C  E H   , compared to   C  E R   , in all the scalp regions, except for C3, Cz, and C4. Furthermore, we observed an increase of complexity in the frontal, temporal, and parietal sites during   O  E H   , compared to   O  E R    in HS. On the other hand, we found lower values of LZC in   C  E R   , compared to   O  E R   , at F3. Similar to HS, MS exhibited higher values of LZC during   C  E H   , compared to   C  E R   , over all the scalp regions, as well as in during   O  E H    compared to   O  E R   , in the right hemisphere and in the left parietal-temporal area (i.e., P3, T5). Furthermore, LZC decreased during   C  E R   , compared to   O  E R   , at F3. On the contrary, we did not find any significant variation of LZC for LS in any of the experimental conditions.



Regarding fLZC, for HS, we observed changes only in the  α  band. Specifically, we observed that, during   C  E R   , complexity decreased compared to   O  E R    in all the scalp regions. Conversely, complexity increased in frontal, central, and occipital areas when comparing   C  E H    with   C  E R   . We did not find any relevant difference between eye conditions during hypnosis nor between hypnosis and rest in OE.



For MS, we found a decrease of complexity during   C  E R   , compared to   O  E R    in all the scalp regions for the  α  band, and for the central, parietal, and occipital regions for the  β  band. Moreover, complexity decreased at Fp2, Pz, and T6 during   O  E R    versus   O  E H    for the  β  band and in the frontal (i.e., Fz), parietal, and occipital areas during   C  E R    versus   C  E H    for the  θ  band. Differently, we found an increase of complexity during   O  E H    versus   C  E H    at T3 and Pz for the  α  band, and in the right central, parietal, and occipital sites for the  β  band. Complexity also increased during   C  E R    versus   C  E H    in all the scalp regions for the  α  band, in the right central (i.e., C4), parietal, and occipital sites for the  β  band.



For LS, we observed results similar to HS. Specifically, complexity decreased in the  α  band during   C  E R   , compared to   O  E R   , although limited to the frontal, temporal, and central areas. Moreover, complexity increased during hypnosis, compared to rest, in the CE condition, in almost all the scalp areas.



Figure 4 shows the results of the between-group analysis of LZC. Accordingly, we report the scalp areas for which LZC was different among HS, MS, and LS. In particular, we found differences in complexity between the groups in the left fronto-temporal area and in the area covered by Pz. In Table 1, we report the results of the post-hoc analysis conducted on the significant differences found between the groups. In particular, we observed higher LZC values in MS, compared to HS, in the left fronto-temporal area, whereas, at Pz, we observed higher complexity in LS, compared to HS.



Results of fLZC between-group analysis are depicted in Figure 5, together with post hoc analysis results resumed in Table 2, Table 3 and Table 4. We found a significant difference at F7 between HS and LS during   C  E R    in the  β  band (Table 2). Furthermore, we observed significant differences during the   C  E H    condition between HS and LS at C3, C4, T5, and Pz, in the  α  band (Table 3). Finally, during the   O  E H    condition, we observed a difference at C3 in the  β  band, although not significant after post hoc analysis (Table 4).




3.3. Tsallis Entropy Analysis


Both TsEn and fTsEn statistical results were not able to significantly discriminate the different experimental conditions within each group. Significant difference were, instead, found between HS and MS groups during the   C  E R    experimental session. Particularly, Figure 6 shows the results of the between-group analysis for TsEn (all red areas refer to HS versus MS significant differences). We observed higher entropy in HS, compared to MS, at F7 during   O  E R   , and in the frontal, temporal, and parietal areas during   C  E H   . Similarly, Figure 7 shows the results of the between-group analysis of fTsEn, carried out for the  δ ,  θ ,  α , and  β  bands. We observed higher entropy in HS, compared to MS, during   C  E R    at T7 in the  δ  band. Furthermore, we observed higher entropy in HS, compared to MS, during   C  E H   , in the frontal and parieto-occipital areas for the  δ  band, in the left frontal, central, and left parieto-temporal areas for the  θ  band, in the frontal and parietal areas for the  α  band, and in the frontal and right parietal areas for the  β  band. Notably, we did not find any significant difference between HS and LS nor MS and LS.





4. Discussion


In this work, we investigated how hypnotic susceptibility affected EEG correlates in healthy subjects. To this aim, we analyzed EEG recordings from 34 subjects during waking rest and neutral hypnosis, and we investigated the differences in power and complexity measures among HS, MS, and LS. Additionally, for each of waking rest and neutral hypnosis, both OE and CE conditions were considered. More specifically, we evaluated differences in the measures of TPSD, PSD, LZC, and fLZC in four different eye conditions, i.e.,   C  E R   ,   O  E R   ,   C  E H   ,   O  E H   . Finally, we performed a between-group analysis to test if there was a statistically significant difference dependent on subjects’ level of hypnotizability.



From the TPSD analysis, we did not observe any significant difference between HS, MS, and LS. Indeed, most of the observed changes between the different experimental conditions were present in all groups. Particularly, a decrease in TPSD during neutral hypnosis compared to waking rest (independently of the eye condition) was manifested in all groups, although such changes were less spread in LS compared to HS and MS. In addition, we did not find any relevant difference between the two eye conditions (  C  E H    versus   O  E H   ) in hypnosis. This last finding indicates that, during hypnosis, the eye conditions are less relevant than during waking state. This is consistent with previous research showing that MS and HS differ from LS in terms of spontaneous subjective experiences during hypnosis, and some of these experiences are reflected in oscillatory activity (see, e.g., Reference [9]). Likewise, PSD in the different frequency bands reflected similar differences. In particular, we observed that, for both  θ  and  α  bands, changes in PSD reflected TPSD results, despite sometimes being more localized. The only relevant difference between HS/MS and LS was, instead, related to the   C  E R    versus   O  E R   . In such comparison, HS/MS participants were reactive to eye modality disclosing a greater power during   C  E R    as compared with   O  E R   , whereas LS did not exhibit any significant variation. These findings as a whole are interesting since they are consistent with the hypothesis that, independently from the eye modality, the attentional focus during hypnosis is on internal stimuli, as it happens for mental imagery [68], rather than external ones [9,69]. However, we cannot exclude that between groups differences were not observed because of the limited number of subjects in the LS and HS groups compared to MS. On the other hand, it may be possible that power features, such as TPSD and PSD, may not be sufficiently specific to distinguish these different groups.



Contrarily to power analysis, complexity results highlighted significant differences between hypnotizability groups for LZC during   C  E R   . In particular, the HS group was significantly different from MS and LS, showing lower values of complexity for left frontal areas, suggesting that the level of hypnotic susceptibility may also have an impact on EEG complexity measures at rest. This finding fits with the idea advanced by References [70,71] of higher cognitive flexibility in HS, as compared to LS, in waking state, and with the higher involvement at the left fronto-limbic level, of the focused attention control system in HS both during the waking-resting phase and the initial stage of the hypnotic induction process [72,73,74]. This result could also be considered in line with [26], in which authors found a higher left hemisphere EEG chaotic activity than in the right one, in distinguishing HS from MS and LS subjects. Additionally, we have also found that HS and LS differed in terms of LZC for Pz. This last result can be explained with original research findings reporting that the parietal region, being part of the focused arousal control system, is more sensitive in HS individuals [75,76].



We also observed between groups differences in fLZC. In particular, since different EEG rhythms may respond differently to neutral hypnosis, we evaluated complexity on filtered EEG in the  δ ,  θ ,  α , and  β  bands (i.e., fLZC). Interestingly, differences happened only between HS and LS. We observed that, during   C  E R   , fLZC was lower in HS compared to LS at the F7 electrode in the  β  band. On the other hand, the differences observed during   C  E H    followed a symmetric pattern. In particular, complexity was lower in HS than in LS in the  α  band at C3, C4, Pz, and T5. All these findings can be seen as in line with the model of hypnosis proposed in Reference [74], indicating a shift from a left-hemisphere activation to a hemispheric balance (after hypnotic induction), and then to a right-hemisphere activation to facilitate mental imagery during deep hypnosis.



Within-group analysis showed that LZC was higher for both HS and MS during neutral hypnosis, compared to the waking-resting phase, regardless of eye condition. This is consistent with the results obtained with fLZC. Interestingly, we found these significant differences in the  θ ,  α , and  β  bands, but not in the  δ  band. This supports the original results reported in Reference [77], through a reanalysis of the study of Reference [15]. Specifically, authors in Reference [77] found that HS individuals during baseline condition in hypnosis had higher EEG chaotic pointwise dimensions at frontal, temporal, and, to a lessor extent, parietal sites. Based on previous fractal observations reported by Reference [78], authors in Reference [77] interpreted their own dimensionality findings as suggesting that high hypnotic susceptible individuals display underlying brain patterns associated with imagery, whereas low susceptible individuals show patterns consistent with cognitive activity (i.e., mental math). Finally, while LZC showed no significant differences between conditions for LS, fLZC highlighted a significant increase of complexity in the  α  band. Given the above-reported interpretation of LZC findings and given previous observations of enhanced fast- α  amplitude at rest in the posterior brain of LS [75], we suggest that the significant increase in complexity of the  α  activity could indicate the tendency of LS to deeply relax after the hypnotic induction, rather than experience a mental dimension linked to neutral hypnosis.



Nonlinear measures derived from chaos theory have already been applied to investigate the EEG correlates of hypnosis and hypnotizability. However, the behavior of such measures in the case of short time series or non-stationary data might be not reliable [27]. On the other hand, LZC has the potential to detect complexity even if the time series is generated from a chaotic or a stochastic system because it is a flexible measure that requires no a priori information on the underlying system dynamics [28]. Furthermore, fLZC extend the capabilities of LZC to investigate complexity over frequency bands, which is critical in EEG analysis [60]. Interestingly, within group analysis of complexity measures followed an inverted pattern compared to power measures. Indeed, while complexity increased during hypnosis, power decreased. Moreover, such specular behavior was more accentuated for HS/MS than for LS. Accordingly, we can hypothesize that, for those subjects with higher hypnotic susceptibility, neutral hypnosis induces a mental state associated with higher connectivity. Indeed, the increase in complexity has been associated with more active mental states [28]. Moreover, lower values in power are generally an index of less synchronized global activity, indicating that, during neutral hypnosis, HS and, to a lower extent, MS are experiencing a mental state, such as imagery activity, whereas LS individuals appear to engage in relaxation, such as cognitive activity [77].



LZC-related results have been compared to those obtained by the application of the TsEn and fTsEn. On the one hand, the information provided by the entropy measure was able to significantly discriminate only HS and MS in a single condition, i.e.,   C  E H   , for all the frequency bands. On the other hand, both the TsEn and the fTsEn were not able to highlight any difference between experimental conditions, for any of the susceptibility groups, and for any frequency band. This might be related to a low statistical power of the TsEn due to the limited and inhomogeneous number of subjects for each group. However, it is worthwhile to note that the same sample size has been sufficient to obtain the observed significant variations with LZC and fLZC. Furthermore, the Tsallis entropy and LZC indices return different information on nonlinear dynamics related to the concepts of entropy and complexity, since the former can be associated with the level of predictability associated with the time series, while the latter can indicate how chaotic the underlying cortical dynamics are [79]. At the speculation level, this could suggest that modification in the brain’s nonlinear dynamics might be more related to the complexity of the underlying physiological system than to its randomness and predictability properties described by the TsEn index.



In terms of LZC, the HS group was significantly different from MS and LS, showing an asymmetric distribution of complexity with lower complexity at the left frontotemporal area during waking rest with closed eyes, suggesting that the level of hypnotic susceptibility may have an impact on EEG complexity measures also at rest. Further, we observed that fLZC during   C  E R    was lower in HS compared to LS at the F7 electrode in the  β  band, while differences observed during   C  E H    followed an asymmetric pattern with lower complexity in HS than in LS in the  α  band at C3, C4, Pz, and T5. There are experimental pieces of evidence for an inverse relationship between LZC and functional connectivity in non-clinical participants during timing prediction, resting state, and in schizophrenics [80,81,82,83], as well as pieces of evidence for a positive association between fMRI regional neural complexity and network functional connectivity, indicating that a more complex regional neural activity reflects higher functional connectivity [84]. Both the present complexity asymmetry and symmetry findings are new and useful to understand the influence of individual differences in hypnotic susceptibility in brain functioning during neutral hypnosis. However, we suggest that functional connectivity should also be measured to account for the functional integration of the brain [85]. This measure can provide a global view, rather than the local neural activities, for understanding the interactions between distributed brain regions. Comparing observations of both the complexity and functional connectivity under waking rest and neutral hypnosis conditions may provide some new insight for understanding the phenomenon of neutral hypnosis and shed additional light on modeling how the brain works during hypnosis.



Our study comes with limitations. Indeed, our findings are limited to right-handed women and cannot be generalized to men. Moreover, as noted above, findings for individual differences in hypnotic susceptibility may be limited by the small number of participants falling in the HS and LS groups, and a study including a larger number of participants would be a welcome addition to the literature. Finally, we could not conduct EEG localization analyses to detect neural generators reflecting mental state during neutral hypnosis. Future works will exploit connectivity measures and topological data analysis to a detailed characterization of the cortical interactions underlying hypnosis.




5. Conclusions


We found that complexity measures are capable of highlighting peculiarities of subjects with different levels of hypnotic susceptibility compared to standard power analysis. The main results of our work indicate that LZC and fLZC are capable of distinguishing HS, MS, and LS, whereas TPSD and PSD are not. In this view, studying the neural correlates of hypnosis through the use of nonlinear measures may help at characterizing those mental states not resolved with standard measures. In this context, it would be of particular interest to depict the neural sources that give rise to such mental states. Accordingly, we open up to future analyses aiming at characterizing different mental states associated with hypnosis, not only using functional analyses, but also in terms of neural sources involved in such processes.
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Figure 1. Schematic illustration of the LZC estimation procedure for one exemplary EEG channel, within a single experimental condition. (a) The EEG data is first undersampled to the sampling frequency of 256 Hz. (b) Then, a band-pass filter in the range (1–35) Hz is applied. (c) Bad channels are identified and rejected, and (d) the Artifact Subspace Reconstruction (ASR) algorithm is applied in order to remove short-time high-amplitude artifacts from the data. Afterwards, (e) bad channels are recovered through interpolation, and the data is referenced to its average. Finally, (f) Independent Component Analysis (ICA) is applied to the data, and components reflecting artifacts activity are removed. (g) Each preprocessed EEG channel is segmented into non-overlapping windows of 39 s length. (h) For each window, the data is transformed into a binary sequence by comparing the time series with its median value. (i) The scanning process is applied to the binary sequence, and (j) the complexity value for the particular window is obtained. Finally, (k) the complexity of each window is averaged, to obtain the complexity of the EEG channel, in a particular experimental condition. 
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Figure 2. Within-group analysis of Total Power Spectral Density (TPSD) (blue boxes) and Power Spectral Density (PSD) (green boxes) in the  δ ,  θ ,  α , and  β  frequency bands for High-Susceptible (HS) (left), Medium-Susceptible (MS) (center), and Low-Susceptible (LS) (right) subjects, respectively (p < 0.05, False-Discovery-Rate corrected). The red color in the maps corresponds to higher levels of power in the second condition compared to the first, whereas the blue color in the maps corresponds to lower levels of power in the second condition compared to the first. 






Figure 2. Within-group analysis of Total Power Spectral Density (TPSD) (blue boxes) and Power Spectral Density (PSD) (green boxes) in the  δ ,  θ ,  α , and  β  frequency bands for High-Susceptible (HS) (left), Medium-Susceptible (MS) (center), and Low-Susceptible (LS) (right) subjects, respectively (p < 0.05, False-Discovery-Rate corrected). The red color in the maps corresponds to higher levels of power in the second condition compared to the first, whereas the blue color in the maps corresponds to lower levels of power in the second condition compared to the first.



[image: Symmetry 13 01423 g002]







[image: Symmetry 13 01423 g003 550] 





Figure 3. Within-group analysis of Lempel-Ziv Complexity (LZC) (blue boxes) and frequency-banded LZC (fLZC) (green boxes) in the  δ ,  θ ,  α , and  β  frequency bands for High-Susceptible (HS) (left), Medium-Susceptible (MS) (center), and Low-Susceptible (LS) (right) subjects, respectively (  p < 0.05  , False-Discovery-Rate corrected). The red color in the maps corresponds to higher levels of complexity in the second condition compared to the first, whereas the blue color in the maps corresponds to lower levels of complexity in the second condition compared to the first. 
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Figure 4. Between-group analysis of Lempel-Ziv Complexity (LZC) within each experimental condition was conducted with a Kruskal–Wallis test (  p < 0.05  , corrected with Tukey–Kramer critical value). From left to right: experimental conditions. Red color indicates a significant difference between the groups (i.e.,   p < 0.05  ), whereas blue color indicates no between-group difference (i.e.,   p > 0.05  ). 
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Figure 5. Between-group analysis of frequency-banded Lempel-Ziv Complexity (fLZC) within each experimental condition was conducted with a Kruskal–Wallis test (  p < 0.05  , corrected with Tukey–Kramer critical value). Columns: experimental conditions; rows: frequency bands of interest, i.e.,  δ ,  θ ,  α , and  β  bands. Red color indicates a significant difference between the groups (i.e.,   p < 0.05  ), whereas blue color indicates no between-group difference (i.e.,   p > 0.05  ). 
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Figure 6. Post hoc analysis results of the Kruskal–Wallis between-group analysis of Tsallis Entropy (  p < 0.05  , corrected with the Tukey–Kramer critical value). From left to right: experimental conditions. Red color indicates a higher level of entropy in HS, compared to MS, whereas blue color indicates no significant difference between the two groups. 
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Figure 7. Post hoc analysis results of the Kruskal–Wallis between-group analysis of frequency-banded Tsallis Entropy (  p < 0.05  , corrected with the Tukey–Kramer critical value), in the  δ ,  θ ,  α , and  β  bands. From left to right: experimental conditions. Red color indicates a higher level of entropy in HS, compared to MS, whereas blue color indicates no significant difference between the two groups. 
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Table 1. Post hoc analysis of between-group Lempel-Ziv Complexity (LZC) during Closed-Eye Rest (  C  E R   ) (median ± median absolute deviation (mad)). Groups consisted of 9 High-Susceptible (HS), 16 Medium-Susceptible (MS), and 9 Low-Susceptible subjects. Rows: electrodes; results are grouped by pairwise comparisons between groups. Significant differences are highlighted in bold. p-values corrected with the Tukey–Kramer critical value.
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HS vs. MS




	

	
median ± mad

	
median ± mad

	
p-value




	
Fp1

	
0.4146 ± 0.0424

	
0.4861 ± 0.0491

	
0.0317




	
F7

	
0.4225 ± 0.0374

	
0.4943 ± 0.0381

	
0.0232




	
F3

	
0.4126 ± 0.0262

	
0.4784 ± 0.0391

	
0.0324




	
Pz

	
0.4106 ± 0.0278

	
0.4458 ± 0.0359

	
0.1233




	

	
HS vs. LS




	

	
median ± mad

	
median ± mad

	
p-value




	
Fp1

	
0.4146 ± 0.0424

	
0.4650 ± 0.0285

	
0.2317




	
F7

	
0.4225 ± 0.0374

	
0.4837 ± 0.0310

	
0.0615




	
F3

	
0.4126 ± 0.0262

	
0.4664 ± 0.0248

	
0.0597




	
Pz

	
0.4106 ± 0.0278

	
0.4465 ± 0.0258

	
0.0404




	

	
MS vs. LS




	

	
median ± mad

	
median ± mad

	
p-value




	
Fp1

	
0.4146 ± 0.0424

	
0.4650 ± 0.0285

	
0.7812




	
F7

	
0.4225 ± 0.0374

	
0.4837 ± 0.0310

	
0.9971




	
F3

	
0.4126 ± 0.0262

	
0.4664 ± 0.0248

	
0.9979




	
Pz

	
0.4106 ± 0.0278

	
0.4465 ± 0.0258

	
0.7097
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Table 2. Post hoc analysis of between-group frequency-banded Lempel-Ziv Complexity (fLZC) during Closed-Eye Rest (  C  E R   ) in the  δ ,  θ ,  α , and  β  frequency bands (median ± median absolute deviation (mad)). Groups consisted of 9 High-Susceptible (HS), 16 Medium-Susceptible (MS), and 9 Low-Susceptible subjects. Rows: electrodes; results are grouped by pairwise comparisons between groups. Significant differences are highlighted in bold. p-values corrected with the Tukey–Kramer critical value.
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HS vs. MS




	

	

	
median ± mad

	
median ± mad

	
p-value




	
  β  

	
F7

	
0.4531 ± 0.0079

	
0.4601 ± 0.0108

	
0.4469




	
HS vs. LS




	

	

	
median ± mad

	
median ± mad

	
p-value




	
  β  

	
F7

	
0.4531 ± 0.0079

	
0.4704 ± 0.0088

	
0.0144




	
MS vs. LS




	

	

	
median ± mad

	
median ± mad

	
p-value




	
  β  

	
F7

	
0.4601 ± 0.0108

	
0.4704 ± 0.0088

	
0.1247
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Table 3. Post hoc analysis of between-group frequency-banded Lempel-Ziv Complexity (fLZC) during Closed-Eye Hypnosis (  C  E H   ) in the  δ ,  θ ,  α , and  β  frequency bands (median ± median absolute deviation (mad)). Groups consisted of 9 High-Susceptible (HS), 16 Medium-Susceptible (MS), and 9 Low-Susceptible subjects. Rows: electrodes; results are grouped by pairwise comparisons between groups. Significant differences are highlighted in bold. p-values corrected with the Tukey–Kramer critical value.
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HS vs. MS




	

	

	
median ± mad

	
median ± mad

	
p-value




	
  α  

	
C3

	
0.2352 ± 0.0206

	
0.2478 ± 0.0159

	
0.6142




	

	
C4

	
0.2299 ± 0.0162

	
0.2508 ± 0.0161

	
0.1663




	

	
T5

	
0.2339 ± 0.0094

	
0.2472 ± 0.0122

	
0.1472




	

	
Pz

	
0.2299 ± 0.0136

	
0.2455 ± 0.0139

	
0.1423




	
HS vs. LS




	

	

	
median ± mad

	
median ± mad

	
p-value




	
  α  

	
C3

	
0.2352 ± 0.0206

	
0.2599 ± 0.0098

	
0.0154




	

	
C4

	
0.2299 ± 0.0162

	
0.2579 ± 0.0109

	
0.0166




	

	
T5

	
0.2339 ± 0.0094

	
0.2579 ± 0.0120

	
0.0404




	

	
Pz

	
0.2299 ± 0.0136

	
0.2532 ± 0.0158

	
0.0485




	
MS vs. LS




	

	

	
median ± mad

	
median ± mad

	
p-value




	
  α  

	
C3

	
0.2478 ± 0.0159

	
0.2599 ± 0.0098

	
0.0722




	

	
C4

	
0.2508 ± 0.0161

	
0.2579 ± 0.0109

	
0.3966




	

	
T5

	
0.2472 ± 0.0122

	
0.2579 ± 0.0120

	
0.6563




	

	
Pz

	
0.2455 ± 0.0139

	
0.2532 ± 0.0158

	
0.7168
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Table 4. Post hoc analysis of between-group frequency-banded Lempel-Ziv Complexity (fLZC) during Opened-Eye Hypnosis (  O  E H   ) in the  δ ,  θ ,  α , and  β  frequency bands (median ± median absolute deviation (mad)). Groups consisted of 9 High-Susceptible (HS), 16 Medium-Susceptible (MS), and 9 Low-Susceptible subjects. Rows: electrodes; results are grouped by pairwise comparisons between groups. Significant differences are highlighted in bold. p-values corrected with the Tukey–Kramer critical value.
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HS vs. MS




	

	

	
median ± mad

	
median ± mad

	
p-value




	
  α  

	
C3

	
0.2425 ± 0.0271

	
0.2372 ± 0.0152

	
0.8871




	
HS vs. LS




	

	

	
median ± mad

	
median ± mad

	
p-value




	
  α  

	
C3

	
0.2425 ± 0.0271

	
0.2578 ± 0.0135

	
0.0547




	
MS vs. LS




	

	

	
median ± mad

	
median ± mad

	
p-value




	
  α  

	
C3

	
0.2372 ± 0.0152

	
0.2578 ± 0.0135

	
0.0809
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