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Abstract: This paper is devoted to an innovative and efficient technique for solving space–time
fractional differential equations (STFPDEs). To this end, we apply the Tau method such that the bases
used are interpolating scaling functions (ISFs). The operational metrics for the derivative operator
and fractional integration operator are used to introduce the operational matrix for the Caputo
fractional derivative. Due to some characteristics of ISFs, such as interpolation, computation costs
can be significantly reduced. We investigate the convergence of the technique, and some numerical
implementations show that the method is effective for solving such equations.
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1. Introduction

Our objective is to introduce an efficient method to find the numerical solution for the
space–time fractional partial differential equation STFPDEs

a1
∂βw(x, t)

∂tβ
+ a2

∂αw(x, t)
∂xα

= g(x, t), α, β ∈ [0, 1], t ≥ 0, x ∈ [0, 1], (1)

subject to the initial condition

w(x, 0) = w0(x), x ∈ [0, 1],

and the boundary condition
w(0, t) = f1(t), t ≥ 0,

in which a1 and a2 are constants. In addition, the function g(x, t) in (1) is assumed to be
sufficiently smooth.

In recent decades, the generalization of differentiation has given rise to finding a new
class of differential equations. Nowadays, we can imagine a significant role for fractional
calculus and fractional differential and integral operators in various fields of science. There-
fore, it is important to study this topic. In the field of solving fractional differential equations
(FDE), an exact solution in many cases is not possible. Thus, introducing an efficient and
precise numerical scheme is significant. For the one-dimensional fractional differential
equations, several papers are dedicated to specifying the necessary and sufficient conditions
for the existence and uniqueness of the solution [1,2]. Several papers introduced various
approximation techniques for solving this type of equation. Among these, one can mention
finite difference methods [3], wavelet method [1], Laplace transform method [4], B-spline
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method [5], tau method [6], Homotopy analysis method [7], and Adomian’s decomposition
method [8], etc.

In [5], the authors represented the fractional derivatives based on B-spline functions
as an operational matrix. Then, they solved the fractional ODEs and STFPDEs using this
matrix. The operational matrix in this work is introduced directly, and they did not use the
operational matrix of integration like the method presented in this paper. In [9], the authors
solved the time-fractional diffusion equation

cDβ
0 w(x, t) = D2w(x, t) + f (x, t),

where cDβ
0 denotes the Caputo fractional derivative (Cfd). To apply the numerical technique

proposed in [9], the desired equation is discretized by the spectral method in space and the
finite difference method in time. Saadatmandi et al. [10] used the Sinc–Legendre collocation
method to solve the time-fractional convection-diffusion equation. In [11], the authors
used the differential transform method for solving linear fractional PDEs. In [12], the time-
fractional reaction–diffusion equations are solved by a numerical scheme. Chen et al. [13]
applied the wavelet method to solve the convection–diffusion equation of the fractional
order. The space fractional diffusion equation is solved by the adomian decomposition
method in [14]. In [15], a Tau method is developed to solve the space fractional diffusion
equation. As we have said, various methods have been used in the literature to solve PDEs
of the fractional order, including He’s variational iteration method [16], homotopy analysis
method [17], and finite element methods [18], etc.

Interpolating scaling functions have an extensive background in applied mathematics
and in solving different types of differential equations. Alpert introduced these functions
and used them to solve the integral equation with a weakly singular kernel [19]. To simulate
the squeezing nanofluid flow, these bases are used and numerical solutions with high
accuracy are obtained from them [20]. Asadzadeh et al. [1] used these bases to solve the
generalized Cauchy problem.

The outline of this article is as follows. In Section 2, the interpolating scaling functions
(ISFs) and their properties are introduced. Section 3 is dedicated to applying the Tau
method for solving STFPDEs based on ISFs, and the convergence analysis is investigated
for the proposed method. Numerical results are given in Section 4 to demonstrate the
ability and efficiency of the method.

2. Interpolating Scaling Functions

Given a set of r roots {τη : η ∈ R} of the Legendre polynomial Pr where R =
{0, 1, · · · , r − 1}, the Lagrange basis for nodes {τη : η ∈ R} is the set of polynomials
{lη : η ∈ R}, which are described by

lη(x) =
r−1

∏
i=0,i 6=η

x− τi
τη − τi

.

Now, we can define the interpolating scaling functions (ISFs) as a family of orthonormal
basis via

ψη(x) =

{ √
2

ωη
lη(2x− 1), x ∈ [0, 1],

0, otherwise,

in which ωη is the Gauss–Legendre quadrature weight and is obtained by

ωη =
2

rP′r(τη)Pr−1(τη)
.

There is a subspace Ar
0 of the space L2[0, 1] that is generated by {ψη : η ∈ R},

Ar
0 := span{ψη : η ∈ R} ⊂ L2[0, 1].
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Given J ∈ N0 (natural numbers with zero), we consider IJ,b := [zb, zb+1] with zb :=
b/(2J) as a finite number of sub-intervals of the interval [0,1], so that [0, 1] = ∪b∈BJ IJ,b and
b ∈ BJ := {0, · · · , 2J − 1}. Further, we define the translation and dilation operators:

Tb f (x) = f (x− b), and Da f (x) =
√

a f (ax), respectively.

It follows from the multi-resolution analysis (MRA) that there exist the nested subspaces

Ar
j = span{ψη

j,b := D2jTbψη , b ∈ Bj, η = 0, 1, · · · , r− 1},

such that Ar
j ⊂ Ar

j+1. Therefore, the subspace Ar
j is generated by a family of orthonormal

bases such that they are the dilation and translation version of the primal basis {ψη : η ∈ R}.
There exists an orthogonal projection operator P r

J so that any function g(x) can be
mapped from L2[0, 1] into Ar

J , i.e.,

g ≈ P r
J (g) = ∑

b∈BJ

∑
η∈R
〈g, ψ

η
J,b〉L2[0,1]ψ

η
J,b, g ∈ L2[0, 1], (2)

where 〈., .〉 denotes the L2-inner product

〈g1, g2〉 =
∫ 1

0
g1(x)g2(x)dx.

However, in this system, we avoid calculating the integrals due to the interpolating prop-
erty of ISFs, and instead of calculating gη

J,b := 〈g, ψ
η
J,b〉L2[0,1] =

∫
IJ,b

g(x)ψr
J,b(x)dx, these

coefficients are approximated by

gη
J,b ≈ 2−J/2

√
ωη

2
g
(

2−J(τ̂η + b)
)

, b ∈ BJ , η ∈ R, and τ̂η := (τη + 1)/2. (3)

It can be verified that the convergence rate for the projection P r
J is O(2−Jr) [19], and we

have the following error estimate:

‖P r
J (g)− g‖ ≤ 2−Jr 2

4rr!
sup

x∈[0,1]
|g(r)(x)|, (4)

where g ∈ Cr([0, 1]) is the r-times continuously differentiable function.
All these calculations can also be expressed in matrix form. Given bmax := max b ∈ BJ ,

let us consider the vector function Ψr
J := [Ψr

J,0, · · · , Ψr
J,bmax

]T with Ψr
J,b := [ψ0

J,b, · · · , ψr−1
J,b ]

consisting of the scaling functions with dimension N := r2J . According to these assump-
tions, Equation (2) can be rewritten as

P r
J (g) = GTΨr

J , (5)

where G is an N × N vector whose elements are obtained by (3). These calculations can be
easily extended to higher spaces. To approximate a two-dimensional function, we introduce
the two-dimensional subspace Ar,2

J := Ar
J × Ar

J ⊂ L2[0, 1]2 that is generated by

{ψη
J,bψ

η′

J,b′ : b, b′ ∈ BJ , η, η′ ∈ R}.

Therefore, it can be shown that the mapping of any two-dimensional function g into the
space Ar,2

J can be written as a linear expansion as follows.

g ≈ P r
J (g) = ∑

b∈Bj

∑
η′∈R

∑
b′∈Bj

∑
η∈R

Gr(b−α2J)+(η+1),r(b′−α2J)+(η′+1)ψ
η
J,b(x)ψη′

J,b′(y) = Ψr
J
T(x)GΨr

J(y), (6)
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in which G is a square matrix whose components are obtained by

Gr(b−α2J)+(η+1),r(b′−α2J)+(η′+1) ≈ 2−J
√

ωη

2

√
ωη′

2
g
(

2−J(τ̂η + b), 2−J(τ̂η′ + b′)
)

. (7)

It has been investigated in references [21–23] that the error of this approximation is bounded
and satisfies the following boundary.

‖P r
J g− g‖ ≤ Cmax

21−rJ

4rr!

(
2 +

21−Jr

4rr!

)
, (8)

where Cmax is a constant and the function g := L2[0, 1]2 → R possesses mixed 2r order
partial derivatives, which are continuous.

2.1. The Operational Matrix of Derivative

In this section, we would like to find an N × N dimensional matrix Dψ, so that

D(Ψr
J)(x) = DψΨr

J(x), (9)

where D is used to express the derivative operator. Motivated by [21,22], we can find Dψ

(operational matrix of the derivative) as a block-tridiagonal matrix of form

Dψ = 2J



H R
−RT H R

. . . . . . . . .
. . . . . . . . .
−RT H R

−RT H


N×N

,

in which each block is an r× r matrix with elements

[H]k+1,l+1 =
1
2

ψl(1)ψk(1)− ψl(0)ψk(0)− qk+1,l+1,

[H]k+1,l+1 =
1
2

ψl(1)ψk(1)− 1
2

ψl(0)ψk(0)− qk+1,l+1,[
H
]

k+1,l+1 = ψl(1)ψk(1)− 1
2

ψl(0)ψk(0)− qk+1,l+1,

[R]k+1,l+1 =
1
2

ψl(0)ψk(1),

[q]k+1,l+1 =

√
ωl
2

d
dt

ψk(τ̂l).

2.2. Operational Matrix of Fractional Derivative

By taking the fractional integral of the vector function Ψr
J(x) and expanding the

results based on these bases (namely, Ψr
J(x)), one can find an N-dimensional square matrix

such that
Iβ

0 (Ψ
r
J(x)) ≈ IβΨr

J(x), x ∈ (0, 1), (10)

where the matrix Iβ is used to represent the operational matrix of the fractional integral. It
follows from [2] that the fractional integral operator Iβ

a is defined as follows.

Definition 1. Let β ∈ R+. We specify the fractional integral operator Iβ
a via

Iβ
a ( f )(x) :=

1
Γ(β)

∫ x

a
(x− ζ)β−1 f (ζ)dζ, x ∈ [a, b], f ∈ L1[a, b]. (11)
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Throughout the paper, we will use Γ(β) to represent the gamma function. Our ob-
jective is to find the elements of matrix Iβ. To this end, we provide the following auxil-
iary Lemma.

Lemma 1 (cf. [1]). Given a set of r nodes {τm}m∈R ∈ [0, 1], the Lagrange polynomials lm for
those nodes can be explicitly given by

lm(x) =
r−1

∑
n=0

βm,nxr−n−1, m = 0, · · · , r− 1, (12)

in which βm,0 = 1/(∏r−1
n′=0,n′ 6=m(τm − τn′)) and

βm,n =
(−1)n

∏r−1
n′=0,n′ 6=m(τm − τn′)

r−1

∑
mn=mn−1+1

· · ·
r−n−2

∑
m1=0

n

∏
i′=1

τmi′ ,
n = 1, · · · , r− 1,
m 6= m1 6= · · · 6= mn.

Now, putting i = br + m + 1, j = b′r + m′ + 1 where m, m′ ∈ R and b, b′ ∈ BJ ,
the entries of the matrix Iβ can be computed by [1]

[Iβ]i,j = 2
−J
2

√
ωm′

2
Iβ(ψr

J,b)(2
−J(τ̂m′ + b′))

=
2
−J
2

Γ(β)

√
ωm′

2

∫ 2−J( ˆτm′+b′)

0
(2−J(τ̂m′ + b′)− t)β−1ψr

J,b(t)dt. (13)

Notice that due to the formulation of ISFs, these bases are discontinuous. How-
ever, they are locally integrable, and their fractional integral are well-defined. In [1],
Asadzadeh et al. evaluate this integral and verify that the matrix Iβ is an upper triangular
matrix whose elements are obtained by considering three cases. We refer the reader to [1]
for more details.

Case (1): b′ < b. In this case, which includes elements below the main diagonal, we have

[Iβ]i,j = 0, i, j = 1, · · · , N. (14)

Case (2): b′ = b. This case consists of those elements that lie on the diagonal. To evaluate
the integrals in this case, using the beta function B, we obtain

[Iβ]i,j =
(2−Jλ)

β

Γ(β)

√
ωm′

ωm
B(1, β)

r−1

∑
n=0

βm,n(−1)r−n−l
2F1(n + 1− r, 1; β + 1; 2λ),

(15)
where 2F1(n + 1− r, 1; β + 1; 2λ) is the hypergeometric function and is deter-
mined by

2F1(n + 1− r, 1; α + 1; 2λ) =
r−n−1

∑
k=0

(−1)k
(

r− n− l
k

)
(1)k

(β + 1)k
(2λ)k. (16)

Case (3): b′ > b. The components of this case lie above the main diagonal and are calculated
in reference [1] as follows.

[Iβ]i,j =
(2−Jλ)β

Γ(β)

√
ωm′

ωm

r−1

∑
n=0

βm,n

r−1−n

∑
k=0

(
r− 1− n

k

)
(2λ)r−1−n−k(−1)k

× (1/λ)σ

σ
2F1(σ, 1− β; σ + 1; 1/λ), (17)

where σ := r− l −m.
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Definition 2 ([2,24]). We specify the Caputo fractional derivative (Cfd) cDβ
a via

cDβ
a ( f )(x) : =

1
Γ(n− β)

∫ x

a

f (n)(ζ)dζ

(x− ζ)β−n+1 =: In−β
a Dn( f )(x), (18)

in which β ∈ R+ and [β] + 1 := n ∈ N.

Lemma 2 (cf. Corollary 2.3 (a), [2]). It can be proved that the Cfd operator cDβ
a is bounded via

‖cDβ
a ( f )‖C ≤

1
Γ(n− β)(n− β + 1)

‖ f ‖Cn , (19)

where β ∈ R+, β 6∈ N0 and n = −[−β].

Similar to the operational matrix for fractional integration Iβ, there exists a square
matrix Dβ of dimension N such that it satisfies the following relation.

cDβ
a (Ψ(x)) ≈ DβΨ(x). (20)

It follows from Definition 2 that there is a relation between the fractional integral operator
and the Cfd operator as follows:

cDβ
a = In−β

a Dn. (21)

Motivated by (9), (10) and using Equation (21), we obtain

cDβ
a (Ψ(x)) ≈ Dn(In−β)Ψ(x), (22)

In the sequel, the operational matrix for Cfd is equal to

Dβ = Dn(In−β). (23)

3. Tau Method

To solve the space-time fractional partial differential Equation (1), assume that the
function w(x, t) can be approximated by

w(x, t) ≈ wr
J(x, t) := P r

J (w)(x, t) = ∑
b∈Bj

∑
η′∈R

∑
b′∈Bj

∑
η∈R

Wr(b−α2J)+(η+1),r(b′−α2J)+(η′+1)ψ
η
J,b(x)ψη′

J,b′(y) (24)

Using the definition of the vector function Ψr
J , one can rewrite Equation (24) as follows.

wr
J(x, t) = Ψr

J
T(x)WΨr

J(y), (25)

where W is the N × N matrix.
Substituting the approximate solution (25) in (1), we obtain

a1
∂βwr

J(x, t)

∂tβ
+ a2

∂αwr
J(x, t)

∂xα
= gr

J(x, t), (26)

where
g(x, t) ≈ gr

J(x, t) = Ψr
J(x)GΨr

J(t).

Employing the operational matrix Dβ, one can obtain the residual function via

r(x, t) := Ψr
J(x)

(
a1WDβ + a2DαTW − G

)
Ψr

J(t). (27)
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We aim to force r(x, t) to be approximately zero. To do this, we adopt the Tau method to
obtain the linear system of algebraic equations, i.e.,

Υ(W) := a1WDβ + a2DαTW − G = 0. (28)

Equation (28) consists of 2N + 1 dependent equations. Therefore, the boundary and initial
conditions are used to find 2N + 1 independent linear equations.

Υ(W)1,j = (WΨr
J(0)−W0)j,1, j = 1, · · · , N + 1,

Υ(W)i,1 = (Ψr
J
T(0)W − FT

1 )1,i, i = 2, · · · , N + 1,

where

w0(x) ≈WT
0 Ψr

J(x), f1(0, t) ≈ FT
1 Ψr

J(t).

Since STFPDEs (1) is a linear equation, then, using vectorization, we obtain the linear
system of (N + 1)2 equations

AW = B, (29)

in whichW and B are obtained from vectorization of W and B, respectively. The solution
of this system gives rise to the approximate solution.

Convergence Analysis

Assume that er
J = w− wr

J where wr
J and w are the approximate and exact solutions

of (1), respectively. Subtracting (1) from (26) gives

a1
∂βer

J(x, t)

∂tβ
+ a2

∂αer
J(x, t)

∂xα
= g(x, t)− gr

J(x, t). (30)

The residual function is obtained as

R(x, t) := a1
∂βer

J(x, t)

∂tβ
+ a2

∂αer
J(x, t)

∂xα
− (g(x, t)− gr

J(x, t)). (31)

Our objective is to show that the residual function R tends to zero. Taking the C-norm
(‖ f ‖c := maxx∈[0,1] | f (x)|) from both sides of (31), we obtain

‖R(x, t)‖ ≤ |a1|‖
∂βer

J(x, t)

∂tβ
‖+ |a2|‖

∂αer
J(x, t)

∂xα
‖+ ‖(g(x, t)− gr

J(x, t))‖

It immediately follows from Lemma 2 that

‖R(x, t)‖ ≤ |a1|
1

Γ(n− β)(n− β + 1)
‖er

J‖Cn + |a2|
1

Γ(n′ − α)(n′ − α + 1)
‖er

J‖Cn′

+ ‖(g(x, t)− gr
J(x, t))‖, (32)

where n = n′ = 1 (α, β < 1). Given amax := max{|a1|, |a2|}, assume that

M := 2amax max{ 1
Γ(n− β)(n− β + 1)

,
1

Γ(n′ − α)(n′ − α + 1)
}.

Therefore, we can rewrite Equation (32) as

‖R(x, t)‖ ≤ M‖er
J‖Cn + ‖(g(x, t)− gr

J(x, t))‖. (33)
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Using (8), we have

‖R(x, t)‖ ≤ Mmax
21−rJ

4rr!

(
2 +

21−Jr

4rr!

)
. (34)

where Mmax is a constant. It can be demonstrated that ‖R(x, t)‖ tends to 0 as J, r → ∞.
Therefore, the convergence of the method is guaranteed.

4. Numerical Experiments

Example 1. As the first example, we consider the STFPDEs

∂1/2w(x, t)
∂t1/2 +

∂1/2w(x, t)
∂x1/2 =

8
3
√

π
(x3/2 + t3/2),

with conditions
w(0, t) = t2, w(x, 0) = x2, t ≥ 0, x ∈ [0, 1].

The exact answer is given as w(x, t) = x2 + t2 [5].
In Table 1, we compare the proposed method in the previous section with B-spline method [5].

Our method gives better results than the B-spline method. Figure 1 demonstrates the approximate
solution on the left side and corresponding absolute errors on the right.

Table 1. Comparison between the proposed technique and the B-spline method [5] for Example 1.

B-Spline Method [5] Proposed Method

J 3 4 5 3

L∞ 2.5× 10−2 9.3× 10−3 3.4× 10−3 1.90× 10−14

L2 1.4× 10−2 5.4× 10−3 2.0× 10−3 5.71× 10−15

Figure 1. Comparing the approximate and exact solutions, using r = 3 and J = 2, for Example 1.

Example 2. We consider STFPDEs (1) where a1 = a2 = 1, α = 1/2, β = 1/3 and the function
f (x, t) is equal to

f (x, t) =
t2
√

π

(
C(
√

2x√
π
)
√

2π cos(x) + S(
√

2x√
π
)
√

2π sin(x)

)
+

9t5/3 sin(x)
5Γ(2/3)

,

where C(x) and S(x) are the Fresnel integrals and are defined through the following power series,

C(x) =
∞

∑
m=0

(−1)m x4m+3

(2m + 1)!(4m + 3)
,

and

S(x) =
∞

∑
m=0

(−1)m x4m+1

(2m)!(4m + 1)
.
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For this example, the exact answer is given as w(x, t) = sin(x)t2.
Table 2 shows the effect of the parameters r and J on the L2-errors. It is evident that the error

is reduced as parameters r and J tend to ∞. Figures 2 and 3 illustrate the effect of J and r on the
absolute errors and L2-errors, respectively.

Table 2. Effect of the parameters r and J on L2-errors at different times for Example 2.

r J t = 0.2 t = 0.4 t = 0.6 t = 0.8 t = 1.0

3 2 2.790× 10−6 1.114× 10−5 2.503× 10−5 4.444× 10−5 6.934× 10−5

3 2.891× 10−7 1.165× 10−6 2.635× 10−6 4.703× 10−6 7.370× 10−6

5 2 6.244× 10−10 2.479× 10−9 5.542× 10−9 9.801× 10−9 1.524× 10−8

3 1.614× 10−11 6.466× 10−11 1.443× 10−10 2.583× 10−10 4.059× 10−10

(a) Approximate solution (b) Absolute errors with r = 3, J = 2

(c) Absolute errors with r = 3, J = 3 (d) Absolute errors with r = 4, J = 2

Figure 2. Numerical results for Example 2.

2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7

r

-35

-30

-25

-20

-15

-10

-5

lo
g

2
(L

2
-e

rr
o
r)

2 2.5 3 3.5 4 4.5 5

J

-12

-11.5

-11

-10.5

-10

-9.5

-9

-8.5

-8

-7.5

-7

lo
g

2
(L

2
-e

rr
o
r)

Figure 3. Effect of the parameters r and J on L2-errors for Example 2.
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Example 3. The third example is dedicated to the STFPDEs

∂1/2w(x, t)
∂x1/2 +

∂1/3w(x, t)
∂t1/3 =

15
√

πx2t2

16
+

9
5 Γ(2/3)

t
5
3 x

5
2 ,

with conditions
w(x, 0) = 0, w(0, t) = 0.

The exact solution for this equation is w(x, t) = x5/2t2.
Table 3 shows the effect of the parameters r and J on the L2-errors. It is evident that the error is

reduced as parameters r and J tend to ∞. Figure 4 illustrates the effect of J and r on the L2-errors,
respectively.

Table 3. Effect of the parameters r and J on L2-errors at different times for Example 3.

r J t = 0.2 t = 0.4 t = 0.6 t = 0.8 t = 1.0

3 2 1.781× 10−5 7.199× 10−5 1.631× 10−4 2.914× 10−4 4.570× 10−4

3 2.337× 10−6 9.532× 10−6 2.170× 10−5 3.890× 10−5 6.117× 10−5

5 2 5.434× 10−7 2.246× 10−6 5.154× 10−6 9.294× 10−6 1.468× 10−5

3 7.152× 10−8 2.965× 10−7 6.814× 10−7 1.230× 10−6 1.944× 10−6
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Figure 4. Effect of the parameters r and J on L2-errors for Example 3.

5. Conclusions

Interpolating the scaling functions Tau method was proposed to solve the space–time
fractional partial differential equations. According to the relation between the integral and
derivative operators of the fractional order in the Caputo sense, we obtained the fractional
derivative for ISFs as an operational matrix, indirectly. To this end, the operational matrices
for the derivative operator and fractional integral were used. Using the Tau method,
the considered equation was reduced to a system of algebraic equations. By solving this
system, we found the approximate solution via an expansion based on interpolating scaling
functions. We proved that the proposed method is convergent. Numerical results illustrated
that the proposed method gives better results than other methods, and, in some cases, it is
very accurate.
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Abbreviations
The following abbreviations are used in this manuscript:

STFPDEs Space–time fractional differential equations
ISFs Interpolating scaling functions
FDE Fractional differential equations
Cfd Caputo fractional derivative
MRA Multi-resolution analysis
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