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Abstract: In the era of artificial intelligence, accomplishing emotion recognition in human–computer
interaction is a key work. Expressions contain plentiful information about human emotion. We found
that the canny edge detector can significantly help improve facial expression recognition performance.
A canny edge detector based dual-channel network using the OI-network and EI-Net is proposed,
which does not add an additional redundant network layer and training. We discussed the fusion
parameters of α and β using ablation experiments. The method was verified in CK+, Fer2013, and
RafDb datasets and achieved a good result.

Keywords: facial expression recognition; channel weighting; feature fusion; edge detection

1. Introduction

Facial expression recognition (FER) is an important research direction in the affective
computing field [1]. The psychologist Mehrabian’s research shows that emotional expres-
sion = 7% language + 38% voice + 55% facial expressions [2]. This research shows that facial
expressions play an important role in human emotional judgment. The accurate recognition
of facial expression helps to improve the effect of human–computer interaction. At present,
FER has been applied in many fields, such as intelligent teaching, medical facilities, security
monitoring, psychological warning, and driver fatigue monitoring.

Feature extraction is a crucial step of FER. Early feature extraction is mainly based on
handcrafted methods, such as HOG [3], SIFT [4], and LBP [5]. Among them, HOG and SIFT
are calculated by the local gradient of the image. Up to now, these methods have still been
common in the FER task, because they can extract the local information of the image in a
targeted manner. Both SIFT and HOG have a certain degree of robustness on the impact of
illumination, but a common problem with them is a large amount of calculation.

With the development of deep learning, features extracted by deep neural network,
an end-to-end method, has become popular. Typical neural network models are AlexNet [6],
VGGNet [7], ResNet [8], and GAN [9]. However, there is much redundant information in
the extracted features when using the methods of convolutional neural networks. The re-
dundant information is hardly helpful for FER tasks, and some features can be classified
as noise. These problems affect the recognition accuracy of FER, which cannot fulfill the
current FER needs well.

The gradient information of the image contains much information about the shape of
the object, and the edge provides critical information in FER. Although the original images
contain the edge information, the deep network trained by original image will lose this
information. Aiming at solving the above problem, this paper proposes a dual-channel
FER method based on edge feature fusion. The purpose is to effectively focus on the edge
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information of facial expressions while maintaining high-level semantic features. Adding
the network channel for extracting edge features can remove confounding factors in the
image. Moreover, the problem domain is simplified, effectively reducing the amount of
data and the number of layers required by the deep CNN model. Experiments show that
the method proposed in this paper is feasible and can improve the accuracy and robustness
of each benchmark dataset. The main contribution of this paper are:

1. This paper proposes a dual-channel FER method based on edge feature fusion to
enhance edges, discuss the weight of two channels, and analyze the contribution of edges.

2. This paper proves in the experiment that more than just extracting the edge feature
is needed to provide all the information needed for FER. Facts have proved that it can
only be used as a supplement to the original image feature, and more information that
determines FER is included in the original image.

3. The FER method proposed in this paper performs more robustly on three datasets,
including CK+, Fer2013, and RafDb.

2. Related Work

In the area of FER, handcrafted features have been frequently used. Appearance-based
features, one of the traditional handcrafted features methods, focus on extracting low-level
features, such as edges and corners. Hu et al. [10] proposed a new local feature recognition
center-symmetric local octonary pattern (CS-LOP), which improved the LBP algorithm and
the CS-LBP algorithm. Meena et al. [11] proposed using graph signal processing (GSP) to
solve the problem of HOG high-dimensional feature vectors and computational complexity.
In 2021, Shanthi and Nickolas [12] combined LBP features and LNEP features to encode
the relationship between pixels, realizing an effective texture representation. These feature
extraction methods all focus on low-level features. The handcrafted feature-based methods
above have the disadvantages of two points. Firstly, they are useful in datasets with small
samples. On the contrary, they are useless in others, such as wild datasets. Secondly, they
usually only consider a single feature.

In recent years, convolutional neural networks (CNNs), proposed for image classifi-
cation tasks, have achieved better recognition performance. Usually, networks with deep
layers can extract high-level features but bring more noise and network parameters with
excessive redundant information. So, researchers began to find methods to solve these
problems. Xie et al. [13] made more targeted improvements to CNNs, mainly including
an attention-based salient expression region descriptor (SERD) and a multipath mutation
suppression network (MPVS-Net). Minaee et al. [14] proposed an FER method based on an
attention-based convolutional network, focusing on critical face parts. Wang, Kai et al. [15]
proposed Region Attention Networks (RAN) to solve the obstacles of occlusion and posture
changes in FER. They used the attention mechanism and improved CNNs to emphasize
the learning of key regions, thereby improving the effectiveness of FER. Actually, low-level
features are easily lost. In recent years, some researchers tried to combine handcrafted
features with CNNs. G Levi and T Hassner [16] proposed using LBP to preprocess an
image and perform deep neural network learning with the original image. H Zhang, B
Huang, and G Tian [17] proposed to use the LBP for preprocessing and then weighted
fusion with the original image through dual-channel training and added time series, using
LSTM to achieve image-sequence-based FER. F. Bougourzi [18] and others proposed the
FTDS method, which combined shallow features and in-depth features to identify six basic
facial expressions in static images. The paper used HOG, LPQ, and the BSIF to extract
low-level features, while using l-PML and VGG-Face networks to extract high-level features.
Yu et al. [19] proposed a multitask global–local FER method, using global facial models and
part-based models to learn global spatial information features and key dynamic features.

CNNs easily lose low-level features, such as edges. Thought handcrafted feature-
based methods can obtain low-level features, these features are sensitive to illumination
conditions. However, the edges are stable and contain critical information. This paper
proposes a dual-channel FER method to extract features from the original image and edge
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image, using a shallow network to focus on edge features. The method determined the
contribution of the edge in the FER.

3. Proposed Method

This paper uses a dual-channel network model, as shown in Figure 1. We use two
channels to extract features from an original image and an edge image, respectively. The two
networks are based on VggNet [7]. The channel extracts original image features, called the
original image network (OI-Net), which consists of 12 layers of convolution. Another one is
called the edge image network (EI-Net), consisting of 8 layers of convolution. The feature
fusion of the two channels is performed by the given original image feature parameter α
and edge feature parameter β, and Softmax is used for classification.

Figure 1. Our proposed network architectur.

3.1. Edge Image Feature Extraction

The edge contains critical information about the face, including three essential senses
needed for FER. It contains information such as facial muscle texture and wrinkles cor-
responding to different expressions, which improve the accuracy of the recognition. Ex-
tracting the edge features can effectively reduce redundant information and, meanwhile,
distinguish the information that the original image is focused on.

Edge information can be extracted by the shallow network; this low-level feature is
important and easily lost in the deeper network. To avoid the lack of edge information, we
consider extracting the edge feature as a supplement to the OI-Net and discuss its effect.

When performing edge feature extraction, the gradient information obtained by the
solution is very sensitive to noise. Therefore, this paper chooses canny edge detection [20]
that can reduce noise interference to extract edge images. Canny edge detection can remove
noise while introducing two thresholds, T1 and T2, to better preserve edges.

The specific edge detection steps are as follows. The first is Gaussian filtering. The pur-
pose is to remove noise using formula (1);

G(x, y) =
1

2πσ2 e
x2+y2

2σ2 f (x, y) (1)

Among them is the gray value of the image for a position, and it is the gray value of
the image after Gaussian filtering.

The second step is to calculate the image gradient value and gradient direction; see
formulas (2)–(7);

G_x =

−1 0 +1
−2 0 +2
−1 0 +1

 (2)

G_y =

+1 +2 +1
0 0 0
−1 −2 +1

 (3)

Gx = G(x, y)× G_x (4)
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Gy = G(x, y)× G_y (5)

G =
√
(G2

x + G2
y) (6)

θ = arctan
(

Gy

Gx

)
(7)

Gx and Gy are the convolution factors needed to calculate the x-direction and the
y-direction, respectively. By convolving them with G(x, y) in a plane, the horizontal and
vertical brightness difference approximate values Gx and Gy can be obtained. G is the
gradient value, and θ is the gradient direction.

The third step is to perform non-maximum suppression on the gradient image. In the
process of Gaussian filtering, the edge may be amplified. Use non-maximum suppression
to filter non-edge points. The main idea is first to determine the edge, then compare the
gradient direction of the edge with the gradient of neighboring points to determine whether
to keep or discard.

The fourth step is to use dual thresholds for edge connection. First, a higher threshold
is used to detect the edges with a higher degree of certainty, called strong edges, and then
a smaller threshold is used to reveal more edges, called weak edges, and choose to keep
those edges connected with the strong edges and, finally, form the edges that close the
entire image.

In this part, we discuss the image similarity of the same category of facial expression
from, respectively, the original image and edge image. Taking the RafDb dataset as the
example, the images were cropped to a size of 90*90. The variance indicates the similarity
of the image. The smaller the variance, the higher the similarity. We calculated the variance
of the pixels and compared the similarity between the original image and the edge image
with the same category. Figure 2 shows the average value of pixels in each row of the image.
Among the same category, the edge information can show more obvious consistency. When
used as a supplement to the features of the original image, an edge can better emphasize
the commonality of similar expressions.

(a) Comparison of frightened expressions

Figure 2. Cont.
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(b) Comparison of happy expressions

Figure 2. Image similarity comparison.

3.2. Feature Fusion

The different networks can extract different feature information. The fusion of two
dissimilar nets makes the model complementary. To discover and discuss the usefulness of
facial edges, we perform a weighted fusion of the features extracted from the two channels.

We use the two parameters of α and β to denote the parameters of OI-Net and EI-Net
and calculate the weighted feature of them; see Equations (8) and (9).

F1 = α f1 (8)

F2 = β f2 (9)

where f1 and f2 are the feature maps of OI-Net and EI-Net, and F1 and F2 are the weighted
feature maps.

When α = 1 and β = 0, it means that only the feature map from OI-Net is used for
softmax classification. Additionally, it is converse when α = 0 and β = 1.

After obtaining the weighted feature map, we use weight fusion to aggregate them.

F = Add(F1, F2) (10)

The size of F1 and F2 are 512 dimensions. The size of F is 512 dimensions and is the
same. It denotes more supplementary information.

In the next section, we discuss the contribution of F1 and F2 with an ablation experi-
ment and explore the important proportion of edges in FER.

4. Experiments

In this section, we conduct a detailed experimental analysis and verify the designed model
on three different facial expression datasets, namely CK+ [21], Fer2013 [22], and RafDB [23].
Additionally, the effectiveness of this method is demonstrated through experiments.

4.1. Datasets

• CK+

The CK+ dataset is a relatively extensive laboratory control dataset used for FER.
The dataset contains 593 video sequences of 123 subjects, and each sequence contains
changes from neutral to peak expressions. According to the facial motion coding system,
327 sequences are labeled with seven basic expression tags (anger, contempt, disgust, fear,
happiness, sadness, and surprise).

• Fer2013



Symmetry 2022, 14, 2651 6 of 12

This dataset contains 28,709 training images, 3589 verification images, and 3589 test
images. Each image has a pixel size of 48*48. It contains seven facial expressions: anger,
disgust, fear, happiness, sadness, surprise, and neutral.

• RafDb

The RafDb dataset is a facial expression dataset containing basic expressions or com-
pound expressions annotated by 40 well-trained human annotators on facial expression
images. The dataset contains 30,000 facial expression images. In the experiment, we only
use 12,271 face images as the training set and 3068 face images as the test set, which contains
seven basic expressions: surprised, fear, disgust, happiness, sadness, anger, and neutral
expression.

4.2. Experimental Details Settings

The experimental platform configuration is as follows: Ubuntu18.04 system, Intel
Xeon Gold 5218 with a CPU frequency of 2.3 GHz, and NVIDIA RTX2080Ti graphics card
using Pytorch1.2 learning framework and CUDA framework 10.2.

In the experiment, the same hyperparameters are used for the experiment. Using the
SGD optimizer, the weight attenuation coefficient is 5 × 10−4 the momentum is set to 0.9,
and the initial learning rate is set to 0.01. The number of iterations on the Fer2013 dataset
and RafDB dataset is 150. After 50 iterations, the learning rate is attenuated every five
iterations. Each attenuation is 0.9 times the original, and the batch size is set to 128. In order
to avoid overfitting, for the Fer2013 dataset, we randomly crop the 48*48 images into the
44*44 size and perform random flips for data enhancement; for the RafDB dataset, we
randomly select 100*100 images, cut them into a size of 90*90, and perform random flips for
data enhancement. The CK+ dataset uses a 10-fold cross-validation method. The data are
randomly divided into ten parts. Each time, nine parts are taken as the training set, and the
other part is used as the test set. Then, the accuracy of the ten tests is averaged as the final
accurate result of the dataset. The batch size is set to 32 and the number of iterations is set
to 40 times; after 15 iterations, the learning rate is attenuated to 0.9 times the original every
five iterations, and the 48*48 size image is also randomly cropped to the 44*44 size and
randomly flipped for data enhancement.

4.3. Ablation Experiment
4.3.1. Discussion of α and β

In this part, we discuss the parameters of α and β on the RafDb dataset, Fer2013
dataset, and CK+ dataset. In the RafDB dataset, we show the different αs from 0.6 to 1 and
the different βs from 0.1 to 0.4. Figure 3a is a broken line chart of the accuracy of the RafDB
corresponding to different α and β parameters. We find that when α = 0.9 and β = 0.1,
the accuracy rate is as high as 87.58%.

In the Fer2013 dataset, we showed different αs from 0.5 to 1 and different βs from 0.1
to 0.5. Figure 3b is a broken line graph of the Fer2013 accuracy rate when different α and β
parameters are selected. We could find that when α = 1 and β = 0.2, the accuracy rate is as
high as 73.36%.

In the CK+ dataset, we showed different αs from 0.6 to 1 and βs from 0.1 to 0.4.
Figure 3c is a broken line chart of CK+ accuracy when selecting different α and β parameters.
When α = 0.9 and β = 0.1, the accuracy rate reaches 98.68%.

From the experiment results between RafDb, Fer2013, and CK+, we found that
α = [0.9, 1] and β = [0.1, 0.2] can achieve the best recognition effect when performing
feature fusion on OI-Net and EI-Net, which shows that features extracted by EI-Net can
indeed be used to supplement the features extracted by OI-Net, but not as the primary
characterization information. In the FER task, the primary characterization information
is still the original image feature; the original image often loses some critical information
during feature extraction, and edge features can ameliorate this problem.
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(a) Comparison on RafDb data set

(b) Comparison on Fer2013 data set

(c) Comparison on CK+ data set

Figure 3. Image similarity comparison.

4.3.2. Comparison of Proposed Method with Single Channel

In this part, three methods were compared, respectively, the proposed method (OI-
Net+EI-Net), only OI-Net, and only EI-Net. By comparing the recognition rates of the three
methods on each expression category, we find that the method proposed in this paper can
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effectively supplement the facial expression information needed for FER tasks. Figure 4a–c
are the comparisons of the three methods on the RafDb, Fer2013, and CK+, respectively.

In RafDb, the recognition rates of fear and disgust are usually low. In Figure 4a, in the
absence of edge supplementary features, the recognition rate of fear was 53%, and the
recognition rate of disgust was 54%. After adding edge features, the recognition rate of
both categories increased by 4%.

Similarly, on the Fer2013 dataset, our method effectively improved the recognition
rate of the two categories of anger and disgust. In the absence of edge features, the anger
recognition rate is 60%. After adding edge features, the recognition rate reached 63%,
an increase of 3%. Similarly, the accuracy rate of disgust also increased by 3%.

On the CK+ dataset, after adding edge features, the recognition rates of the three ex-
pression categories of anger, sadness, and contempt were significantly improved, and con-
tempt increased by 15%.

(a) Comparison on RafDb data set

(b) Comparison on Fer2013 data set

Figure 4. Cont.
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(c) Comparison on CK+ data set

Figure 4. Comparison of OI-Net+EI-Net, OI-Net, and EI-Net.

4.4. Confusion Matrices and Comparison with State-of-the-Art Methods
4.4.1. Confusion Matrices

The confusion matrices of the method proposed by the paper on the RafDb, Fer2103,
and CK+ datasets can be seen in the Table 1a–c. We achieve outstanding results in both
three datasets. However, we should take note of the categories of fear and disgust in RafDb,
anger and fear in Fer2013, and sadness in CK+. Additionally, happiness always achieves
the best recognition accuracy.

Table 1. Confusion matrices for the CK+, Fer2103, and RafDb datasets.

(a) RafDb Confusion matrices

Sur Fea Dis Hap Sad Ang Neu

Sur 79% 3% 2% 7% 6% 0 3%
Fea 8% 57% 1% 10% 11% 9% 4%
Dis 5% 0 58% 9% 4% 8% 16%
Hap 0 1% 0 95% 3% 0 1%
Sad 0 1% 0 4% 89% 5% 2%
Ang 0 2% 0 4% 7% 87% 0
Neu 1% 2% 2% 3% 5% 0 87%

(b) Fer2013 Confusion matrices

Ang Dis Fea Hap Sad Sur Neu

Ang 99% 1% 0 0 0 0 0
Dis 1% 99% 0 0 0 0 0
Fea 0 0 100% 0 0 0 0
Hap 0 0 0 100% 0 0 0
Sad 0 0 0 0 98% 2% 0
Sur 0 0 0 0 0 98% 2%
Con 0 0 0 0 0 0 100%
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Table 1. Cont.

(c) CK+ Confusion matrices

Ang Dis Fea Hap Sad Sur Neu

Ang 63% 1% 8% 3% 14% 2% 9%
Dis 9% 78% 4% 2% 5% 0 2%
Fea 10% 0 54% 2% 18% 7% 9%
Hap 1% 0 1% 91% 3% 1% 3%
Sad 6% 0 6% 5% 66% 0 17%
Sur 1% 0 7% 3% 2% 84% 3%
Neu 4% 0 4% 4% 14% 1% 73%

4.4.2. Comparison with State-of-the-Art Methods

To verify that the edge features extracted by EI-Net can really supplement the OI-
Net, we compare our method with state-of-the-art methods including ReCNN, CNN-SIFT,
and so on. Table 2 illustrates the comparison of accuracies between different methods. Our
method shows superior performance in RafDb, Fer2013, and CK+. It can be seen that some
methods used pretraining, and we have not.

Table 2. Compared with the accuracy of existing methods

Method Pretraining RafDb Fer2013 CK+

[24] Gan et al. X 85.69% - 96.28%
[25] ACNN X 85.07% - -

[26] SHCNN - - 69.10% -
[27] SCN X 87.03% - -

[15] Wang et al. X 86.90% - -
[28] Gao H - - 65.2% -

[14] Minaee et al. - - 70.02% 98.0%
[29] MBCC-CNN - - 71.52% 98.48%

[30] Multiple CNN - - 70.1% 94.9%
[31] Xie et al. - - 72.67% 97.11%

[32] CNN+ SIFT - - 72.85% 93.46%
[33] DCNN+RLPS - 72.84% 72.35% -

[34] ReCNN X 87.06% - -
[35] LBAN-IL X 77.80% 73.11% -

Ours - 87.58% 73.36% 98.68%

5. Conclusions

In order to find a simple method to reserve edges and discuss their contribution, we
proposed a dual-channel facial expression recognition method to fuse the edge image
features and original image features by EI-Net and OI-Net. The weighted fusion method
is selected to merge the two network channels, and the fusion parameters are discussed.
Through ablation experiments, it is determined that the recognition effect is best when
α = [0.9, 1] and β = [0.1, 0.2], which also shows that the primary characterization information
is still the OI-Net channel.

This paper verifies the proposed method on the three datasets Fer2013, CK+, and RafDb.
From the experimental results, the accuracy rate reaches 87.58% on RAFDB, 73.36% on
Fer2013, and up to 98.68% on CK+. The experiment demonstrates the effectiveness of the
method proposed in this paper.

In the future, we will try to discuss the importance of more low-level features and find
a way to achieve feature fusion adaptive parameters.
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