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Abstract

:

In this paper, we propose and analyze a three-dimensional fractional predator–prey system with two nonidentical delays. By choosing two delays as the bifurcation parameter, we first calculate the stability switching curves in the delay plane. By judging the direction of the characteristic root across the imaginary axis in stability switching curves, we obtain that the stability of the system changes when two delays cross the stability switching curves, and then, the system appears to have bifurcating periodic solutions near the positive equilibrium, which implies that the trajectory of the system is the axial symmetry. Secondly, we obtain the conditions for the existence of Hopf bifurcation. Finally, we give one example to verify the correctness of the theoretical analysis. In particular, the geometric stability switch criteria are applied to the stability analysis of the fractional differential predator–prey system with two delays for the first time.
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1. Introduction


Time delays are a common phenomenon in biological models because biological activity is not an instantaneous process, such as the gestation period, the hunting delay of the predator to the prey, and the delay of the predator and prey maturation. For simplicity, small and insignificant delays are frequently ignored in modeling or assume that delay does not affect the dynamic behavior of the system [1,2,3,4]. However, this hypothesis is unreasonable when delay is a vital factor of system stability. In [5], a predator–prey system with maturation and gestation delay was proposed, and the authors discovered that the increase of delay caused a stable system to become unstable, and even the phenomenon of stable switching appeared. Specifically, Hu [6] proposed the following Lotka–Volterra predator–prey system with multiple delays:


          d x ( t )   d t   = x  ( t )   [  r 1  −  a 11  x  ( t − τ )  −  a 12  y  ( t −  τ 1  )  ]  ,            d y ( t )   d t   = y  ( t )   [ −  r 2  +  a 21  x  ( t −  τ 2  )  −  a 22  y  ( t − τ )  ]  ,     



(1)




where   x ( t )   and   y ( t )   denote the densities of the prey and predator population at time t.   r 1   is the growth rate of the prey.   r 2   denotes the death rate of the predators.   a 11   and   a 22   are the crowding rates of the prey and predator, respectively.   a 12   is the rate of predation.   a 21   stands for the rate of conversion.  τ  is the gestation period of the prey and predator.   τ 1   denotes the hunting delay of the predator to the prey.   τ 2   is the delay of the predator maturation. The authors assumed that the sum of   τ 1   and   τ 2   is equal to  τ .



Because fractional calculus can describe the memory properties of the system, it has attracted extensive attention of many researchers [7]. Mandelbrot [8] first proposed the existence of many fractional-order phenomena in nature and engineering applications. Compared with the integer order, the fractional order can more accurately reflect the dynamic behavior of the real system [9]. Fractional differential equations have become one of the important tools in many disciplines and engineering fields. The are applied in neural networks [10,11], medical studies [12,13,14], and biology [15] to simulate various physical phenomena and biological processes. Many scholars have introduced fractional calculus to the predator–prey system [16,17,18].



In addition, many scholars have considered the influence of delay on the stability and existence of the Hopf bifurcation of fractional-order systems. In [19], the authors investigated a fractional-order BAM neural network involving leakage delay, and they showed that the stability of the system changes because of the introduction of the time delay. In [20], the stability and Hopf bifurcation of a fractional predator–prey system with the Holling type II function response were studied, and the author discovered that Hopf bifurcation occurs when delay crosses some critical values. With the increasing of the number of delays, complex and even new dynamic phenomena will appear. Huang [21] studied the effect of extended delayed feedback on the fractional predator–prey model, and the results demonstrated that the Hopf bifurcation of the system can be effectively controlled by adjusting the extended delayed feedback and fractional order. In [22], for a fractional predator–prey model with two nonidentical delays, an appropriate time delay can be chosen to delay the start of bifurcation. Xu [23,24,25] studied neural network models with two delays. The stability of these models was studied by fixing one delay and choosing the other delay as a bifurcation parameter, then critical values for Hopf bifurcation were obtained.



In [26], the authors studied the global stability of the equilibrium of a three-dimensional competitive Lotka–Volterra system. However, the time delay was not considered in this model. As far we know, the effect of the time delay on the system dynamics is inevitable, such as gestation delay, maturation delay, and hunting delay. Thus, based on [6,26], combining the fractional-order derivative with the time delay, we considered the following fractional-order predator–prey model with two delays:


         D q   x 1   ( t )  =  x 1   ( t )   [  b 1  −  a 11   x 1   ( t −  τ 1  )  −  a 12   x 2   ( t −  τ 2  )  −  a 13   x 3   ( t −  τ 2  )  ]  ,           D q   x 2   ( t )  =  x 2   ( t )   [ −  b 2  +  a 21   x 1   ( t −  τ 1  )  −  a 22   x 2   ( t )  ]  ,           D q   x 3   ( t )  =  x 3   ( t )   [ −  b 3  +  a 31   x 1   ( t −  τ 1  )  −  a 33   x 3   ( t )  ]  ,     



(2)




where the derivative is the Caputo fractional derivative and   q ∈ ( 0 , 1 ]  .    x 1   ( t )    is the density of the prey.    x 2   ( t )    and    x 3   ( t )    denote the population densities of two different predators at time t, respectively.   b 1   denotes the growth rate of the prey.   b 2   and   b 3   represent the death rate of the first predator and the second predator, respectively. The crowding rate of the second predator is represented by   a 33  .   a 13   and   a 31   are the capture rate and conversion rate of the second predator, respectively.    τ 1  ,   τ 2  ,   a 11  ,   a 12  ,   a 21   , and   a 22   are the same as those in System (1). The initial conditions for System (2) are    x 1   ( 0 )  =  φ 1  ,   x 2   ( 0 )  =  φ 2  ,   x 3   ( 0 )  =  φ 3   , and    φ i  > 0   ( i = 1 , 2 , 3 )   .



Generally, the stability of the model with two delays is studied by fixing one delay and choosing the other delay as a bifurcation parameter. For example, by calculating the crossing curve and the direction of stability change, Gu [27] obtained the stability of a two-delay system by the geometric method. In this paper, we took the method of the stable switching curve in the literature [28] to study the stability and the existence of the Hopf bifurcation of the system. However, the method can only deal with the characteristic equations of the following special form, that is   D  ( λ ,  τ 1  ,  τ 2  )  =  P 0   ( λ )  +  P 1   ( λ )   e  − λ  τ 1    +  P 2   ( λ )   e  − λ  τ 2    +  P 3   ( λ )   e  − λ (  τ 1  +  τ 2  )   = 0  . In particular, if the coefficients of the characteristic equation depend on the time delay, the method of the stable switching curve in the literature [28] is invalid. Matsumoto [29] considered the stability of the integer-order Lotka–Volterra competition model with two delays by applying the method in [28], and it was indicated that the positive equilibrium is stable in the region including the origin and being surrounded by stability switching curves. A method to determine the stability region of a differential equation with two delays was studied [30], and it was shown that the small change of delay will lead to an obvious change of the size and shape of the stability region. Reference [31] proposed the method of stability analysis for models with two delays and delay-dependent parameters. The stability switching curves was obtained in the feasible region, and according to the direction of crossing, the stability of the system on both sides of the curve was determined.



Based on the method of [28] and System (2), in this paper, we studied the fractional-order predator–prey model with two delays. By choosing two delays as the bifurcation parameter, we calculated the stability switching curves of System (2) and the direction of stability change, so as to investigate the local stability and the existence of the Hopf bifurcation of the system. As far as we know, the fractional-order differential models with two delays considering the simultaneous change of two delays is not found in the existing literature. Although [22,32,33] studied the stability and Hopf bifurcation for fractional-order systems with two delays, in these works, usually, one delay was fixed and another delay selected as the bifurcation parameter. However, in this paper, by taking two delays as the bifurcation parameter simultaneously, we discuss the stability of the fractional differential equation and the existence of Hopf bifurcation. Compared with the literature [26], an integer-order predator–prey model without delay was studied. In our paper, we considered the stability and Hopf bifurcation of the fractional-order predator–prey model with two delays. When the delay equals zero and the fractional order   q = 1  , our model degenerated into the described model in the literature [26]. Our model is more general.



This paper is organized as follows. In Section 2, we calculate the stability switching curves. Next, using the stability switching curve methods, we obtain that the stability of the system changes when two delays cross the stability switching curves, and then, the system appears to have bifurcating periodic solutions near the positive equilibrium. In Section 3, we discuss the existence of the Hopf bifurcation of System (2). It is shown that the trajectory of the system is the axial symmetry. In Section 4, the theoretical findings are validated by numerical simulations. In Section 5, we give a brief summary of this paper.




2. Stability Analysis


In this section, we first calculate the characteristic equation of the positive equilibrium of System (2) and give some basic assumptions. Next, we derive the concrete expression of the stability switching curves. Finally, the direction of the characteristic roots through the imaginary axis is discussed.



2.1. Local Stability Analysis of the Positive Equilibrium


Now, we study the local stability analysis of the positive equilibrium of System (2) and give some basic assumptions. Based on [1], the following two definitions are given.



Definition 1.

The Caputo fractional-order derivative is defined by:


    D q  f  ( t )  =  1  Γ ( l − q )    ∫  0  t    ( t − s )   l − q − 1    f  ( l )    ( s )  d t ,   








where   l − 1 < q ≤ l ∈  Z +   ,   Γ ( · )   is the Gamma function, and   Γ  ( s )  =  ∫  0  ∞   t  s − 1    e  − t   d t  . Based on the Laplace transform, we can express the following:


   L  {  D q  f  ( t )  ; s }  =  s q  F  ( s )  −  ∑  k = 0   l − 1    s  q − k − 1    f  ( k )    ( 0 )  ,  l − 1 < q ≤ l ∈  Z +  .   











If    f  ( k )    ( 0 )  = 0 .  k = 1 , 2 , ⋯ , n  , then   L  {  D q  f  ( t )  ; s }  =  s q  F  ( s )   .





Definition 2.

Consider the following system:


    D q   x i   ( t )  =  f i   (  x i   ( t )  )  ,  i = 1 , 2 , ⋯ , n ,   



(3)




where    x i   ( t )  =  (  x 1   ( t )  ,  x 2   ( t )  ⋯ ,  x n   ( t )  )  ,  f i   ( t )  =  (  f 1   ( t )  ,  f 2   ( t )  ⋯ ,  f n   ( t )  )   . The equilibrium of System (3) is defined by    f i   (  x i ∗  )  = 0  , and the equilibrium can be obtained   (  x 1 ∗  ,  x 2 ∗  , ⋯ ,  x n ∗  )  .





According to Definition 2, if   (  H 1  )  :   D 2  > 0  ,    D 3  > 0  , System (2) has a unique positive equilibrium:


   E ∗   (  x 1  ,  x 2  ,  x 3  )  =  (   D 1  D  ,   D 2  D  ,   D 3  D  )  ,  








where   D =  a 11   a 22   a 33  +  a 12   a 21   a 33  +  a 22   a 31   a 13  ,   D 1  =  a 22   a 33   b 1  +  a 13   a 22   b 3  +  a 12   a 33   b 2  ,   D 2  =  a 33   a 21   b 1  −  (  a 11   a 33  +  a 13   a 31  )   b 2  +  a 21   a 31   b 3  ,   D 3  =  a 22   a 31   b 1  +  a 12   a 31   b 2  −  (  a 11   a 22  +  a 12   a 21  )   b 3  .  



The corresponding characteristic equation of System (2) at   E ∗   is:


  D  ( λ ,  τ 1  ,  τ 2  )  =  P 0   ( λ )  +  P 1   ( λ )   e  − λ  τ 1    +  P 2   ( λ )   e  − λ (  τ 1  +  τ 2  )   = 0 ,  



(4)




where    P 0   ( λ )  =  λ  3 q   +  L 1   λ  2 q   +  L 2   λ q  ,   P 1   ( λ )  =  M 1   λ  2 q   +  M 2   λ q  +  M 3  ,   P 2   ( λ )  =  S 1   λ q  +  S 2  ,      L 1  =  a 22   x 2  +  a 33   x 3  ,   L 2  =  a 22   a 33   x 2   x 3  ,   M 1  =  a 11   x 1  ,   M 2  =  a 11   a 22   x 1   x 2  +  a 11   a 33   x 1   x 3  ,   M 3  =  a 11   a 22   a 33   x 1   x 2   x 3  ,  S 1  =  a 31   a 13   x 1   x 3  +  a 12   a 21   x 1   x 2  ,   S 2  =  (  a 31   a 13   a 22  +  a 21   a 12   a 33  )   x 1   x 2   x 3  .  



Some basic assumptions are needed so that Equation (4) is the characteristic equation of System (2):




	(i)

	
Finite number of characteristic roots on    C +  : =  { λ ∈ C : R e λ > 0 }    under the condition:


  d e g  (  P 0   ( λ )  )  ≥ m a x  { d e g  (  P 1   ( λ )  )  , d e g  (  P 2   ( λ )  )  }  ;  












	(ii)

	
Zero frequency:  λ  = 0 is not a characteristic root for any   τ 1   and   τ 2  , i.e.,


   P 0   ( 0 )  +  P 1   ( 0 )  +  P 2   ( 0 )  ≠ 0 ;  












	(iii)

	
The polynomials   P 0  ,   P 1   and   P 2   have no common zeros, i.e.,   P 0  ,   P 1  , and   P 2   are coprime polynomials;




	(iv)

	
   P k ,  s   satisfy:


   lim  λ → ∞        P 1   ( λ )     P 0   ( λ )     +     P 2   ( λ )     P 0   ( λ )      < 1 .  

















Next, we verify that Equation (4) satisfies the above assumptions. For   P 0  ,   P 1  ,   P 2  , (i) is automatically satisfied. For    P 0   ( 0 )  +  P 1   ( 0 )  +  P 2   ( 0 )  =  M 3  +  S 2  =  a 11   a 22   a 33   x 1   x 2   x 3  +  (  a 31   a 13   a 22  +  a 21   a 12   a 33  )   x 1   x 2   x 3  ≠ 0  , (ii) is satisfied. From the division algorithm, when    S 1  ≠ 0  ,    M 3  −   S 2   S 1    (  M 2  −   S 2   S 1   )  ≠ 0  , we know the polynomials    P 0  ,  P 1  ,  P 2    have no common zeros, and (iii) is satisfied.


   lim  λ → ∞        M 1   λ  2 q   +  M 2   λ q  +  M 3     λ  3 q   +  L 1   λ  2 q   +  L 2   λ q     +     S 1   λ q  +  S 2     λ  3 q   +  L 1   λ  2 q   +  L 2   λ q      = 0 < 1 ,  











(iv) holds.



As we all know, the stability of the system is determined by the distribution of the characteristic roots on the complex plane. When    τ 1  =  τ 2  = 0  , Equation (4) becomes:


   λ  3 q   +  (  L 1  +  M 1  )   λ  2 q   +  (  L 2  +  M 2  +  S 1  )   λ q  +  M 3  +  S 2  = 0 .  



(5)







Based on [34], we have the following Lemma 1.



Lemma 1.

The linear fractional-order system    D q  x  ( t )  = A x   is asymptotically stable in the Lyapunov sense if and only if all the eigenvalues   λ i   of A satisfy    | a r g  (  λ i  )  |  >   q π  2   , where A   ∈  R  n × n    ,   q ∈ ( 0 , 1 ]  .





According to the Routh–Hurwitz criteria and Lemma 1, we obtain the following theorem.



Theorem 1.

For    τ 1  =  τ 2  = 0  , if   (  H 1  )   and



   (  H 2  )  :  (  L 1  +  M 1  )   (  L 2  +  M 2  +  S 1  )  −  (  M 3  +  S 2  )  > 0   hold, then the positive equilibrium   E ∗   of System (2) is asymptotically stable.






2.2. Stability Switching Curves


In this subsection, the case of    τ 1  > 0 ,   τ 2  > 0  , and    τ 1  ≠  τ 2    is discussed by applying the method in [28]. We give a mathematical formula for the stability switching curves of System (2).



Assume that   λ = ω  ( cos  π 2  + i sin  π 2  )   ( ω > 0 )    is a pure imaginary root of Equation (4). Substituting it into Equation (4), we obtain:


   P 0   ( i ω )  +  P 1   ( i ω )   e  − i ω  τ 1    +  P 2   ( i ω )   e  − i ω (  τ 1  +  τ 2  )   = 0 .  



(6)







Since   |  e  − i ω  τ 2    | = 1  , we have:


   |  P 0  +  P 1   e  − i ω  τ 1    |  =  |  P 2   e  − i ω  τ 1    |  ,  



(7)




which is equivalent to:


   (  P 0  +  P 1   e  − i ω  τ 1    )   (   P 0  ¯  +   P 1  ¯   e  i ω  τ 1    )  =  P 2   e  − i ω  τ 1     (   P 2  ¯   e  i ω  τ 1    )  .  











A simple calculation gives that:


    |  P 0  |  2  +   |  P 1  |  2  + 2 R e  (  P 0    P 1  ¯  )  cos  ( ω  τ 1  )  − 2 I m  (  P 0    P 1  ¯  )  sin  ( ω  τ 1  )  =   |  P 2  |  2  ,  








then:


    |  P 0  |  2  +   |  P 1  |  2  −   |  P 2  |  2  = 2  A 1  cos ω  τ 1  − 2  B 1  sin ω  τ 1  ,  



(8)




where:


     A 1     = R e ( −  P 0    P 1  ¯  )          = −  [  M 1   ω  5 q   +  (  M 1   L 2  +  M 2   L 1  )   ω  3 q   +  M 3   L 2   ω q  ]  cos   q π  2            −  (  M 2   ω  4 q   +  M 3   L 1   ω  2 q   )  cos q π +  M 3   ω  3 q   cos   3 q π  2            −  M 1   L 1   ω  4 q   +  M 2   L 2   ω  2 q   ,     










     B 1     = I m ( −  P 0    P 1  ¯  )          = −  [  M 1   ω  5 q   +  (  M 2   L 1  −  M 1   L 2  )   ω  3 q   +  M 3   L 2   ω q  ]  sin   q π  2            −  (  M 2   ω  4 q   +  M 3   L 1   ω  2 q   )  sin q π −  M 3   ω  3 q   sin   3 q π  2  .     











Let    ϕ 1   ( ω )  = a r g  ( −  P 0    P 1  ¯  )   , then:


   A 1  =    A 1 2  +  B 1 2    cos  (  ϕ 1   ( ω )  )  ,  










   B 1  =    A 1 2  +  B 1 2    sin  (  ϕ 1   ( ω )  )  .  











Equation (8) becomes:


    |  P 0  |  2  +   |  P 1  |  2  −   |  P 2  |  2  = 2    A 1 2  +  B 1 2    cos  (  ϕ 1   ( ω )  + ω  τ 1  )  .  



(9)







Obviously, a sufficient and necessary condition for the existence of    τ 1  ∈  R +    satisfying the Equation (9) is:


    |  P 0  |  2  +   |  P 1  |  2  −   |  P 2  |  2  ≤ 2    A 1 2  +  B 1 2    .  



(10)







Define:


     F ( ω )     =   (   |  P 0  |  2  +   |  P 1  |  2  −   |  P 2  |  2  )  2  − 4  (  A 1 2  +  B 1 2  )           =   {  ω  6 q   +  G 1   ω  5 q   +  G 2   ω  4 q   +  G 3   ω  3 q   +  G 4   ω  2 q   +  G 5   ω q  +  G 6  }  2  − 4  (  A 1 2  +  B 1 2  )  ,     








where    G 1  = 2  L 1  cos   q π  2  ,   G 2  =  L 1 2  +  M 1 2  + 2  L 2  cos q π ,   G 3  = 2  (  L 1   L 2  +  M 1   M 2  )  cos   q π  2  ,   G 4  =  (  L 2 2  +  M 2 2  −  S 1 2  )  + 2  M 1   M 2  cos q π ,   G 5  = 2  (  M 2   M 3  −  S 1   S 2  )  cos   q π  2  ,   G 6  =  M 3 2  −  S 2 2  .  



The inequality (10) is equivalent such that there is a crossing set  Ω  for   ω ∈  R +    in which   F ( ω ) ≤ 0  , and  Ω  consists of a finite number of intervals of finite length. Let    ϕ 1   ( ω )  + ω  τ 1  =  ψ 1   ( ω )   ; we have:


  cos  (  ψ 1   ( ω )  )  =     |  P 0  |  2  +   |  P 1  |  2  −   |  P 2  |  2    2    A 1 2  +  B 1 2      ,   ψ 1  ∈  [ 0 , π ]  ,  








then:


   τ  1 ,  n 1   ±   ( ω )  =   ±  ψ 1   ( ω )  −  ϕ 1   ( ω )  + 2  n 1  π  ω  ,   n 1  ∈ Z .  



(11)







The characteristic Equation (6) can be rewritten as:


     e  − i ω  τ 2       = −    P 0   ( i ω )  +  P 1   ( i ω )   e  − i ω  τ 1       P 2   ( i ω )   e  − i ω  τ 1      ,     



(12)







From Equation (12), we have:


     τ 2     = −  1 ω  a r g   −    P 0   ( i ω )  +  P 1   ( i ω )   e  − i ω  τ 1       P 2   ( i ω )   e  − i ω  τ 1        + 2  n 2  π ,   n 2  ∈ Z          = −  1 ω  a r g  −    (  P 0   ( i ω )  +  P 1   ( i ω )   e  − i ω  τ 1    )     P 2   ( i ω )   e  − i ω  τ 1     ¯     |  P 2   ( i ω )  |  2    + 2  n 2  π          = −  1 ω  a r g  −    N 1  +  N 2  i  N   + 2  n 2  π ,     



(13)




where:


    N    =  S 1 2   ω  2 q   +  S 2 2  + 2  S 1   S 2   ω q  cos   q π  2  ,     










     N 1     =  S 1   ω  4 q   cos  ( q π + ω  τ 1  )  +  S 1   L 1   ω  3 q   cos  (   q π  2  + ω  τ 1  )  +  S 1   L 2   ω  2 q   cos ω  τ 1            +  S 1   M 1   ω  3 q   cos   q π  2  +  S 1   M 2   ω  2 q   +  S 1   M 3   ω q  cos   q π  2  +  S 2   ω  3 q    cos (    3 q π  2            + ω  τ 1   ) +   S 2   L 1   ω  2 q   cos  ( q π + ω  τ 1  )  +  S 2   L 2   ω q  cos  (   q π  2  + ω  τ 1  )            +  S 2   M 1   ω  2 q   cos q π +  S 2   M 3  +  S 2   M 2   ω q  cos   q π  2  ,       N 2     =  S 1   ω  4 q   sin  ( q π + ω  τ 1  )  +  S 1   L 1   ω  3 q   sin  (   q π  2  + ω  τ 1  )  +  S 1   L 2   ω  2 q   sin ω  τ 1            −  S 1   M 3   ω q  sin   q π  2  +  S 2   ω  3 q   sin  (   3 q π  2  + ω  τ 1  )  +  S 2   L 1   ω  2 q   sin  ( q π + ω  τ 1  )            +  S 2   L 2   ω q  sin  (   q π  2  + ω  τ 1  )  +  S 2   M 1   ω  2 q   sin q π +  S 2   M 2   ω q  sin   q π  2  .     



(14)







Hence, we consider that   τ 2   can be regarded as a function of   τ 1  . We figure out   τ 1   from Equation (9), and substituting   τ 1   into Equation (13), it is easy to calculate the value of   τ 2   with   ω ∈ Ω  . According to [28], the stability switching curves are given as:


  T : = {   (  τ  1 ,  n 1   ±   ( ω )  ,  τ  2 ,  n 2   ±   ( ω )  )  ∈  R + 2  : ω ∈ Ω ,   n 1  ,   n 2  ∈ Z  } .  



(15)







The other way to find   τ 2   is similar to the analysis of   τ 1  . Then, we have:


   τ  2 ,  n 2   ±   ( ω )  =   ±  ψ 2   ( ω )  −  ϕ 2   ( ω )  + 2  n 2  π  ω  ,   n 2  ∈ Z ,  



(16)




where    ϕ 2   ( ω )  = a r g  (  P 1    P 2  ¯  )  ,  cos  (  ψ 2   ( ω )  )  =     |  P 0  |  2  −   |  P 1  |  2  −   |  P 2  |  2    2    A 2 2  +  B 2 2      ,   ψ 2  ∈  [ 0 , π ]  ,  


     A 2     = R e (  P 1    P 2  ¯  )          =  [  S 1   M 1   ω  3 q   +  (  S 1   M 3  +  S 2   M 2  )   ω q  ]  cos   q π  2  +  S 2   M 1   ω  2 q   cos q π           +  S 1   M 2   ω  2 q   +  S 2   M 3  ,     










     B 2     = I m (  P 1    P 2  ¯  )          =  [  S 1   M 1   ω  3 q   +  (  S 2   M 2  −  S 1   M 3  )   ω q  ]  sin   q π  2  +  S 2   M 1   ω  2 q   sin q π .     











Similarly, we also have:


   A 2  =    A 2 2  +  B 2 2    cos  (  ϕ 2   ( ω )  )  ,  










   B 2  =    A 2 2  +  B 2 2    sin  (  ϕ 2   ( ω )  )  .  











Based on the above discussion, we have the following theorem.



Theorem 2.

The characteristic Equation (4) has a pair of pure imaginary roots   ± i ω   for   (  τ 1  ,  τ 2  ) ∈ T  . The stability of System (2) is transformed when   (  τ 1  ,  τ 2  )   passes through the stability switching curves  T , where  T  is denoted by Equation (15).






2.3. Crossing Directions


In this subsection, we assume that   (  τ 1 ∗  ,  τ 2 ∗  ) ∈ T  , then the characteristic equation has a pair of pure imaginary roots   ± i  ω ∗   . If     ∂ D   ∂ λ    ( i  ω ∗  ,  τ 1 ∗  ,  τ 2 ∗  )  ≠ 0  , then the characteristic Equation (4) has a pair of conjugate complex roots   λ  (  τ 1  ,  τ 2  )  = δ  (  τ 1  ,  τ 2  )  ± i ω  (  τ 1  ,  τ 2  )    in some neighborhood of   (  τ 1 ∗  ,  τ 2 ∗  )  , such that   δ (  τ 1 ∗  ,  τ 2 ∗  ) = 0   and   ω  (  τ 1 ∗  ,  τ 2 ∗  )  =  ω ∗   . Next, we discuss the direction of the characteristic roots crossing the imaginary axis as   (  τ 1 ∗  ,  τ 2 ∗  )   passes through the curve  T  and enters the left or right region. We call the increasing direction of  ω  the positive direction of the curve  T . When we move along the positive direction of the curve, the right (left)-hand side is the right (left) region.



If the condition that the implicit function theorem holds, we consider that   τ 1   and   τ 2   can be regarded as a function of  δ  and  ω . Since the tangent vector of  T  along the positive direction is   a = (   ∂  τ 1    ∂ ω   ,   ∂  τ 2    ∂ ω   )  , the normal vector of  T  pointing to the right region is   b = (   ∂  τ 2    ∂ ω   , −   ∂  τ 1    ∂ ω   )  , and   (  τ 1  ,  τ 2  )   move along the direction   c = (   ∂  τ 1    ∂ δ   ,   ∂  τ 2    ∂ δ   )  . We conclude that the direction of the characteristic roots crossing the imaginary axis is determined by the sign of the inner product of  b  and  c ,


  δ  ( ω )  : = b · c =    ∂  τ 2    ∂ ω   , −   ∂  τ 1    ∂ ω    ·    ∂  τ 1    ∂ δ   ,   ∂  τ 2    ∂ δ    =   ∂  τ 1    ∂ δ     ∂  τ 2    ∂ ω   −   ∂  τ 2    ∂ δ     ∂  τ 1    ∂ ω   =       ∂  τ 1    ∂ δ       ∂  τ 1    ∂ ω         ∂  τ 2    ∂ δ       ∂  τ 2    ∂ ω       .  



(17)







If   δ ( ω ) > 0  ( δ ( ω ) < 0 )  , when we move along the positive direction of the stability switching curves, the characteristic equation has roots with positive real parts on the right (left)-hand region of the curve  T .



We calculate    ∂  τ 1    ∂ δ   ,    ∂  τ 2    ∂ δ   ,    ∂  τ 1    ∂ ω   , and    ∂  τ 2    ∂ ω    from the characteristic equation   D ( λ ,  τ 1  ,  τ 2  ) = 0  , and we obtain:


      ∂ D   ∂ δ      =   ∂ D   ∂  τ 1      ∂  τ 1    ∂ δ   +   ∂ D   ∂  τ 2      ∂  τ 2    ∂ δ   ,        ∂ D   ∂ ω      =   ∂ D   ∂  τ 1      ∂  τ 1    ∂ ω   +   ∂ D   ∂  τ 2      ∂  τ 2    ∂ ω   .     



(18)







Then, the matrix form of Equation (18) is given as:


     ∂ D   ∂  τ 1    ,   ∂ D   ∂  τ 2           ∂  τ 1    ∂ δ       ∂  τ 1    ∂ ω         ∂  τ 2    ∂ δ       ∂  τ 2    ∂ ω       =    ∂ D   ∂ δ   ,   ∂ D   ∂ ω    .  



(19)







The real and imaginary parts of     ∂ D   ∂  τ 1    ,    ∂ D   ∂  τ 2    ,    ∂ D   ∂ δ     and    ∂ D   ∂ ω    are denoted by    R 1  ,  I 1  ,   R 2  ,   I 2  ,   R 0  ,  I 0  ,    R ,  I  . Equation (19) can be rewritten as:


       R 1     R 2       I 1     I 2            ∂  τ 1    ∂ δ       ∂  τ 1    ∂ ω         ∂  τ 2    ∂ δ       ∂  τ 2    ∂ ω       =      R 0    R      I 0    I     ,  








where:


      R 0  :     =   ∂ R e D ( λ ,  τ 1  ,  τ 2  )   ∂ δ    |  λ = i  ω ∗             = R e {  P 0   ′    ( i  ω ∗  )  +  P 1   ′    ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    −  τ 1 ∗   P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗              +  P 2   ′    ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    −  (  τ 1 ∗  +  τ 2 ∗  )   P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )     }           = 3 q    ω ∗    3 q − 1   sin   3 q π  2  + 2  L 1  q    ω ∗    2 q − 1   sin q π + q  L 2     ω ∗    q − 1   sin   q π  2            + 2 q  M 1     ω ∗    2 q − 1   sin  ( q π −  ω ∗   τ 1 ∗  )  + q  M 2     ω ∗    q − 1   sin  (   q π  2  −  ω ∗   τ 1 ∗  )            −  τ 1   [   M 1     ω ∗    2 q   cos  ( q π −  ω ∗   τ 1 ∗  )  +  M 2     ω ∗   q  cos  (   q π  2  −  ω ∗   τ 1 ∗  )            +  M 3  cos  ω ∗   τ 1 ∗   ] +   S 1  q    ω ∗    q − 1   sin  (   q π  2  −  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )            −  (  τ 1 ∗  +  τ 2 ∗  )   [  S 1     ω ∗   q  cos  (   q π  2  −  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )  +  S 2  cos  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  ]  ,     



(20)






      I 0  :     =   ∂ I m D ( λ ,  τ 1  ,  τ 2  )   ∂ δ    |  λ = i  ω ∗             = I m {  P 0   ′    ( i  ω ∗  )  +  P 1   ′    ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    −  τ 1 ∗   P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗              +  P 2   ′    ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    −  (  τ 1 ∗  +  τ 2 ∗  )   P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )     }           = − ( 3 q    ω ∗    3 q − 1   cos   3 q π  2  + 2  L 1  q    ω ∗    2 q − 1   cos q π + q  L 2     ω ∗    q − 1   cos   q π  2  )           − [ 2 q  M 1     ω ∗    2 q − 1   cos  ( q π −  ω ∗   τ 1 ∗  )  + q  M 2     ω ∗    q − 1   cos  (   q π  2  −  ω ∗   τ 1 ∗  )  ]           −  τ 1 ∗   [   M 1     ω ∗    2 q   sin  ( q π −  ω ∗   τ 1 ∗  )  +  M 2     ω ∗   q  sin  (   q π  2  −  ω ∗   τ 1 ∗  )            −  M 3  sin  ω ∗   τ 1 ∗   ] −   S 1  q    ω ∗    q − 1   cos  (   q π  2  −  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )            −  (  τ 1 ∗  +  τ 2 ∗  )   [  S 1     ω ∗   q  sin  (   q π  2  −  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )  −  S 2  sin  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  ]  ,     



(21)






     R =   ∂ R e D ( λ ,  τ 1  ,  τ 2  )   ∂ ω    |  λ = i  ω ∗        = R e {  P 0   ′    ( i  ω ∗  )  i +  P 1   ′    ( i  ω ∗  )  i  e  − i  ω ∗   τ 1 ∗              − i  τ 1 ∗   P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    +  P 2   ′    ( i  ω ∗  )  i  e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )              − i  (  τ 1 ∗  +  τ 2 ∗  )   P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )     }           = −  I 0  ,     



(22)






     I =   ∂ I m D ( λ ,  τ 1  ,  τ 2  )   ∂ ω    |  λ = i  ω ∗        = I m {  P 0   ′    ( i  ω ∗  )  i +  P 1   ′    ( i  ω ∗  )  i  e  − i  ω ∗   τ 1 ∗              − i  τ 1 ∗   P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    +  P 2   ′    ( i  ω ∗  )  i  e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )              − i  (  τ 1 ∗  +  τ 2 ∗  )   P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )     }           =  R 0  ,     



(23)






      R 1  :     =   ∂ R e D ( λ ,  τ 1  ,  τ 2  )   ∂  τ 1     |  λ = i  ω ∗             = R e {  ( − i  ω ∗  )   (  P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    +  P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    )  }          =  ω ∗  [  S 1     ω ∗   q  sin  (   q π  2  −  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )  −  S 2  sin  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )             −  M 1     ω ∗    2 q   sin  ( q π −  ω ∗   τ 1 ∗  )  −  M 2     ω ∗   q  sin  (   q π  2  −  ω ∗   τ 1 ∗  )  ] ,     



(24)






      I 1  :     =   ∂ I m D ( λ ,  τ 1  ,  τ 2  )   ∂  τ 1     |  λ = i  ω ∗             = I m {  ( − i  ω ∗  )   (  P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    +  P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    )  }          = −  ω ∗  [  S 1     ω ∗   q  cos  (   q π  2  −  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )  +  S 2  cos  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )             +  M 1     ω ∗    2 q   cos  ( q π −  ω ∗   τ 1 ∗  )  +  M 2     ω ∗   q  cos  (   q π  2  −  ω ∗   τ 1 ∗  )  ] ,     



(25)






      R 2  :     =   ∂ R e D ( λ ,  τ 1  ,  τ 2  )   ∂  τ 2     |  λ = i  ω ∗             = R e {  ( − i  ω ∗  )   P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    }          =  ω ∗    S 1     ω ∗   q  sin  (   q π  2  −  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )  −  S 2  sin  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )   ,     



(26)






      I 2  :     =   ∂ I m D ( λ ,  τ 1  ,  τ 2  )   ∂  τ 2     |  λ = i  ω ∗             = I m {  ( − i  ω ∗  )   P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    }          = −  ω ∗    S 1     ω ∗   q  cos  (   q π  2  −  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )  +  S 2  cos  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )   .     



(27)







For the computation details of   R i   and   I i    ( i = 0 , 1 , 2 )  , see Appendix A. We consider that   τ 1   and   τ 2   can be regarded as a function of  δ  and  ω , then the following assumption is necessary:



  (  H 3  )  :   d e t      R 1     R 2       I 1     I 2      =  R 1   I 2  −  R 2   I 1  ≠ 0 .  



By using the implicit function theory and   (  H 3  )  , we have:


  ▵  ( ω )  : =       ∂  τ 1    ∂ δ       ∂  τ 1    ∂ ω         ∂  τ 2    ∂ δ       ∂  τ 2    ∂ ω        |  δ = 0 , ω ∈ Ω   =       R 1     R 2       I 1     I 2       − 1        R 0     −  I 0        I 0     R 0      .  



(28)







Clearly, we obtain:


  δ  ( ω )  = d e t  ( ▵  ( ω )  )  = d e t       R 1     R 2       I 1     I 2       − 1   d e t      R 0     −  I 0        I 0     R 0      .  











From    R 0 2  +  I 0 2  ≥ 0  , we know that   δ ( ω )   and    R 1   I 2  −  R 2   I 1    have the same sign, that is:


  s i g n  ( δ  ( ω )  )  = s i g n  {  R 1   I 2  −  R 2   I 1  }  .  



(29)







It is easy to calculate    R 1   I 2  −  R 2   I 1  = ±    ω ∗   2   | −  P 0    P 1  ¯  |  sin  (  ψ 1   (  ω ∗  )  )  .   The details of the computations of    R 1   I 2  −  R 2   I 1    are shown in Appendix B. Thus, we have the following Theorem 3.



Theorem 3.

Assume    R 1   I 2  −  R 2   I 1  ≠ 0  ,   s i g n ( δ ( ω ) ) > 0  ( s i g n ( δ ( ω ) ) < 0 )  , then a pair of pure imaginary roots of the characteristic equation   D ( λ ,  τ 1  ,  τ 2  ) = 0   cross the imaginary axis from left to right, as   (  τ 1  ,  τ 2  )   passes through the stability switching curves from the left (right) region to the right (left) region.







3. Hopf Bifurcation


In this section, we derive the conditions for the existence of Hopf bifurcation. Based on Section 2.2, we know that the characteristic Equation (4) has a pair of pure imaginary roots on the stability switching curves.



Let us take the derivative of both sides of   D ( λ ,  τ 1  ,  τ 2  ) = 0   with respect to   τ 1  , and   τ 2   can be expressed as a function of   τ 1  ,


         P 0   ′    ( λ )    d λ   d  τ 1    +  P 1   ′    ( λ )    d λ   d  τ 1     e  − λ  τ 1    −  P 1   ( λ )   e  − λ  τ 1       d λ   d  τ 1     τ 1  + λ  +  P 2   ′    ( λ )    d λ   d  τ 1     e  − λ (  τ 1  +  τ 2  )            −  P 2   ( λ )   e  − λ (  τ 1  +  τ 2  )      d λ   d  τ 1     (  τ 1  +  τ 2  )  + λ  1 +   d  τ 2    d  τ 1      = 0 .     











Thus, we have:


     R e    d λ   d  τ 1      |  λ = i  ω ∗        = R e  −    R 1  +  I 1  i +  (  R 2  +  I 2  i )    d  τ 2    d  τ 1       R 0  +  I 0  i             = −    R 1   R 0  +  I 1   I 0  +  (  R 2   R 0  +  I 2   I 0  )    d  τ 2    d  τ 1       R 0 2  +  I 0 2    .     










    d  τ 2    d  τ 1    =      −    N 2   ′    N 1  −  N 2   N 1   ′     ω (  N 1 2  +  N 2 2  )   ,      N 1  ≠ 0 ,       0 ,      N 1  = 0 ,       








where the details of the computations of   R e    d λ   d  τ 1      |  λ = i  ω ∗      and    d  τ 2    d  τ 1     are in Appendix C. Based on the above discussions, the transversality conditions of System (2) are given as:



  (  H 4  )  :    R 1   R 0  +  I 1   I 0  −  (  R 2   R 0  +  I 2   I 0  )     N 2   ′    N 1  −  N 2   N 1   ′      ω ∗   (  N 1 2  +  N 2 2  )    ≠ 0 .  



  (  H 5  )  :     R 1   R 0  +  I 1   I 0   ≠ 0  .



Then, we have the following conclusion:



Theorem 4.

If Conditions    (  H 1  )  −  (  H 4  )    or Conditions    (  H 1  )  −  (  H 3  )    and   (  H 5  )   hold, then System (2) undergoes Hopf bifurcations at   E ∗   when   (  τ 1  ,  τ 2  )   passes through the stability switching curves  T , where   T = (  τ 1 ±  ,  τ 2 ±  )   is given by Equation (15).






4. Numerical Simulation


Considering the following system:


      D q   x 1   ( t )      =  x 1   ( t )   [ 2 −  1 3   x 1   ( t −  τ 1  )  −  x 2   ( t −  τ 2  )  − 2  x 3   ( t −  τ 2  )  ]  ,        D q   x 2   ( t )      =  x 2   ( t )   [ −  1 3  −  x 1   ( t −  τ 1  )  − 2  x 2   ( t )  ]  ,        D q   x 3   ( t )      =  x 3   ( t )   [ −  1 3  −  x 1   ( t −  τ 1  )  − 2  x 3   ( t )  ]  ,     



(30)




where   q = 0.84  ; we have    D 2  = 3.778 > 0  ,    D 3  = 3.778 > 0  , then   (  H 1  )   is satisfied. Therefore, System (30) has a unique positive equilibrium   E ∗  = (1.3636,0.5152,0.5152). The characteristic equation of System (30) at   E ∗   is:


   λ  3 q   +  L 1   λ  2 q   +  L 2   λ q  +  (  M 1   λ  2 q   +  M 2   λ q  +  M 3  )   e  − λ  τ 1    +  (  S 1   λ q  +  S 2  )   e  − λ (  τ 1  +  τ 2  )   = 0 .  



(31)







From Equation (4), we calculate    L 1  = 2.0606 ,   L 2  = 1.0615 ,   M 1  = 0.4545 ,      M 2  = 0.9366 ,   M 3  = 0.4852 ,   S 1  = 2.1074  , and    S 2  = 2.1713 .   Next, we verify the conditions that the characteristic equation    P 0   ( 0 )  +  P 1   ( 0 )  +  P 2   ( 0 )  =  M 3  +  S 2  = 2.6538 ≠ 0  ,    M 3  −   S 2   S 1    (  M 2  −   S 2   S 1   )  = 0.5790 ≠ 0  . Thus, we have that some basic assumptions (i)–(iv) in Section 2 hold.



When    τ 1  =  τ 2  = 0  , we obtain    (  L 1  +  M 1  )   (  L 2  +  M 2  +  S 1  )  −  (  M 3  +  S 2  )  = 7.6724 > 0  ,   (  H 2  )   also holds. Then,   E ∗   is locally asymptotically stable from Theorem 1 (see Figure 1).



When    τ 1  > 0  ,    τ 2  > 0  , from the definition of   F ( ω )  , we have:


     F ( ω )     =  ω  12 q   + 2.0498  ω  11 q   + 5.4085  ω  10 q   + 6.2190  ω  9 q   − 1.7940  ω  8 q   − 9.7208  ω  7 q             − 36.3920  ω  6 q   − 34.2949  ω  5 q   − 21.7712  ω  4 q   + 31.6916  ω  3 q   − 0.6172  ω  2 q             + 18.3855  ω q  + 20.0859 .     











Then, we know that   F ( ω ) < 0   when   ω ∈ Ω = [ 0.9135 , 1.6392 ]   (see Figure 2). From Equations (11) and (16), we draw the stability switching curves (see Figure 3).


  s i g n ( δ ( ω ) ) = 1 > 0 ,  








then the direction of stability changes from left to right is given (see Figure 3). In view of the stable region of System (30), it is obtained as shown by the green area of Figure 3. From Theorem 3, the positive equilibrium   E ∗   is stable if and only if we choose any point in the stable region as values of   (  τ 1  ,  τ 2  )  . Hence, choosing    (  τ 1  ,  τ 2  )  =  ( 0.2 , 0.8 )    and using a numerical simulation of System (30), we have that   E ∗   is asymptotically stable (see Figure 4). We see that the trajectory of the system is the axial symmetry. In order to better observe the stability switching curves, a partial enlargement of Figure 3 is given (see Figure 5). When   (  τ 1  ,  τ 2  )   passes through the stability switching curves, by choosing    (  τ 1  ,  τ 2  )  =  ( 0.4 , 0.9 )   , we observe that the system has the periodic solution at   E ∗   (see Figure 6).




5. Conclusions


In this paper, a three-dimensional fractional predator–prey model with two nonidentical delays was proposed. We mainly studied the local stability switching and Hopf bifurcation induced by two delays. The stability switching curves were calculated. Furthermore, the stability switching of the system was found. The change in the direction of the stability of the system was determined by calculating the value of   δ ( ω )  . The system keeps the steady state in the stable region. Choosing two delays as the bifurcation parameters, the conditions for the occurrence of the Hopf bifurcation of System (2) were derived. It was shown that the trajectory of the system is the axial symmetry (see Figure 6). Finally, a simulation example illustrated the validity of the theoretical analysis.



For System (2), the variation of gestation delay and hunting delay are the key factors in the stability of the system. When the value   (  τ 1  ,  τ 2  )   is located in the stable region, the predator and prey can coexist. When the value   (  τ 1  ,  τ 2  )   passes through the stability switching curves, the population of the three species demonstrates periodic oscillations. Moreover, when choosing the fractional order q = 0.84, 0.90, 0.94, 0.99, its corresponding crossing sets are given as    Ω 1  =  [ 0.9135 , 1.6392 ]   ,    Ω 2  =  [ 0.9569 , 1.6202 ]   ,    Ω 3  =  [ 0.9852 , 1.6102 ]   ,    Ω 4  =  [ 1.0202 , 1.6002 ]   , respectively. The stability switching curves of System (30) are shown in Figure 7. Clearly, from Figure 7, we know that the stability region of the system shrinks when the fractional order increases. In order to observe Figure 7, we give a partial enlargement of Figure 7, as shown in Figure 8. However, we chose two delays as the bifurcation parameter in this paper. However, choosing the fractional order as the bifurcation parameter for the stability analysis of the fractional-order predator–prey model with two delays was not considered, which is the focus of our further research.
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Appendix A


The details of the computations of   R i   and   I i    ( i = 0 , 1 , 2 )   are given as follows:


       ∂ D ( λ ,  τ 1  ,  τ 2  )   ∂ δ    |  λ = i  ω ∗         =  P 0   ′    ( i  ω ∗  )  +  P 1   ′    ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    −  τ 1 ∗   P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗              +  P 2   ′    ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    −  (  τ 1 ∗  +  τ 2 ∗  )   P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    .     











Substituting   λ =  ω ∗   ( cos  π 2  + i sin  π 2  )   (  ω ∗  > 0 )    into Equation (4), we have:


      P 1   ( i  ω ∗  )      =  M 1     ω ∗    2 q   cos q π +  M 2     ω ∗   q  cos   q π  2  +  M 3  + i  (  M 1     ω ∗    2 q   sin q π +  M 2     ω ∗   q  sin   q π  2  )  ,        P 2   ( i  ω ∗  )      =  S 1     ω ∗   q  cos   q π  2  +  S 2  + i  S 1     ω ∗   q  sin   q π  2  .     











Calculate    P 0   ′    ( i  ω ∗  )  ,   P 1   ′    ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    ,   P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    ,   P 2   ′    ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    ,  P 2   ( i  ω ∗  )     e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )     as follows:


      P 0   ′    (  λ ∗  )      = 3 q  λ  3 q − 1   + 2  L 1  q  λ  2 q − 1   +  L 2  q  λ  q − 1   ,        P 0   ′    ( i  ω ∗  )      = 3 q    ω ∗    3 q − 1   sin   3 q π  2  + 2  L 1  q    ω ∗    2 q − 1   sin q π +  L 2  q    ω ∗    q − 1   sin   q π  2            − i ( 3 q    ω ∗    3 q − 1   cos   3 q π  2  + 2  L 1  q    ω ∗    2 q − 1   cos q π +  L 2  q    ω ∗    q − 1   cos   q π  2  ) ,     










      P 1   ′    ( λ )      = 2 q  M 1   λ  2 q − 1   +  M 2  q  λ  q − 1   ,        P 1   ′    ( i  ω ∗  )      = 2 q  M 1     ω ∗    2 q − 1   sin q π + q  M 2     ω ∗    q − 1   sin   q π  2  − i  ( 2 q  M 1     ω ∗    2 q − 1   cos q π + q  M 2     ω ∗    q − 1   cos   q π  2  )  ,     










      P 2   ′    ( λ )      =  S 1  q  λ  q − 1   ,        P 2   ′    ( i  ω ∗  )      =  S 1  q    ω ∗    q − 1   sin   q π  2  − i  S 1  q    ω ∗    q − 1   cos   q π  2  ,     










      P 2   ′    ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )   )        =  (  S 1  q    ω ∗    q − 1   sin   q π  2  − i  S 1  q    ω ∗    q − 1   cos   q π  2  )   ( cos  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  − i sin  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )           =  S 1  q    ω ∗    q − 1   sin   q π  2  cos  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  −  S 1  q    ω ∗    q − 1   cos   q π  2  sin  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )              − i (  S 1  q    ω ∗    q − 1   cos   q π  2  cos  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  +  S 1  q    ω ∗    q − 1   sin   q π  2  sin  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )          =  S 1  q    ω ∗    q − 1   sin  (   q π  2  −  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )  − i  S 1  q    ω ∗    q − 1   cos  (   q π  2  −  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )  ,     










      P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )        =  (  S 1     ω ∗   q  cos   q π  2  +  S 2  + i  S 1     ω ∗   q  sin   q π  2  )  ×  ( cos  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  − i sin  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )           =  S 1     ω ∗   q  cos   q π  2  cos  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  +  S 2  cos  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )            +  S 1     ω ∗   q  sin   q π  2  sin  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )   + i [   S 1     ω ∗   q  sin   q π  2  cos  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )            −  S 1     ω ∗   q  cos   q π  2  sin  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  −  S 2  sin  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )   ]           =  S 1     ω ∗   q  cos  (   q π  2  −  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )  +  S 2  cos  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )            + i [  S 1     ω ∗   q  sin  (   q π  2  −  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  )  −  S 2  sin  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )  ] .     










      P 1   ′    ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗         = [ 2 q   M 1     ω ∗    2 q − 1   sin q π + q  M 2     ω ∗    q − 1   sin   q π  2   − i ( 2 q   M 1     ω ∗    2 q − 1   cos q π           + q  M 2     ω ∗    q − 1   cos   q π  2   ) ]  ×  ( cos  ω ∗   τ 1 ∗  − i sin  ω ∗   τ 1 ∗  )           = 2 q  M 1     ω ∗    2 q − 1   sin q π cos  ω ∗   τ 1 ∗  + q  M 2     ω ∗    q − 1   sin   q π  2  cos  ω ∗   τ 1 ∗            − 2 q  M 1     ω ∗    2 q − 1   cos q π sin  ω ∗   τ 1 ∗  − q  M 2     ω ∗    q − 1   cos   q π  2  sin  ω ∗   τ 1 ∗            + i ( − 2 q  M 1     ω ∗    2 q − 1   sin q π sin  ω ∗   τ 1 ∗  − q  M 2     ω ∗    q − 1   sin   q π  2  sin  ω ∗   τ 1 ∗            − 2 q  M 1     ω ∗    2 q − 1   cos q π cos  ω ∗   τ 1 ∗  − q  M 2     ω ∗    q − 1   cos   q π  2  cos  ω ∗   τ 1 ∗  )          = 2 q  M 1     ω ∗    2 q − 1   sin  ( q π −  ω ∗   τ 1 ∗  )  + q  M 2     ω ∗    q − 1   sin  (   q π  2  −  ω ∗   τ 1 ∗  )            − i [ 2 q  M 1     ω ∗    2 q − 1   cos  ( q π −  ω ∗   τ 1 ∗  )  + q  M 2     ω ∗    q − 1   cos  (   q π  2  −  ω ∗   τ 1 ∗  )  ] ,     










      P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗        = [  M 1     ω ∗    2 q   cos q π +  M 2     ω ∗   q  cos   q π  2  +  M 3  + i  (  M 1     ω ∗    2 q   sin q π +  M 2     ω ∗   q  sin   q π  2  )  ]           × ( cos  ω ∗   τ 1 ∗  − i sin  ω ∗   τ 1 ∗  )          =  M 1     ω ∗    2 q   cos q π cos  ω ∗   τ 1 ∗  +  M 2     ω ∗   q  cos   q π  2  cos  ω ∗   τ 1 ∗  +  M 3  cos  ω ∗   τ 1 ∗            +  M 1     ω ∗    2 q   sin q π sin  ω ∗   τ 1 ∗  +  M 2     ω ∗   q  sin   q π  2  sin  ω ∗   τ 1 ∗   + i ( −   M 1     ω ∗    2 q   cos q π sin  ω ∗   τ 1 ∗            −  M 2     ω ∗   q  cos   q π  2  sin  ω ∗   τ 1 ∗  −  M 3  sin  ω ∗   τ 1 ∗  +  M 1     ω ∗    2 q   sin q π cos  ω ∗   τ 1 ∗            +  M 2     ω ∗   q  sin   q π  2  cos  ω ∗   τ 1 ∗   )           =  M 1     ω ∗    2 q   cos  ( q π −  ω ∗   τ 1 ∗  )  +  M 2     ω ∗   q  cos  (   q π  2  −  ω ∗   τ 1 ∗  )  +  M 3  cos  ω ∗   τ 1 ∗            + i [  M 1     ω ∗    2 q   sin  ( q π −  ω ∗   τ 1 ∗  )  +  M 2     ω ∗   q  sin  (   q π  2  −  ω ∗   τ 1 ∗  )  −  M 3  sin  ω ∗   τ 1 ∗  ] ,     











Based on the above calculation, we obtain:


     R 0     = R e {   ∂ D ( λ ,  τ 1  ,  τ 2  )   ∂ δ    |  λ = i  ω ∗    }          = R e  {  P 0   ′    ( i  ω ∗  )  }  + R e  {  P 1   ′    ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    }  −  τ 1 ∗  R e  {  P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    }            + R e  {  P 2   ′    ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    }  −  (  τ 1 ∗  +  τ 2 ∗  )  R e  {  P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    }  ,     










     I 0     = I m {   ∂ D ( λ ,  τ 1  ,  τ 2  )   ∂ δ    |  λ = i  ω ∗    }          = I m  {  P 0   ′    ( i  ω ∗  )  }  + I m  {  P 1   ′    ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    }  −  τ 1 ∗  I m  {  P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    }            + I m  {  P 2   ′    ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    }  −  (  τ 1 ∗  +  τ 2 ∗  )  I m  {  P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    }  ,     










     R 1     =   ∂ R e D ( λ ,  τ 1  ,  τ 2  )   ∂  τ 1     |  λ = i  ω ∗             =  ω ∗   ( I m  {  P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    }  + I m  {  P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    }  )  ,       I 1     =   ∂ I m D ( λ ,  τ 1  ,  τ 2  )   ∂  τ 1     |  λ = i  ω ∗             = −  ω ∗   ( R e  {  P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    }  + R e  {  P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    }  )  ,     










     R 2     =   ∂ R e D ( λ ,  τ 1  ,  τ 2  )   ∂  τ 2     |  λ = i  ω ∗    =  ω ∗  I m  {  P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    }   ,        I 2     =   ∂ I m D ( λ ,  τ 1  ,  τ 2  )   ∂  τ 2     |  λ = i  ω ∗    = −  ω ∗  R e  {  P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    }   .      












Appendix B


The details of the computations of    R 1   I 2  −  R 2   I 1    are given as follows: For any   (  τ 1 ∗  ,  τ 2 ∗  ) ∈ T  , we have:


   P 0   ( i  ω ∗  )  +  P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    +  P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    = 0 .  



(A1)







Multiplying   e  i  ω ∗   τ 1 ∗     on both sides of Equation (A1), we obtain:


   P 2   ( i  ω ∗  )   e  − i  ω ∗   τ 2 ∗    = −  P 0   ( i  ω ∗  )   e  i  ω ∗   τ 1 ∗    −  P 1   ( i  ω ∗  )  .  










       R 1   I 2  −  R 2   I 1      = I m {    ( − i  ω ∗  )  (  P 1   ( i  ω ∗  )   e  − i  ω ∗   τ 1 ∗    +  P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    )  ¯            ×  ( − i  ω ∗  )   P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )     }           = I m {  ( i  ω ∗  )  (    P 1   ( i  ω ∗  )   ¯   e  i  ω ∗   τ 1 ∗    +    P 2   ( i  ω ∗  )   ¯   e  i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )    )           ×  ( − i  ω ∗  )   P 2   ( i  ω ∗  )   e  − i  ω ∗   (  τ 1 ∗  +  τ 2 ∗  )     }              =    ω ∗   2  I m  {   P 1  ¯   P 2   e  − i  ω ∗   τ 2 ∗    }           =    ω ∗   2  I m  {   P 1  ¯   ( −  P 0   e  i  ω ∗   τ 1 ∗    −  P 1  )  }           =    ω ∗   2  I m  { −  P 0    P 1  ¯   e  i  ω ∗   τ 1 ∗    }           = ±    ω ∗   2  I m  {  | −  P 0    P 1  ¯  |   e  ϕ 1    e  i  ω ∗   τ 1 ∗      }           = ±    ω ∗   2   | −  P 0    P 1  ¯  |  sin  (  ψ 1   (  ω ∗  )  )  .      












Appendix C


Calculation of the transversality conditions: Let us take the derivative of both sides of   D ( λ ,  τ 1  ,  τ 2  ) = 0   with respect to   τ 1  ; we have:


       P 0   ′    ( λ )    d λ   d  τ 1    +  P 1   ′    ( λ )    d λ   d  τ 1     e  − λ  τ 1    −  P 1   ( λ )   e  − λ  τ 1       d λ   d  τ 1     τ 1  + λ  +  P 2   ′    ( λ )    d λ   d  τ 1     e  − λ (  τ 1  +  τ 2  )            −  P 2   ( λ )   e  − λ (  τ 1  +  τ 2  )      d λ   d  τ 1     (  τ 1  +  τ 2  )  + λ  1 +   d  τ 2    d  τ 1      = 0 .     










         [  P 0   ′    ( λ )  +  P 1   ′    ( λ )   e  − λ  τ 1    −  τ 1   P 1   ( λ )   e  − λ  τ 1    +  P 2   ′    ( λ )   e  − λ (  τ 1  +  τ 2  )   −  (  τ 1  +  τ 2  )   P 2   ( λ )   e  − λ (  τ 1  +  τ 2  )   ]    d λ   d  τ 1    =           P 1   ( λ )  λ  e  − λ  τ 1    +  P 2   ( λ )  λ  e  − λ (  τ 1  +  τ 2  )   +  P 2   ( λ )  λ  e  − λ (  τ 1  +  τ 2  )     d  τ 2    d  τ 1        








then:


       d λ   d  τ 1    =    P 1   ( λ )  λ  e  − λ  τ 1    +  P 2   ( λ )  λ  e  − λ (  τ 1  +  τ 2  )   +  P 2   ( λ )  λ  e  − λ (  τ 1  +  τ 2  )     d  τ 2    d  τ 1       P 0   ′    ( λ )  +  P 1   ′    ( λ )   e  − λ  τ 1    −  τ 1   P 1   ( λ )   e  − λ  τ 1    +  P 2   ′    ( λ )   e  − λ (  τ 1  +  τ 2  )   −  (  τ 1  +  τ 2  )   P 2   ( λ )   e  − λ (  τ 1  +  τ 2  )     ,     











By the definition of   R i   and   I i    ( i = 0 , 1 , 2 )  , we obtain:


       d λ   d  τ 1     |  λ = i  ω ∗        = −    R 1  +  I 1  i +  (  R 2  +  I 2  i )    d  τ 2    d  τ 1       R 0  +  I 0  i   ,     








then:


     R e    d λ   d  τ 1      |  λ = i  ω ∗        = R e  −    [  R 1  +  I 1  i +  (  R 2  +  I 2  i )    d  τ 2    d  τ 1    ]   (  R 0  −  I 0  i )     (  R 0  +  I 0  i )   (  R 0  −  I 0  i )              = −    R 1   R 0  +  I 1   I 0  +  (  R 2   R 0  +  I 2   I 0  )    d  τ 2    d  τ 1       R 0 2  +  I 0 2    .     











From Equation (13), we obtain:


   τ 2  =      −  1 ω  arctan   N 2   N 1   ,      N 1  < 0 ,  N 2  < 0  o r   N 1  < 0 ,  N 2  > 0 ,        π 2  ,      N 1  = 0 ,  N 2  > 0 ,       −  π 2  ,      N 1  = 0 ,  N 2  < 0 ,       −  1 ω   ( arctan   N 2   N 1   + π )  ,      N 1  > 0 ,  N 2  < 0 ,       −  1 ω   ( arctan   N 2   N 1   − π )  ,      N 1  > 0 ,  N 2  > 0 ,      ,  








then:


    d  τ 2    d  τ 1    =      −    N 2   ′    N 1  −  N 2   N 1   ′     ω (  N 1 2  +  N 2 2  )   ,      N 1  ≠ 0 ,       0 ,      N 1  = 0 ,       








where    N 1  ,   N 2  ,   R i  ,   I i    ( i = 0 , 1 , 2 )    are represented by Equations (14), (20), (21), and (24)–(27), respectively.   N 1   ′    and   N 2   ′    are the derivatives of   N 1   and   N 2   with respect to   τ 1  , respectively.
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Figure 1.   E ∗   of System (30) is locally asymptotically stable when    τ 1  =  τ 2  = 0  . 






Figure 1.   E ∗   of System (30) is locally asymptotically stable when    τ 1  =  τ 2  = 0  .
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Figure 2. Graph of   F ( ω )  . 
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Figure 3. Stability switching curves. 






Figure 3. Stability switching curves.
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Figure 4.   E ∗   is locally asymptotically stable when    τ 1  = 0.2 ,  τ 2  = 0.8  . 
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Figure 5. A partial enlargement of Figure 3. 
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Figure 6. A periodic solution occurs at   E ∗   when    τ 1  = 0.4 ,  τ 2  = 0.9  . 
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Figure 7. The stability switching curves of System (2) under different fractional orders. 
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Figure 8. A partial enlargement of Figure 7. 
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