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Abstract: Artificial satellites are widely used in different areas such as communication, position
systems, and agriculture. The number of satellites orbiting Earth is becoming huge, and many are set
to be launched soon. This huge number of satellites in addition to space debris are sources of concern.
Indeed, some incidents have occurred either between satellites or because of space debris. These
incidents are a threat for the hit satellite and can be a source of irreversible damages. A hit satellite
may diverge to a chaotic motion with all the entailed consequences. The inertia moment of a satellite
is a main factor to determine if the hit satellite is heading toward a chaotic motion or not. The inertia
moment is determined over the mass density function. In this paper, a circularly orbiting artificial
satellite was modeled as a thin rotating rod. The objective was to determine a suitable mass density
function for this satellite allowing the prevention as much as possible of the chaotic motion after being
hit. This unknown density mass function satisfies a system of equations reflecting some physical
constraints. Conventional procedures are not applicable to solve this system of equations. The
presented resolution method is based on several mathematical transformations, allowing converting
this system into a highly nonlinear one with several unknowns. Several mathematical techniques
were applied, and an analytical solution was obtained. Finally, from the mechanical engineering point
of view, the obtained mass density function corresponds to a Functionally Graded Material (FGM).

Keywords: artificial satellite; inertia moment; thin rotating rod; chaotic motion; Functionally Graded
Material (FGM)

1. Introduction

Artificial satellites are man-made objects that are launched into orbits around Earth.
Currently, a huge number of them are active and are serving in several areas. The size,
design, and altitude of an artificial satellite is strongly related to its purpose. The size of
satellites varies from small ones of only 10 cm to the largest one, the International Space
Station (ISS), which is as large as a rugby field. The satellites are used in navigation such
as for the Global Positioning System (GPS), communication, weather forecast, and Earth
observation and in astronomy.

Space debris (or space junk) is non-functional material left in space surrounding Earth
after being used in space missions. The risk of collision between artificial satellites and
space debris is becoming a reality, and several accidents have been noted [1,2]. Since
the space debris cannot be removed easily, the main purpose is to guarantee the stability
of the satellite after being hit and ensure no divergence to a chaotic motion, as much as
possible. Among the main factors to avoid such a risk (chaotic motion) is the value of the
inertia moment of the satellite. In this context, several research works have been conducted
to study the chaotic motion of satellites while the inertia moment varies over time, and
sufficient conditions, involving the inertia moment value, have been provided [1–10].

Indeed, in addition to fixed rigid parts, artificial satellites have movable parts such
as the antenna and solar panel. The motion of these movable parts is controlled through
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actuators. During the artificial satellite mission, the fuel consumption, sloshing, and the
motion of movable parts are the main causes of the variation of the inertia moment.

Recall that the inertia moment of a rigid body rotating about an axis is a physical
parameter that determines the required torque to reach an angular acceleration. This is
similar to the role played by a mass in determining the required force to reach a certain
acceleration. The inertia moment depends mainly on the mass density function of the rigid
body, its shape, and the location of the axis of rotation. For a point mass, its inertia moment
is the product of its mass by the square of the distance separating the point from the axis of
rotation. The rotational kinetics is the area where the inertia moment plays a major role.
This role is comparable to the one played by the mass in linear kinetics. In addition, the
inertia moment is a determinant factor in the control of a rigid body rotating about an axis,
as well as its kinetic energy.

The calculation and the impact of the inertia moment of a rigid body have been the
subject of several research studies. In this context, the authors in [11] addressed the problem
of the inertia moment of added mass in a ship roll. The authors proposed an accurate
simulation numerical method to predict the inertia moment of the studied system. The
proposed method outperformed the existing procedures. The computation of the inertia
moment for a 3D non-homogeneous material was the topic addressed in [12]. For the latter
work, the authors developed a numerical method based on boundary integral equations.
The efficiency of the proposed numerical method was assessed through numerical examples.
The inertia moment of a metal transformed into a superconductor was studied in [13]. In
the latter work, several interesting theoretical and experimental results were presented.
This was performed by direct measurements of the inertia moment of a cylinder for two
states: normal and superconducting.

In [14], the authors studied the performance of a novel wind turbine according to the
blade shape and its inertia moment. The performance of this wind turbine was assessed
over three parameters, which were the mean power coefficient, the starting time, and the
standard deviation of the aerodynamic force. In this study, a numerical procedure was
proposed and assessed through simulations. The developed method allowed comparing
some existing wind turbines with the studied one. In [15], the authors addressed the inertia
moment of the cylinder block tilting involved in the control of the electro-hydrostatic
actuator pumps of an aircraft. These electro-hydrostatic actuators were characterized by a
high speed. A large value of the tilt inertia moment could result in irreversible damages.
Therefore, the authors analyzed the effects of the inertia moment on the performance of
the electro-hydrostatic actuators. In the latter research work, the inertia moment was
expressed analytically, and several experiments were conducted in a pump prototype.
These experiments showed that more attention should be paid to the inertia moment,
because of the resulting damages.

In this study, an artificial satellite orbiting Earth was considered, and it was modeled
as a thin rotating rod. The artificial satellite also rotates around its main principal axis
(containing the center of mass). In addition, it was assumed that space debris hits the
satellite and modifies the axis of rotation, which results in modifying the inertia moment.
The main objective was the determination of a mass density function allowing avoiding
heading toward a chaotic motion, as much as possible. For that reason, some physical
and mathematical conditions were transformed into a mathematical system, where the un-
known was the mass density function. Several methods were used to determine analytically
the unknown function.

Among the satisfied equations by the mass density function is an integral equation.
Integral equations model scientific and real-life problems in a wide range of engineering
fields [16]. In this context, the authors in [17] modeled an acoustic real-life problem
encountered in the geosciences area as an integral equation. The study undertaken in [18]
investigated the crack problem of poroelasticity and proposed an integral equation model.
The authors in [19] addressed a financial problem, which was pricing puttable convertible
bonds. The latter studied problem was modeled as an integral equation problem. A
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fluid mechanical problem was addressed and modeled as an integral equation in [20].
Furthermore, the authors in [21] studied convection–diffusion in fluid mechanics and
modeled it through an integral equation. The problem of an elongated body that diffracts
an incident wave was investigated and modeled as an integral equation in [22]. An integral
equation was used to model the scattering of elastic waves problem in [23]. The problem
of the stability of a thin plate in subsonic flow was addressed in [24] and modeled using
an integral equation. These are a few of the related works. For further investigations,
the reader is referred to [25–27], where abundant references are provided, expressing the
particular attention paid by scientists to the integral equation theory.

Several well-known integral equations have been presented and studied for a long
time. Among these integral equations are the Volterra integral equations of the first and
second kind [28]. In addition, the Fredholm integral equations of the first and second kind
were exhibited in [22,24,29–34]. For more details, the reader is referred to [35] for other
kinds of integral equations. It is worth noting that the majority of the studied integral
equations are hard to solve analytically (closed form). Plenty of numerical methods are
provided in the related literature to overcome this drawback and to provide approximate
solutions [20,28,30,36,37], in addition to the asymptotic behavior of the solution.

The remainder of this paper is organized as follows. The studied mechanical system
and the resulting problem are introduced in Section 2. Section 3 provides the mathematical
transformations. The resolution of the non-classical integral equation, as well as the engi-
neering technical feasibility are the topics of Section 4. Finally, a conclusion summarizing
the elaborated work and giving some new future research directions is presented.

2. Problem Definition

In this study, an asymmetric artificial satellite orbiting around Earth was considered.
The orbit is circular, and the satellite is subject to a gravity gradient torque due to the
Earth’s gravity field. In addition, the satellite rotates about the principal axis crossing its
center of mass.

2.1. Problem Origin

The first assumption was that the artificial satellite was modeled as a thin rotating
rod [38,39], as displayed in Figure 1. This assumption is largely valid for the satellites
presenting a specific geometry where the width is neglected compared to the length.

In this context, several real artificial satellites could be modeled as a thin rotating
rod since their width is neglected compared to their length. Among these satellites is
the Hubble Space Telescope, which has a length of 13.2 m and a maximum diameter of
4.2 m. In addition, the International Space Station (ISS) has a length of 109 m, and the
average diameter of its core, where the laboratories are located, is 8 m. Furthermore, some
telecommunication satellites are 7 m in length, which is extended by 50 m solar panels,
such as GSAT-12R.

  

Solar PV 

Main satellite body Antenna 

Thin rotating rod modeling the artificial satellite  

Center of mass 

Rotation is about center of mass axis 

Figure 1. Artificial satellite modeled as thin rod.
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The artificial satellite is initially rotating around a principal axis containing the center of mass.
This satellite might be hit by space debris. Thus, the rotation axis is modified, and the inertia
moment is changed; this could drive the artificial satellite into a chaotic motion, as displayed in
Figure 2. This chaotic motion might be the origin of other dangerous space accidents.
 

Space debris hitting satellite  

 

New rotating axe after incident 

 

Figure 2. Artificial satellite changing rotation axis after being hit by space debris.

The resulting and studied mechanical system is presented in Figure 3. This mechanical
system is composed of a thin rod represented by a segment [OL] and a movable axis
represented by point A. The thin rod with normalized length 1 rotates around axis A. The
thin rod is subject to an external force, which is gravity.

 

− + 

Axe of rotation 

0 1 
x 

M 

A 

Thin rod 

g×w(t)dt 

L 

O 

Figure 3. Studied mechanical system.

2.2. Problem Formulation

As indicated in Figure 3 and for a selected point M from the thin rod, the coordinates
of A and M are denoted x and t, respectively. The thin rod mass density function is denoted
w(t), then the inertia moment of M about axis A is expressed as follows:

dI(t) = dm× (x− t)2
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with dm the elementary mass of point M and (x− t)2 the square distance separating points
A and M. Since dm = w(t)dt, then the total inertia moment of the thin rod about axis A is
given by the following expression:

I(x) =
1∫

0

(x− t)2w(t)dt (1)

It is worth noting that for a continuous mass density function w(t), the total inertia
moment I(x) is also expressed as:

I(x) = ax2 + bx + c, (2)

where a =
1∫

0
w(t)dt, b =

1∫
0
−2tw(t)dt, and c =

1∫
0

t2w(t)dt. This is a direct consequence of

extending Equation (1).
The inertia moment is an important parameter in controlling the rotational motion

(mechanic, mechatronics, aerospace [40]). In this study, the first parameter controlling the
inertia moment is the position of the rotation axis (x), and the second parameter is fixing
coefficients a, b, and c (given in (2)).

These coefficients are selected in a way that they depend on the extremities’ values
w(0) and w(1). Seeking simplicity, this dependence is linear, i.e.,

i = αiw(1) + βiw(0), for all i ∈ {a, b, c} (3)

This choice allows controlling the total inertia moment value by acting on the ex-
tremities of the thin rod (or the extremities of the artificial satellite). This action could be
performed, for example, by moving a mass to the extremities using actuators [39].

The selection of a, b, and c is based on some physical and mathematical considerations.
The whole procedure allowing this section is presented below.

Remark 1. For a continuous mass density function w(t) in [0, 1], the inertia moment I(x) is

derivable, and its derivative is: İ(x) =
1∫

0
2(x− t)w(t)dt = 2ax + b. Thus,

1∫
0

(x− t)w(t)dt = ax +
b
2

(4)

Observe that
1∫

0
(x− t)w(t)dt in (4) represents the total torque for the gravity force

(with normalized gravity acceleration g = 1) of the thin rod about axis (A). This torque is
linear, and coefficients a and b are selected such that a linear interpolation of w(t) in 0 and

1 is equal to ax +
b
2

. Figure 4 exhibits the way the linear interpolation is performed.

In this case, the equation of line (ED) is equal to ax +
b
2

. Therefore,

a =
w(0)− w(1)

1− 0
> 0

b
2

= 2w(1)− w(0)
(5)

Since the inertia moment satisfies I(x) > 0 for all x ∈ [0, 1] and a =
w(0)− w(1)

1− 0
>

0, then coefficient c satisfies the following expression: ∆ = b2 − 4ac < 0 (I(x) is a
quadratic expression).
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0 1 

x 

t 

A 

C 

D 
w(t) 

Δ 

w(0) 

w(1) 

−w(0) Total torque 

E 

Figure 4. Linear interpolation for the total torque.

According to (3), c = αcw(1)+ βcw(0) , where αc and βc are two reals to be determined.
Thus,

∆ = (αc + 4)w2(1) + (1− βc)w2(0) + (βc − 4− αc)w(1)w(0) (6)

Observe that if αc < −4 and 1 < βc, then the two first elements in the previous
expression (6) are strictly negative. In this case, αc and βc are selected as αc = −5 and
βc = 2. These are the two least integers satisfying the previous conditions (αc < −4 and
1 < βc).

Substituting the two latter values in (6), then ∆ =
(
w2(1)− 3w(1)w(0) + w2(0)

)
=

−4

(
w(1)− 3 +

√
5

2
w(0)

)(
w(1)− 3−

√
5

2
w(0)

)
. Since

(
w(1)− 3 +

√
5

2
w(0)

)
< 0,

then ∆ < 0 if and only if

(
w(1)− 3−

√
5

2
w(0)

)
< 0, which means that:

c = −5w(1) + 2w(0) (7)

and

w(1) <
3−
√

5
2

w(0) (8)

Equations (5) and (7) allow obtaining the coefficients a, b, and c. These coefficients are
given as follows.

a = w(0)− w(1)
b = 4w(1)− 2w(0)
c = 2w(0)− 5w(1)

(9)

According to (1), (2), and (9), an integral equation is obtained and expressed as follows.

1∫
0

(x− t)2w(t)dt = (w(0)− w(1))x2 + (4w(1)− 2w(0))x + 2w(0)− 5w(1) (10)

where the unknown function to be determined is w(t) over interval [0, 1].
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Observe that the right-hand side of (10) is the excitation, which is controlled by the
values of w(t) at the extremities 0 and 1. The left side of the same equation is the response.

The integral Equation (10) is a non-classic integral equation (to the best of our knowl-
edge). The general expression is given as follows.

1∫
0

K(x, t)w(t)dt = Φ1(w)x2 + Φ2(w)x + Φ2(w) (11)

where:

• The kernel K(x, t) = (x− t)2, for (x, t) ∈ [0, 1]× [0, 1].
• w(.) is the unknown decreasing and continuous function in [0, 1].
• Φ1(.), Φ2(.), and Φ3(.) are linear forms defined on the continuous functions’ space

C([0, 1]). The respective expressions are: Φ1(w) = w(0)− w(1), Φ2(w) = 4w(1)−
2w(0), and Φ3(w) = 2w(0)− 5w(1).

Remark 2. An obvious solution of (11) is w(t) = 0, which was not considered in this study. To
avoid such a solution, the unknown mass density function w(t) was assumed to satisfy the following
additional condition.

w(0) = 1 (12)

This choice did not impact the final solution, as will be shown later. In addition, since w(t)
represents a mass density function, then

w(t) > 0 for all t ∈ [0, 1]. (13)

In order to take into account the asymmetry of the artificial satellite, the mass density
function was assumed to satisfy:

ẇ(t) < 0 for all t ∈ [0, 1], and ẇ(0) = −1. (14)

Remark 3. A constant mass distribution w(t) = d, ∀t ∈ [0, 1], where d > 0, is not a solution of
integral Equation (11).

Proof. By contradiction, assume that w(t) = d is a solution of (11), then d
1∫

0
(x− t)2dt =

dx2 − dx +
d
3
= (d− d)x2 + (4d− 2d)x + (2d− 5d) = 0x2 + 2dx− 3d. The identification

term by term yields d = 0, which is in contradiction with d > 0.

Remark 4. Based on (1), I(x) =
1∫

0
w(t)(x− t)2dt = (w(.) ∗ f (.))(x), where ” ∗ ” is the con-

volution operator of functions w(t) and f (x) = x2. The Fourier and its inverse transforma-
tions do not allow the resolution of the integral equation; indeed, the right-hand side of (11)
(Φ1(w)x2 + Φ2(w)x + Φ2(w)) depends on the function w(t).

Initially, the satellite rotates about the principal axis of the center of mass. After being
hit, the artificial satellite might rotate around another axis. Changing the rotation axis from
the one of center of mass to another axis may result in a chaotic motion. Several research
works studying the artificial satellite chaotic motion, taking into account the inertia moment
variation, have been presented [1–10]. These studies provide mathematical expressions
and sufficient conditions allowing the identification of the chaotic motion.

In this study and in order to avoid the chaotic motion, the following expression was
adopted and should be minimized as much as possible. This expression is:
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MRD(w(1), w(0)) =
Imax − Imin

Imax
(15)

where Imax and Imin are the maximum and the minimum inertia moment (I(x)) values,
respectively. These two values exist since the inertial moment function I(x) is a continuous
function over the compact interval [0, 1]. In other terms,

• Imax = max
x∈[0,1]

I(x)

• Imin = min
x∈[0,1]

I(x)

Assume that, initially, the satellite is rotating about the axis x1. After being hit by
the space debris, the satellite rotates about another axis x2. The deviation of the inertia
moment is then |I(x1)− I(x2)|. In order to minimize the risk of a chaotic motion, the
latter deviation should be minimized. On the other hand, |I(x1)− I(x2)| ≤ Imax − Imin. In
addition, Imax − Imin represents the maximum deviation moving from one rotation axis to
another one. Consequently, Imax − Imin should be minimized to ensure the minimization of
|I(x1)− I(x2)|. The expression Imax − Imin is divided by Imax to relativize it and to obtain
a rate within the interval [0, 1].

Therefore, the expression (15) presents the maximum relative deviation of the inertia
moment while varying the rotation axis (x), and we have interest in keeping it as minimum
as possible.

Since I(x) is quadratic, then:

Imin = I(− b
2a

) and Imax = max(I(0), I(1)) (16)

Trivially, a necessary and sufficient condition to obtain Imax = I(1) is

w(1) >
1
3

w(0) (17)

This is obtained if I(0) < I(1). In this case,

MRD(w(1), w(0)) =
w(1)2

(w(0)− w(1))(w(0)− 2w(1))
(18)

Based on the expressions (17) and (18) and in order to minimize MRD, w(1) should be

as close as possible to
1
3

w(0). Indeed, MRD(w(1), 1) is an increasing function versus w(1).

2.3. Problem Mathematical Formulation Summary

Based on (11), (12), (13), (14), (17), and (8), a summary of the obtained equations that
should be satisfied by the mass density function w(t) is presented below.

1∫
0

(x− t)2w(t)dt = (w(0)− w(1))x2 + (4w(1)− 2w(0))x + (2w(0)− 5w(1)) (19)

w(0) = 1 and w(t) > 0 for all t ∈ [0, 1] (20)

ẇ(0) = −1 and ẇ(t) < 0 for all t ∈ [0, 1] (21)

w(1) <
3−
√

5
2

w(0) (22)

w(1) >
1
3

w(0) (23)

The objective in the sequel is to find a mass density function w(t) satisfying the system
(19)–(23).
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3. Preliminary Transformations

The integral Equation System (19)–(23) is not a classical one (to the best of our knowl-
edge), and the already-existing methods intended to solve integral equations are not
applicable. The aim of this section is to convert the system (19)–(23) into a simpler one.
This objective is achieved over several mathematical transformations allowing reaching a
simple and equivalent form, which is a nonlinear system.

In this context, a preliminary result is presented in the following proposition
(Proposition 1).

Proposition 1. The integral Equation (11) has the same solution as the system (24)–(26).

w(0)− w(1) =

1∫
0

w(t)dt (24)

4w(1)− 2w(0) =

1∫
0

−2tw(t)dt (25)

2w(0)− 5w(1) =

1∫
0

t2w(t)dt (26)

Proof.
1∫

0
w(t)dt < +∞. The functions w(t), −2tw(t), and t2w(t) are continuous over the

compact [0, 1], Therefore,
1∫

0
w(t)dt < +∞,

1∫
0
−2tw(t)dt < +∞, and

1∫
0

t2w(t)dt < +∞. In

addition,
1∫

0
(x− t)2w(t)dt =

(
1∫

0
w(t)dt

)
x2 +

(
1∫

0
−2tw(t)dt

)
x +

(
1∫

0
t2w(t)dt

)
. On the

other hand,
1∫

0
(x− t)2w(t)dt = (w(0)− w(1))x2 +(4w(1)− 2w(0))x+ 2w(0)− 5w(1). The

identification term by term gives the previous result (Proposition 1).

It is worth noting that there is no known procedure to solve System (24)–(26). Therefore,
simplifying the integral equation via some transformations is the adopted way to solve
it. In this context, an important and well-known result is recalled in the following remark
(Remark 5).

Remark 5. If the mass density unknown function w(t) is continuous on the interval [0, 1], then
there exists a unique function W(t) defined on [0, 1] and satisfying the following conditions:

1. Ẇ(t) = w(t), t ∈ [0, 1] (Ẇ(t) is the derivative of W(t)).
2. W(0) = 1.

The previous result (Remark 5) is about the existence of a unique primitive W(t) of
w(t) such that W(0) = 1. In addition, selecting W(t) such that W(0) = 1 is random, and
the obtained solution is not impacted by this choice, as will be proven in the remainder of
this paper.

An immediate consequence of (24) and Remark 5 is the following result (27).

w(0)− w(1) = W(1)−W(0) (27)

The introduction of the function W(t) is the beginning of a chain of mathematical
transformations allowing the simplification of the integral Equation (11). In this context,
the first transformation consists of converting (11) into an integro-differential system. A
part of this system is composed of linear differential equations. The unknowns in a system
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of linear differential equations are functions satisfying several linear derivative equations.
The reader is referred to [41,42], where an introduction to the linear differential equations
system was presented.

3.1. Integro-Differential Equations’ Transformation

The main result allowing the transformation of the integral Equation (11) into integro-
differential equations is presented in the following proposition (Proposition 2).

Proposition 2. The integral Equation (11) is equivalent to the system (28)–(34). In other terms,
solving (11) is equivalent to solving System (28)–(34).

Ẇ(t) = w(t), t ∈ [0, 1] (28)

w(0)− w(1) = W(1)−W(0) (29)

w(0) = 1 (30)

W(0) = 1 (31)

Ẇ(0) = 1 (32)
1∫

0

−2tw(t)dt = 4w(1)− 2w(0) (33)

1∫
0

t2w(t)dt = −5w(1) + 2w(0) (34)

Proof.

1. If w(t) is a solution of (11), then w(t) satisfies (25) and (26), and consequently, (33)
and (34) are satisfied.

2. In addition, there exists a unique primitive W(t) satisfying W(0) = 1 for w(t). This
is because w(t) is a continuous function on [0, 1]. Based on (24), one could have

w(0) − w(1) =
1∫

0
w(t)dt = W(1) −W(0), and Equations (28), (29), and (31) are

satisfied. According to (12), we have w(0) = 1, then Equation (30) is satisfied.
3. Since W(t) is a primitive of w(t), for t ∈ [0, 1], then Ẇ(t) = w(t), t ∈ [0, 1], and in

particular, Ẇ(0) = w(0) = 1 and (32) is satisfied.

Conversely, assume that w(t) and W(t) are solutions of System (28)–(33):

1. Because w(t) and W(t) satisfy (28) and (29), then W(t) is a primitive of w(t), which

yields
1∫

0
w(t)dt = W(1)−W(0). In addition, according to (29), we have w(0)−w(1) =

W(1)−W(0); therefore, w(0)− w(1) =
1∫

0
w(t)dt, and Equation (24) is satisfied.

2. Obviously, Equations (25) and (26) are satisfied since w(t) satisfies Equations (33) and (34).

Equations (28)–(32) form a system of linear differential equations with unknown func-
tions W(t) and w(t), which are at the same time the unknown functions of
System (28)–(33).

The shape of the general solution of the system of linear differential equations [41,42]
suggests that W(t) and w(t) might have the following form.{

W(t) = µ11 exp(δ1t) + µ12 exp(δ2t)
w(t) = µ21 exp(δ1t) + µ22 exp(δ2t)

(35)

where parameters µ11, µ12, µ21, µ22, δ1, and δ2 are real constants. The determination of the
unknown functions W(t) and w(t), provided their existence and the satisfaction of (35),
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requires the determination of µ11, µ12, µ21, µ22, δ1, and δ2. Consequently, substituting (35)
into the system (28)–(33) is converting the problem into a system of equations where
the unknowns are the constants µ11, µ12, µ21, µ22, δ1, and δ2. This is the content of the
next subsection.

3.2. Non-Linear System (Representation) Transformation

Substituting (35) into (28)–(33) leads to a system of equations where the unknowns are
µ11, µ12, µ21, µ22, δ1, and δ2. This substitution of (35) follows the same order as
in (28)–(33).

First, including (35) in (28) ( Ẇ(t) = w(t) ∀ t ∈ [0, 1]) yields (δ1µ11 − µ21) exp(δ1t) +
(δ2µ12 − µ22) exp(δ2t) = 0 ∀ t ∈ [0, 1]. The identification permits obtaining the following
two equations. {

δ1µ11 − µ21 = 0
δ2µ12 − µ22 = 0

(36)

Second, substituting Equation (35) in Equation (29) yields the following equation.

(µ11 + µ21) exp(δ1) + (µ12 + µ22) exp(δ2)− 2 = 0 (37)

Third, based on (35), (30), and (31), the following system is obtained.{
µ11 + µ12 = 1
µ21 + µ22 = 1

(38)

Fourth, including (35) in (32) gives

δ1µ11 + δ2µ12 = 1 (39)

Fifth, substituting (35) into (33) leads to four different equations according to the

values of δ1 and δ2. Indeed,
1∫

0
−2tw(t)dt is turned into

1∫
0

t exp(kt)dt, where k ∈ {δ1, δ2}.

The closed form of
1∫

0
t exp(kt)dt depends on the value of k (k = 0 or k 6= 0). This results in

four cases, which are taken into account in the following remark.

Remark 6. Based on (33) and (35), the four following expressions are obtained:

1. If δ1 6= 0 and δ2 6= 0, then Equation (33) is:

∆1 = −2µ21

(
2δ2

1 + δ1 − 1
)

δ2
1

exp(δ1)

+ −2µ22

(
2δ2

2 + δ2 − 1
)

δ2
2

exp(δ2)

+ −2µ21

(
1− δ2

1
)

δ2
1

− 2µ22

(
1− δ2

2
)

δ2
2

= 0.

(40)

2. If δ1 = 0 and δ2 6= 0, then Equation (33) is:

∆2 = −3µ21 − 2µ22

(
2δ2

2 + δ2 − 1
)

δ2
2

exp(δ2)

+ −2µ22

(
1− δ2

2
)

δ2
2

= 0.
(41)

3. If δ1 6= 0 and δ2 = 0, then Equation (33) is:
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∆3 = −3µ22 − 2µ21

(
2δ2

1 + δ1 − 1
)

δ2
1

exp(δ1)

+ −2µ21

(
1− δ2

1
)

δ2
1

= 0.
(42)

4. If δ1 = 0 and δ2 = 0, then Equation (33) is:

∆4 = −3µ21 − 3µ22 = 0. (43)

Proof. Two cases have to be considered while calculating the closed form of the inte-

gral Ω(λ) =
1∫

0
t exp(λt)dt where λ ∈ IR. These two cases are λ 6= 0 and λ = 0. For

the case λ 6= 0, an integration by parts ( f (t) = t and g
′
(t) = exp(λt)) yields Ω(λ) =

(λ− 1)
λ2 exp(λ) +

1
λ2 . In the case where λ = 0, a direct integration leads to Ω(0) =

1
2

.

The four cases (1) δ1 6= 0 and δ2 6= 0, (2) δ1 = 0 and δ2 6= 0, (3) δ1 6= 0 and δ2 = 0, and
(4) δ1 = 0 and δ2 = 0 are listed below:

1. If δ1 6= 0 and δ2 6= 0, then 2w(1)− w(0) =
1∫

0
−tw(t)dt is equivalent to 2µ21 exp(δ1) +

2µ22 exp(δ2)− µ21 − µ22 =
1∫

0
−t(µ21 exp(δ1t) + µ22 exp(δ2t))dt =

−µ21Ω(δ1)− µ22Ω(δ2) = −µ21(
(δ1 − 1)

δ2
1

exp(δ1) +
1
δ2

1
)− µ22(

(δ2 − 1)
δ2

2
exp(δ2) +

1
δ2

2
).

Then,

(
2 +

(δ1 − 1)
δ2

1

)
µ21 exp(δ1) +

(
2 +

(δ2 − 1)
δ2

2

)

µ22 exp(δ2) + µ21

(
1
δ2

1
− 1

)
+ µ22

(
1
δ2

2
− 1

)
= 0. Hence, µ21

(
2δ2

1 + δ1 − 1
)

δ2
1

exp(δ1) +

µ22

(
2δ2

2 + δ2 − 1
)

δ2
2

exp(δ2) + µ21

(
1− δ2

1
)

δ2
1

+ µ22

(
1− δ2

2
)

δ2
2

= 0 = ∆1.

2. If δ1 = 0 and δ2 6= 0, then 2w(1) − w(0) =
1∫

0
−tw(t)dt is equivalent to 2µ21 +

2µ22 exp(δ2)− µ21 − µ22 = −µ21Ω(0)− µ22Ω(δ2) = − 1
2 µ21 − µ22(

(δ2 − 1)
δ2

2
exp(δ2) +

1
δ2

2
). Consequently,

3
2

µ21 +

(
2 +

(δ2 − 1)
δ2

2

)
µ22 exp(δ2) + µ22

(
1
δ2

2
− 1

)
= 0, which

yields
3
2

µ21 + µ22

(
1− δ2

2
)

δ2
2

+ µ22

(
2δ2

2 + δ2 − 1
)

δ2
2

exp(δ2) = 0 = ∆2.

3. The proof for the case δ1 6= 0 and δ2 = 0, is the same as the previous proof with
swapping the roles of δ1and δ2.

4. If δ1 = 0 and δ2 = 0, then (25) is equivalent to 2µ21 + 2µ22 − µ21 − µ22 = −µ21Ω(0)−

µ22Ω(0) = −1
2

µ21 −
1
2

µ22, which involves µ21 + µ212 = 0 = ∆4.

Remark 7. Among the four already-mentioned cases, the one considering δ1 = δ2 = 0 has to
be discarded. This is because in this case, w(t) = µ11 + µ12 according to (35). Consequently,
Ẇ(t) = w(t) = 0 for all t ∈ [0, 1], which is contradicts w(0) = 1 (30).

The sixth step consists of substituting (35) into (34), resulting in four cases for the

expression
1∫

0
t2w(t)dt. These four cases are exhibited in the following remark (Remark 8):
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Remark 8.

1. If δ1 6= 0 and δ2 6= 0, then Equation (34) is:

Ψ1 = µ21
(δ1 + 1)

(
5δ2

1 − 4δ1 + 2
)

δ3
1

exp(δ1)

+ µ22
(δ2 + 1)

(
5δ2

2 − 4δ2 + 2
)

δ3
2

exp(δ2)

+ −2µ21

(
1 + δ3

1
)

δ3
1

− 2µ22

(
1 + δ3

2
)

δ3
2

= 0.

(44)

2. If δ1 = 0 and δ2 6= 0, then Equation (26) is:

Ψ2 = µ22
(δ2 + 1)

(
5δ2

2 − 4δ2 + 2
)

δ3
2

exp(δ2)

+
10
3

µ21 − 2µ22

(
1 + δ3

2
)

δ3
2

= 0.
(45)

3. If δ1 6= 0 and δ2 = 0, then Equation (26) is:

Ψ3 = µ21
(δ1 + 1)

(
5δ2

1 − 4δ1 + 2
)

δ3
1

exp(δ1)

+
10
3

µ22 − 2µ21

(
1 + δ3

1
)

δ3
1

= 0.
(46)

4. If δ1 = 0 and δ2 = 0, then Equation (26) is:

Ψ4 = 2µ21 + 2µ22 = 0. (47)

Proof. The results are based on: Λ(λ) =
1∫

0
t2 exp(λt)dt =


1
3

if λ = 0.

(
λ2 − 2λ + 2

)
− 2

λ3 if λ 6= 0.

The collection of (40), (41), (42), (38), (39), (36), and (37) gives three systems
Si(i = 1, 2, 3). These systems Si depends on both ∆i and Ψi (i = 1, 2, 3). For exam-
ple, system S1 considers the equations ∆1 = 0 and Ψ1 = 0 for Case 1 where δ1 6= 0 and
δ2 6= 0.

In addition, the case δ1 = 0 and δ2 = 0 is discarded because of Remark 7, and this is
the reason for obtaining three systems. The systems Si(i = 1, 2, 3) are displayed as follows,

Si(i = 1, 2, 3) :



δ1µ11 − µ21 = 0
δ2µ12 − µ22 = 0
µ11 + µ12 = 1
µ21 + µ22 = 1

δ1µ11 + δ2µ12 = 1
(µ11 + µ21) exp(δ1)+

(µ12 + µ22) exp(δ2)− 2 = 0
∆i = 0 (i = 1, 2, 3)
Ψi = 0 (i = 1, 2, 3)

(48)

where the unknowns to be determined are: µ11, µ12, µ21, µ22, δ1, and δ2.
It is worth noting that System (48) presents a strong nonlinearity with the presence of

terms δ1µ11, µ11 exp(δ1), ∆i, and Ψi (i = 1, 2, 3).
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Remark 9. Any solution (if it exists) of System (48) satisfies the following condition.

δ1 6= δ2 (49)

Proof. Reasoning by contradiction and assuming that δ1 = δ2, then δ1µ11 + δ2µ12 =
δ1(µ11 + µ12) = 1 (δ1µ11 + δ2µ12 = 1 in the fifth equation of (48)) and, consequently, δ1 = 1.
In addition, since δ1 = δ2, the sixth equation in (48) yields exp(δ1)(µ11 + µ12 + µ21 + µ22)−
2 = 0. Since µ11 + µ12 = 1 and µ21 + µ22 = 1 (third and fourth equations in (48)), then
2 exp(δ1) = 2 and exp(δ1) = 1, which means that δ1 = 0. The conclusion is δ1 = 1 and
δ1 = 0, which is impossible; therefore, δ1 6= δ2.

In the remainder of this paper, δ1 6= δ2, because of the previous remark (Remark 9).
At the end of this subsection, the resolution of System (28)–(34) is transformed into

the resolution of the nonlinear System (48). The treatment and the resolution of this system
is presented in the next subsection.

4. Problem Resolution

The aim of this section is the resolution of System (48), which will lead to a solution of
the studied integral equation.

4.1. Nonlinear System Resolution

As a first step in the resolution of System (48), the equations are separated into two
subsets, where the first one does not contain terms with exp(δi)(i = 1, 2). The obtained
partial system is presented as follows.

δ1µ11 − µ21 = 0
δ2µ12 − µ22 = 0
µ11 + µ12 = 1
µ21 + µ22 = 1

(50)

For a given (fixed) δ1 and δ2, the system (50) is a linear one, with unknowns µ11, µ12, µ21, µ22.
This partial system is presented in matrix form as follows.

δ1 0 −1 0
0 δ2 0 −1
1 1 0 0
0 0 1 1




µ11
µ12
µ21
µ22

 =


0
0
1
1

 (51)

Since δ1 6= δ2 (Remark 9), then the determinant:∣∣∣∣∣∣∣∣
δ1 0 −1 0
0 δ2 0 −1
1 1 0 0
0 0 1 1

∣∣∣∣∣∣∣∣ = δ1 − δ2 6= 0.

Consequently, System (51) admits a unique solution, which is expressed according to
δ1 and δ2 as follows.

µ11 = − δ2 − 1
δ1 − δ2

, (52)

µ12 =
δ1 − 1
δ1 − δ2

, (53)

µ21 = − δ1(δ2 − 1)
δ1 − δ2

, (54)

µ22 =
δ2(δ1 − 1)

δ1 − δ2
. (55)
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The equations in System (48), which contain exp(δ1) and exp(δ2), depend on the cases:
S1 δ1 6= 0 and δ2 6= 0, S2 δ1 6= 0 and δ2 = 0, and S3 δ1 = 0 and δ2 6= 0. These equations are
as follows.

(µ11 + µ21) exp(δ1) + (µ12 + µ22) exp(δ2)− 2 = 0
∆i = 0 (i = 1, 2, 3)
Ψi = 0 (i = 1, 2, 3)

(56)

In the sequel, each one of the cases S1, S2, and S3 is studied separately. In addition,
the following notation is adopted.

Z = exp(δ1), and T = exp(δ2) (57)

4.1.1. Case S1: δ1 6= 0 and δ2 6= 0

Substitute µ11, µ12, µ21, and µ22 given by (52) in Equation (56) for i = 1 (∆1 = 0 and
Ψ1 = 0)). The obtained system with unknowns Z and T is presented as follows.

Λ11(δ1, δ2)Z + Λ12(δ1, δ2)T = Θ1(δ1, δ2)
Λ21(δ1, δ2)Z + Λ22(δ1, δ2)T = Θ2(δ1, δ2)
Λ31(δ1, δ2)Z + Λ32(δ1, δ2)T = Θ3(δ1, δ2)

(58)

where:

Λ11(δ1, δ2) = −
(δ2 − 1)(δ1 + 1)(2δ1 − 1)

(δ1 − δ2)δ1
,

Λ12(δ1, δ2) =
(δ1 − 1)(δ2 + 1)(2δ2 − 1)

(δ1 − δ2)δ2
,

Λ21(δ1, δ2) = −
(δ2 − 1)(δ1 + 1)

(δ1 − δ2)
,

Λ22(δ1, δ2) =
(δ1 − 1)(δ2 + 1)

(δ1 − δ2)
,

Λ31(δ1, δ2) = −
(δ2 − 1)(δ1 + 1)

(
5δ2

1 − 4δ1 + 2
)

δ2
1(δ1 − δ2)

,

Λ32(δ1, δ2) =
(δ1 − 1)(δ2 + 1)

(
5δ2

2 − 4δ2 + 2
)

δ2
2(δ1 − δ2)

Θ1(δ1, δ2) =
(δ2 − 1)(δ1 − 1)

δ1δ2
,

Θ2(δ1, δ2) = 2.

Θ3(δ1, δ2) = −2

(
δ2

1δ2
2 + δ2

1 + δ2
2 + δ1δ2 − δ1 − δ2

)
δ2

1δ2
2

Because δ1 6= δ2, δ1 6= 0, and δ2 6= 0, the system (58) is well defined. Considering
the two first equations in (58), the obtained linear system regarding the two unknowns
Z and T has a determinant ∆ = Λ11(δ1, δ2) × Λ22(δ1, δ2) − Λ21(δ1, δ2) × Λ12(δ1, δ2) =
(δ2 − 1)(δ1 + 1)(δ1 − 1)(δ2 + 1)

(δ1 − δ2)δ2δ1
. The determinant ∆ = 0 involves δ2 = 1 or δ1 = −1 or

δ1 = 1 or δ2 = −1. These four cases are considered separately as follows:

1. If δ2 = 1, then Λ11(δ1, δ2) = Λ21(δ1, δ2) = Θ1(δ1, δ2) = 0, and the two first equations
in System (58) become {

2T = 0
2T = 2

This means that T = 0 = exp(δ2) and T = 1 = exp(δ2), which is impossible.

2. If δ1 = −1, then Λ11(δ1, δ2) = Λ21(δ1, δ2) = 0 and Θ1(δ1, δ2) =
2(δ2 − 1)

δ2
, and the

two first equations in System (58) are:
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
2(2δ2 − 1)

δ2
T =

2(δ2 − 1)
δ2

2T = 2

Thus, T =
(δ2 − 1)
(2δ2 − 1)

and T = 1. Consequently, exp(δ2) =
(δ2 − 1)
(2δ2 − 1)

and exp(δ2) = 1,

thus δ2 = 0, which is impossible since δ2 6= 0.
3. If δ1 = 1, then Λ12(δ1, δ2) = Λ22(δ1, δ2) = Θ1(δ1, δ2) = 0, and the the two first

equations in System (58) become
−2(δ2 − 1)
(δ1 − δ2)

Z = 0

−2(δ2 − 1)
(δ1 − δ2)

Z = 2

Therefore, Z = 0 = exp(δ1), which is impossible.

4. If δ2 = −1, then Λ12(δ1, δ2) = Λ22(δ1, δ2) = 0 and Θ1(δ1, δ2) =
2(δ1 − 1)

δ1
, and the

system (58) becomes 
2(2δ1 − 1)

δ1
Z =

2(δ1 − 1)
δ1

2Z = 2

Thus, Z =
(δ1 − 1)
(2δ1 − 1)

and Z = 1 = exp(δ1), which means δ1 = 0, and this is impossible

since δ1 6= 0.

As a conclusion of studying the four previous cases, the determinant ∆ 6= 0 and the
two first equations in (58) have a unique solution, which is expressed as follows.

Z =
−δ1 + 3δ1δ2 + δ2 − 1

(δ2 − 1)(δ1 + 1)
and T =

δ1 + 3δ1δ2 − δ2 − 1
(δ1 − 1)(δ2 + 1)

(59)

Substituting (59) in the third equation of System (58) yields:

− 2(2δ1δ2 − δ1 − δ2 − 1)
δ1δ2

= 0. (60)

Thus, 2δ1δ2 − δ1 − δ2 − 1 = 0, then δ2(2δ1 − 1) = δ1 + 1. If 2δ1 − 1 = 0, then δ1 =
1
2

and δ1 = −1 at the same time, which is impossible. Therefore,

δ2 =
δ1 + 1

2δ1 − 1
(61)

Replacing Z = exp(δ1) and T = exp(δ2) in (59) gives the following equations.

exp(δ1) =
−δ1 + 3δ1δ2 + δ2 − 1

(δ2 − 1)(δ1 + 1)
(62)

and
exp(δ2) =

δ1 + 3δ1δ2 − δ2 − 1
(δ1 − 1)(δ2 + 1)

(63)

Equations (62) and (63), are presented in another form allowing the expression of δ2
and δ1, respectively, as follows.

δ2 =
(δ1 + 1) exp(δ1)− δ1 − 1
(δ1 + 1) exp(δ1)− 3δ1 − 1

(64)
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δ1 =
(δ2 + 1) exp(δ2)− δ2 − 1
(δ2 + 1) exp(δ2)− 3δ2 − 1

(65)

Equalizing Equations (64) and (61) gives
δ1 + 1

2δ1 − 1
=

(δ1 + 1)(exp(δ1)− 1)
(δ1 + 1) exp(δ1)− 3δ1 − 1

, which

yields (2δ1 − 1)(δ1 + 1)(exp(δ1)− 1) = (δ1 + 1)((δ1 + 1) exp(δ1)− 3δ1 − 1).
In other terms, (δ1 + 1){(2δ1 − 1)(exp(δ1)− 1)− ((δ1 + 1) exp(δ1)− 3δ1 − 1)} = 0.
This means that (δ1 + 1){[(δ1 − 2)] exp(δ1) + (δ1 + 2)} = 0.
Denote

L(δ1) = (δ1 + 1){[(δ1 − 2)] exp(δ1) + (δ1 + 2)}

and study the sign of L(δ1).
Clearly, the sign of L(δ1) requires studying the signof M(δ1) given by the following

expression.
M(δ1) = (δ1 − 2) exp(δ1) + (δ1 + 2).

The first and second derivative of M(δ1) are, respectively: M′(δ1) = (δ1 − 1) exp(δ1) +
1 and M′′(δ1) = δ1 exp(δ1). Consequently,

L(δ1) > 0 for δ1 ∈]−∞,−1[∪]0,+∞[
L(δ1) < 0 for δ1 ∈]− 1, 0[
L(δ1) = 0 for δ1 ∈ {−1, 0}

• If δ1 = −1, then δ2 =
δ1 + 1

2δ1 − 1
= 0. This case is impossible since δ1 6= 0 and δ2 6= 0.

• If δ1 = 0, this case is not valid since δ1 6= 0 and δ2 6= 0.

The conclusion is that for the case S1: δ1 6= 0 and δ2 6= 0, there is no feasible solution
for System (48).

4.1.2. Case S2: δ1 6= 0 and δ2 = 0

In this case, µ11, µ12, µ21, and µ22, which are already expressed in (52), become:

µ11 =
1
δ1

, µ12 =
δ1 − 1

δ1
, µ21 = 1, µ22 = 0 (66)

Substituting (66) in (37), (42), and (46) yields the following system.
f1(δ1)Z = g1(δ1)
f2(δ1)Z = g2(δ1)
f3(δ1)Z = g3(δ1)

(67)

with

f1(δ1) =
(δ1 + 1)(2δ1 − 1)

δ2
1

f2(δ1) =
(δ1 + 1)

δ1

f3(δ1) =
(δ1 + 1)

(
5δ2

1 − 4δ1 + 2
)

δ3
1

g1(δ1) =

(
δ2

1 − 1
)

δ2
1

g2(δ1) =
(δ1 + 1)

δ1

g3(δ1) = 2

(
1 + δ3

1
)

δ3
1

.

The expressions of f1(δ1), f2(δ1), f3(δ1), g1(δ1), g2(δ1), and g3(δ1) suggest that three
cases have to be tested. Indeed, these three cases are generated by f1(δ1) = 0, f2(δ1) = 0,
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and f3(δ1) = 0. In other terms, these cases correspond to δ1 =
1
2

, δ1 = −1, and δ1 /∈{
1
2 ,−1

}
:

• If δ1 =
1
2

, then the equation f1(δ1)Z = g1(δ1) of System (67) yields 0× Z = −3, which
is impossible.

• If δ1 = −1, then equations f1(δ1)Z = g1(δ1), f2(δ1)Z = g2(δ1), and f3(δ1)Z = g3(δ1)
of System (67) yield 0× Z = 0 each. Therefore, for δ1 = −1, the solution is Z =
exp(−1), and δ1 = −1 is kept.

• If δ1 /∈
{

1
2 ,−1

}
, then f1(δ1)Z = g1(δ1) gives Z =

(δ1 − 1)
(2δ1 − 1)

. This solution Z is

substituted in f2(δ1)Z = g2(δ1). Therefore,
(δ1 + 1)

δ1

(δ1 − 1)
(2δ1 − 1)

=
(δ1 + 1)

δ1
, and conse-

quently,
(δ1 − 1)
(2δ1 − 1)

= 1. In other terms, δ1 − 1 = 2δ1 − 1, which yields δ1 = 0. This

contradicts the fact that δ1 6= 0.

The only kept case among the previous three ones is δ1 = −1. In this particular case
(δ1 = −1), System (48) admits a solution expressed as follows.

µ11 = −1, µ12 = 2, µ21 = 1, µ22 = 0, δ1 = −1, δ2 = 0. (68)

Consequently, for this case where δ1 = −1 and δ2 = 0, the system (28)–(33) has a
solution, which is expressed in the following formula.

W(t) = − exp(−t) + 2
w(t) = exp(−t)

(69)

4.1.3. Case S3: δ1 = 0 and δ2 6= 0

The same treatment is performed for this case as for the previous one (δ1 6= 0 and
δ2 = 0) because of the symmetry, and

µ11 = 2, µ12 = −1, µ21 = 0, µ22 = 1, δ1 = 0, δ2 = −1. (70)

For this particular case, the solution of System (28)–(33) is expressed as follows.

W(t) = 2− exp(−t)
w(t) = exp(−t)

(71)

4.1.4. Case δ2 = 0 and δ1 = 0

Remark 7 provides a reason for discarding this case.
As a conclusion, a solution of the integral Equation (11) is:

w(t) = exp(−t), t ∈ [0, 1]. (72)

After exploring the four previous cases, the obtained solution satisfies also:

w(0) = exp(−0) = 1, and w(t) > 0 for t ∈ [0, 1]. (73)

which means that Condition (20) is satisfied. Furthermore,

ẇ(0) = − exp(−0) = −1, and ẇ(t) = − exp(−t) < 0 for t ∈ [0, 1]. (74)

This means that Condition (21) is satisfied.

w(1) = exp(−1) <
3−
√

5
2

w(0), and ẇ(1) >
1
3

w(0). (75)
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This involves Conditions (22) and (23) being satisfied. Thus, the obtained density mass
function w(t) = exp(−t), t ∈ [0, 1] is a solution of (19)–(23). Moreover, exp(−1) is too close

to
1
3

, and
exp(−1)

1
3

= 1.10. This means that (18) is satisfied.

The whole procedure for solving the studied problem is summarized in
Algorithm 1 below.

Algorithm 1 Steps solving the problem for w(t).
1. The integral Equation (11) is derived.
2. The integral Equation (11) is transformed into the system of integro-differential
Equations (28)–(34).
3. The system (28)–(34) is transformed into the nonlinear systems (48).
4. The nonlinear systems (48) is solved.
5. The solution of (48) provides a solution for the integral Equation (11).

If some new conditions on the mass density function are included or existing ones are
modified, the presented methods still works as long as the obtained system (as the obtained
one in this study (48)) has a solution for the unknowns µ11, µ12, µ21, µ22, δ1, and δ2. If the
obtained system has no solution, then the following expressions (35):{

W(t) = µ11 exp(δ1t) + µ12 exp(δ2t)
w(t) = µ21 exp(δ1t) + µ22 exp(δ2t)

could be slightly modified as follows.{
W(t) = P11(t) exp(δ1t) + P12(t) exp(δ2t)
w(t) = P21(t) exp(δ1t) + P22(t) exp(δ2t)

(76)

where P11(t), P12(t), P21(t), and P22(t) are polynomial functions. Indeed, the latter ex-
pressions allow more flexibility. If the expression (76) does not work, then the numerical
resolution is recommended.

In order to verify experimentally the obtained results, a micro-gravity environment is
required. Several scientific experiments requiring a micro-gravity field were carried out
in the International Space Station (ISS). Therefore, a rod with the obtained mass density
function needs to be sent to the ISS, and the necessary experiments about the chaotic motion
have to be conducted.

4.2. Engineering Technical Feasibility of the Obtained Solution

The obtained mass density function is w(t) = exp(−t), t ∈ [0, 1]. This means that
while designing an artificial satellite and in order to take into account the risk of incidents
with space debris, the mass of the satellite should be well distributed. This could be
performed by following certain mass distribution functions. In the current study, the
solution is a mass density function suggesting that the mass is concentrated in the extremity
(0) and the mass density is rapidly decreasing as we approach the other extremity (1).

More generally, the material with such a mass distribution function is a kind of a non-
homogeneous material, which is indeed manufactured and used in different engineering
areas. This material is called Functionally Graded Material (FGM). FGMs are composed
of thin superimposed layers (10−9 m: nano material), where each layer is a mix of two
different homogenous materials, with different proportions. As an example, FGMs used as
a heat shelter are composed of ceramic and metal, as indicated in Figure 5.
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Figure 5. FGM representation.

Consequently, the physical proprieties (the shear modulus, the mass density function,
the heat conductivity, and the thermal expansion coefficient) in these materials (FGMs)
exponentially depend on the thickness (t). Therefore, a physical propriety m(t) for an FGM
material is given by:

m(t) = m0 exp(−αt) (77)

where m0 and α are positive parameters depending on the FGM [43,44].
Different engineering areas benefit from FGMs and their useful properties. For exam-

ple, the biomedical area uses FGMs to develop new materials intended to substitute bones
and teeth [32,33]. In addition, FGMs are commonly used in the aerospace industry, where
new materials are developed to cope with the harsh space environment. The electronic
engineering field also uses FGMs in order to provide more accurate components [45].

FGMs’ manufacturing techniques are advancing in a spectacular way, and more
efficient and accurate FGMs have been produced during the two last decades. In this
context, numerous new engineering techniques are proposed such as: laser deposition,
thermal spray, chemical vapor deposition/infiltration, and the surface reaction process [46].

5. Conclusions

In this paper, an artificial satellite was modeled as a thin rotating rod. This satellite
might be hit by space debris, and this could drive it into a chaotic motion. In order to avoid
this chaotic motion, some physical and mathematical conditions were set. These conditions
led to a complicated mathematical system, where the mass density function of the satellite
was the unknown to be determined. This system was analytically solved, and the obtained
analytical solution for the studied problem was a linear exponential.

This suggests that the mass distribution function of an artificial satellite should be well
distributed during the design period, in order to prevent chaotic motion, after being hit by
space debris.

Future research has to focus on the uniqueness of the solution of the studied non-
classical integral equation. Furthermore, the existence and the resolution of the studied
integral equation for other new forms Φ1(.), Φ2(.), and Φ3(.) have to be explored. In
addition, the 2D and 3D generalizations of the studied problem have to be considered.
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