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Abstract: The synchronous genetic regulatory networks model includes the drive system and re-
sponse system, and the drive-response system is symmetric. From a biological point of view, this
model illustrates the dynamic behaviors in gene-to-protein processes, in terms of transcription and
translation. This paper introduces a model of genetic regulatory networks with time delay. The
fixed-time synchronization control problem of the proposed model is studied based on fixed-time
stability theory and the Lyapunov method. Concretely, the authors first propose a way to switch from
the given model to matrix form. Then, two types of novel controllers are designed and the corre-
sponding sufficient conditions are investigated respectively to ensure the fixed-time synchronization
goal. Moreover, the settling times of fixed-time synchronization are estimated for the addressed dis-
continuous controllers, which are not dependent on the initial or delayed states of the model. Finally,
numerical simulations are presented and compared to illustrate the benefits of the theoretical results.

Keywords: Lyapunov method; time-delay; genetic regulatory networks; discontinuous switch control
strategy; fixed-time synchronization; settling time

1. Introduction

The mechanisms with which genes encode proteins and some of which in turn regulate
gene expression are known as genetic regulatory networks (GRNs) [1,2]. Much attention
was paid to applying GRNs in gene prediction, early diagnosis, biomedicine and etc., such
as [3–6]. Recently, the study of dynamic behaviors of genetic regulatory networks has
rapidly emerged as a hot research field; see [7–11].

To better understand the mechanisms of GRNs, various models were established via
biological and mathematical methods under different considerations. For example, the
advantages and disadvantages of three types of GRNs, which involved Boolean network
model, linear and nonlinear model, and Bayesian network model were discussed in [12].
The time delay is one of the key factors affecting the dynamics of gene expression. Indeed,
an important experiment on mice showed that there exists a time lag of about 15 min in the
peaks between the mRNA molecules and the proteins of the gene hes1, see [13]. Since the
biological system, especially GRNs, is a slow process of transcription and translation, time-
delay cannot be avoided to accurately model practical situations. In addition, the features
of time delay in such GRNs will bring instability and oscillation to the system [14,15].
In view of these facts, it is vital to consider the dynamic properties of GRNs with time
delay. In particular, Chen [9] presented a model for GRNs, which was described by
delayed differential equations. By means of the Lyapunov–Krasovskii functional approach,
Liang et al. [16] studied the state estimation problem of delayed Markov-type genetic
regulatory networks. Subsequently, the state estimation problem of delayed GRNs was
also considered in [10]. The readers are referred to [9,17,18] for more related works on
delayed GRNs.
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Synchronization means that the dynamic behaviors of coupled systems tend to an
identical state, which is an important topic in control theory [19,20] and a pivotal charac-
teristic of dynamical systems [21]. This property has plentiful applications in the fields
of signal processing, confidential communication, and engineering [22–24]. Since infinite
time synchronization is undesirable in lots of application fields, we often require that the
systems can achieve synchronization within a finite time (called settling time). A large
number of studies have been carried out to explore these types of questions. For instance,
Jiang et al. [25] studied the finite-time synchronization problem of GRN model by using
linear matrix inequality. However, the controller designed therein is continuous without
considering the influence of time delay. Afterwards, Cai et al. [26] analyzed the finite-time
synchronization problem of a class of time delayed neural networks, based on the master–
slave concept. An adaptive finite-time control law was also introduced to investigate the
finite time stabilization for a class of nonlinear systems with parametric uncertainties [27].
However, a key problem of finite-time strategy is that the time of synchronization depends
heavily on the initial conditions of the studied systems as [10,15,28,29] described. To solve
this problem, Polyakov [21] introduced the concept of fixed-time stability, and deduced
several conditions to ensure the realization of the fixed-time stability for nonlinear systems.
In order to reduce the information communication burden, Syed et al. [17] focused on
the stability problem for a class of decentralized event-triggered exponential stability for
uncertain delayed GRNs with Markov jump parameters and distributed delays. Moreover,
a new fixed-time criterion for the control of memristive neural networks were achieved
in the light of comparison lemma and inequality techniques [30]. Inspired by the work of
Polyakov [21], differential inclusion and the Lyapunov method [31,32] are used to study
the fixed-time synchronization problem for different types of neural networks [33–35].
All these addressed works enhance the theoretical basis for fixed-time synchronization
of GRNs.

This paper aims to investigate the fixed-time synchronization problem of GRNs with
time delay based on the aforementioned analysis. The main contributions of this paper
can be summarized as follows: (1) Time delay is widely existed in GRNs, which will
significantly influence the stability of systems. Thus, the investigation can be regarded
as an extensive study on [9,25,27–29], wherein the time delays were not considered in
the systems; (2) This paper provides a way to deal with the model of delayed GRNs
by establishing its matrix form. This treatment simplifies the original model form the
theoretical point of view; (3) With the help of fixed-time stability theorems in [21,35],
sufficient conditions are presented and two types of discontinuous switching controllers
are designed to realize the fixed-time synchronization of GRNs; (4) Compared with the
existing finite-time estimations in [11,25–29], the results in this paper present more flexible
and diversified fixed-time estimations, which are independent of initial states of the GRNs.
As the numerical simulations of this paper shown, the corresponding controllers are
convinced to gain more extensive applications.

The rest of this paper is organized as follows: in Section 2, some notations are intro-
duced, and the model of delayed GRNs along with its matrix form is presented. In Section 3,
several requisite lemmas are introduced and theoretical analysis are given for ensuring the
synchronizations of GRNs with time delay under two types of controllers. In Section 4,
an illustrative example and its simulations will be provided to reveal the effectiveness of
the theoretical results.

2. Model Establishment

Taking into account that the gene expression process is susceptible to delay factors,
we first establish a model of GRNs with delay, which can be described as follows:

dm(t)
dt

= −Am(t) + B f (p(t− τ)) + J,

dp(t)
dt

= −Cp(t) + Dm(t).
(1)
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where (1) m(t) = (m1(t), m2(t), · · ·mn(t))T and p(t) = (p1(t), p2(t), · · · , pn(t))T represent
the concentrations of mRNA and protein at time t, respectively; (2) A = diag(a1, a2, · · · , an)
and C = diag(c1, c2, · · · , cn) represent the degradation rates of mRNA and protein, respec-
tively. (3) D = diag(d1, d2, · · · , dn) is the translation rate. The neuron connection matrices
A, C, D in the genetic networks (1) are symmetric.

The nonlinear function f (p(t− τ)) = [ f1(p1(t− τ)), f2(p2(t− τ)), · · · , fn(pn(t− τ))]T ,

where f j(pj(t− τ)) =
pj(t−τ)/β j

1+(pj(t−τ)/β j)
Hj

. Denote by Hj the Hill coefficient and β j a positive

scalar. The matrix B = (bij)n×n represents the coupling matrix of the genetic network,
which is defined as follows:

bij =


aij if transcription factor j is an activator of gene i
0 if there is no connection between j and i
−aij if transcription factor j is a repressor of i.

Here, aij is a positive scalar that denotes the transcriptional rate of transcription fac-
tor j to gene i. Suppose J = [J1, J2, · · · , Jn]T is defined as the basic transcription rate by
Ji = ∑j∈Vi

aij, where Vi is the repressor subset of gene i. Since fi (i = 1, 2, · · · , n) is a

monotonically increasing differentiable function of hill form satisfying 0 ≤ d fi(s)
dt ≤ $ fi

, it is
equivalent to claim

0 ≤ fi(s1)− fi(s2)

s1 − s2
≤ $ fi

, ∀ s1, s2 ∈ R. (2)

To simplify the model, let x(t) = [mT(t), pT(t)]T . Thus, model (1) can be written in the
form of

dx(t)
dt

= Âx(t) + B̂ f̂ (x(t− τ)) + ÊJ, (3)

where

Â =

[
−A 0
D −C

]
, B̂ =

[
B
0

]
, Ê =

[
E
0

]
and f̂ (x(t− τ)) = f (p(t− τ)).

According to (2), we know that the nonlinear function f̂ (x(t− τ)) satisfies

f̂ (x(t− τ))( f̂ (x(t− τ))− ρ̃ f x(t− τ)) ≤ 0, (4)

where ρ̃ f = [0, ρ f ], ρ f = diag($ f1 , $ f2 , · · · , $ fn).
The model (1) or (3) is used as the master system. Simultaneously, the response system

is given by:
dy(t)

dt
= Ây(t) + B̂ f̂ (y(t− τ)) + ÊJ + µ(t), (5)

where y(t) = [m̂T(t), p̂T(t)]T and µ(t) is the controller. Clearly, the response system (5)
is symmetric.

At the same time, we define δ(t) = y(t) − x(t) as the error state. Then, the syn-
chronization error system can be obtained by subtracting Equation (5) from Equation (3),
as follows:

dδ(t)
dt

= Âδ(t) + B̂F̂(t− τ) + µ(t), (6)

where F(t− τ) = f̂ (y(t− τ))− f̂ (x(t− τ)). To ensure that the GRN model can achieve
fixed time synchronization, we design two types of different controllers as follows:

(1) The discontinuous switch control strategy

µ(t) = −h1δ(t)− h2sign(δ(t))(|δ(t)|α1 + |δ(t)|α2), (7)
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where 0 ≤ α1 < 1, α2 > 1; |δ(t)|αi = (|δ1(t)|αi , |δ2(t)|αi , · · · , |δ2n(t)|αi )T ; h1, h2 are
constants to be determined and sign(δ(t)) = diag(sign(δ1(t)), sign(δ2(t)), · · · , sign
(δ2n(t))).

(2) The discontinuous switch control strategy

µ(t) = −w1δ(t)− sign(δ(t))(w2Π + w3|δ(t)|η), (8)

where η > 1, Π = (1, 1, . . . , 1)T , |δ(t)|η = (|δ1(t)|η , |δ2(t)|η , · · · , |δ2n(t)|η)T and w1,
w2, w3 are constants to be determined.

Let us note that the above controller µ(t) is the key point for ensuring the fixed-time
synchronization of (6) and we can call it the fixed-time controller (FTC). Substituting the
FTCs (7) and (8) into (6), we obtain respectively

dδ(t)
dt

= Âδ(t) + B̂F̂(t− τ)− h1δ(t)− h2sign(δ(t))(|δ(t)|α1 + |δ(t)|α2), (9)

and
dδ(t)

dt
= −w1δ(t)− sign(δ(t))(w2Π + w3|δ(t)|η). (10)

Obviously, the sign(δ(t))(|δ(t)|α) with α = α1, α2 or η is a continuous function with respect
to t, which leads to the continuity of synchronization error systems (9) and (10) with respect
to the error state δ, see [11,27] and the references therein. If α = 0, then µ becomes a
discontinuous function with respect to t, which has been investigated in Refs. [11,28]. When
α ≥ 1, (9) becomes the typical synchronization issues which only can realize an asymptotic
synchronization in infinite time [7,8]. In contrast to continuous strategy, discontinuous
control strategy allows us to realize the stability of synchronization in finite time.

3. Fixed-Time Synchronization Analysis

In this section, we study the fixed-time synchronization of genetic regulatory network
model (6) under the two types of designed novel controllers. The results show that the
synchronization error systems (9) and (10) is fixed-time stable, and the settling time will be
estimated in detail. Let us recall some useful concepts and lemmas which will be used later.

Definition 1 (See [34]). If the states of systems (5) converge to states of systems (3) in the fixed-
time, then we say that systems (3) are synchronized with (5) in the fixed-time, i.e., there exist Tmax
and T(δ0(θ)) such that

lim
t→T(δ0(θ))

‖ δ(t) ‖= 0,

δ(t) = 0, t ≥ T(δ0(θ)),

T(δ0(θ)) ≤ Tmax, δ0(θ) ∈ C2n[−τ, 0].

Lemma 1 (See [36]). Assume that b1, b2, · · · , bn are positive numbers and 0 < r < p. Then,

(
n

∑
i=1

bp
i )

1
p ≤ (

n

∑
i=1

br
i )

1
r .

Lemma 2 (See [21]). Let xi ≥ 0, i ∈ N, 0 < p < 1, q > 1. Then, the following inequalities hold:

n

∑
i=1

xp
i ≥ (

n

∑
i=1

xi)
p,

n

∑
i=1

xq
i ≥ n1−q(

n

∑
i=1

xi)
q.
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Lemma 3 (See [21]). Assume V(δ) : Rn → R is a continuous, positive definite and radially
unbounded function. If the inequality:

dV(δ(t))
dt

≤ −aVβ1(δ(t))− bVβ2(δ(t))

holds for systems (3) where a, b > 0, 0 ≤ β1 < 1 and β2 > 1, then the system (6) is fixed-time
stable. Moreover, the settling time T(δ0) can be estimated by

T(δ0) ≤ T1
max

∆
=

1
a(1− β1)

+
1

b(β2 − 1)
,

Lemma 4 (See [35]). Suppose that there exists a regular, positive definite and radially unbounded
function V(δ) : Rn → R. For system (6), if any solution x(t) of (6) satisfies the inequality

dV(δ(t))
dt

≤ −(aVδ(δ(t)) + bVθ(δ(t)))k, δ(t) ∈ Rn \ {0},

where a, b, δ, k > 0, θ ≥ 0 with δ· k > 1, θ· k < 1, then the original system (6) is fixed-time stable,
and the settling time T(δ0) can be estimated by

T(δ0) ≤ T2
max

∆
=

1
bk (

b
a
)

1−θk
δ−θ (

1
1− θk

+
1

δk− 1
).

Based on the previous conclusions, the fixed-time synchronization for model (6) is
subsequently explored under two types of addressed controllers (7) and (8) .

Theorem 1. The error system (6) will realize fixed-time synchronization under the controller (7),
if there exist a constant ε and a positive-definite matrix Θ = (eij)2n×2n ∈ R2n×2n such that

ΘÂ + ÂTΘ− 2h1Θ + ε−1ΘB̂B̂TΘ + ερ̃T
f ρ̃ f < 0,

where ε, h1, h2 are positive constants and 0 < α1 < 1, α2 > 1. In addition, the settling time can be
estimated by

T(δ0) ≤
1

h2λmin(Θ)[λmax(Θ)]−
α1+1

2 (1− α1)

+
1

(2n)−α2 h2λmin(Θ)[λmax(Θ)]−
α2+1

2 (α2 − 1)
,

(11)

where λmin(Θ), λmax(Θ) represent the minimal and maximal eigenvalues of the matrix Θ, respectively.

Proof. Applying the controller (7) to the system (6), we deduce

dδ(t)
dt

=Âδ(t) + B̂F(t− τ)− h1δ1(t)

− h2sign(δ(t))(|δ(t)|α1 + |δ(t)|α2).
(12)
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Define V(t) = V(δ(t)) = δT(t)Θδ(t). We now turn to calculate the derivative of V(δ(t))
and conclude that

dV(t)
dt

= 2δT(t)Θδ′(t)

= 2δT(t)Θ[Âδ(t) + B̂F(t− τ)− h1δ1(t)

− h2sign(δ(t))(|δ(t)|α1 + |δ(t)|α2)]

= 2δT(t)ΘÂδ(t) + 2δT(t)ΘB̂F(t− τ)

− 2δT(t)Θh1δ1(t)

− 2δT(t)Θh2sign(δ(t))(|δ(t)|α1 + |δ(t)|α2)

≤ 2δT(t)Θ(Â− h1E)δ(t) + 2δT(t)ΘB̂F(t− τ)

− 2h2λmin(Θ)(
2n

∑
i=1
|δ(t)|α1+1 +

2n

∑
i=1
|δ(t)|α2+1).

(13)

For each ε > 0, it follows from Equation (4) and the inequality xTy + yTx ≤ εxTx + ε−1yTy that

2δT(t)ΘB̂F(t− τ) ≤ ε−1δT(t)ΘB̂B̂TΘδ(t)

+ εFT(t− τ)F(t− τ)

≤ ε−1δT(t)ΘB̂B̂TΘδ(t)

+ εδT(t)ρ̃T
f ρ̃ f δ(t).

(14)

In view of Lemma 1, we obtain 0 ≤ α1 < 1 and

(
2n

∑
i=1
|δ(t)|α1+1)

1
α1+1 ≥ (

2n

∑
i=1
|δ(t)|2)

1
2 . (15)

Thus,
2n

∑
i=1
|δ(t)|α1+1 ≥ (

2n

∑
i=1
|δ(t)|2)

α1+1
2

= [δT(t)δ(t)]
α1+1

2

≥ [λmax(Θ)]−
α1+1

2 V
α1+1

2 (t),

(16)

Applying Lemma 1 and 2, α2 > 1, we have

2n

∑
i=1
|δ(t)| ≥ (

2n

∑
i=1
|δ(t)|2)

1
2

= (δT(t)δ(t))
1
2

≥ [λmax(Θ)]−
1
2 V

1
2 (t),

(17)

(
2n

∑
i=1
|δ(t)|)α2+1 ≥ (

2n

∑
i=1
|δ(t)|2)

α2+1
2

= [δT(t)δ(t)]
α2+1

2

≥ [λmax(Θ)]−
α2+1

2 V
α2+1

2 (t),

(18)
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2n

∑
i=1
|δ(t)|α2+1 ≥ (2n)−α2(

2n

∑
i=1
|δ(t)|)α2+1

≥ (2n)−α2(
2n

∑
i=1
|δ(t)|2)

α2+1
2

= (2n)−α2 [δT(t)δ(t)]
α2+1

2

≥ (2n)−α2 [λmax(Θ)]−
α2+1

2 V
α2+1

2 (t).

(19)

Combining (13)–(19), we obtain

dV(t)
dt

≤ δT(t)[ΘÂ + ÂTΘ− 2h1Θ

+ ε−1ΘB̂B̂TΘ + ερ̃T
f ρ̃ f ]δ(t)

− 2h2λmin(Θ)(
2n

∑
i=1
|δ(t)|α1+1 +

2n

∑
i=1
|δ(t)|α2+1)

≤ −2h2λmin(Θ)[λmax(Θ)]−
α1+1

2 V
α1+1

2 (t)

− 2h2λmin(Θ)[λmax(Θ)]−
α2+1

2 (2n)−α2 V
α2+1

2 (t)

= −2h2λmin(Θ)[λmax(Θ)]−
α1+1

2 V
α1+1

2 (t)

− 2−α2+1n−α2 h2λmin(Θ)[λmax(Θ)]−
α2+1

2 V
α2+1

2 (t).

(20)

We conclude from Lemma 3 that

a = 2h2λmin(Θ)[λmax(Θ)]−
α1+1

2 ,

b = 2−α2+1n−α2 h2λmin(Θ)[λmax(Θ)]−
α2+1

2 ,

β1 =
α1 + 1

2
, β2 =

α2 + 1
2

.

Then,
T(δ0) ≤ T1

max

∆
=

1
a(1− β1)

+
1

b(β2 − 1)

=
1

h2λmin(Θ)[λmax(Θ)]−
α1+1

2 (1− α1)

+
1

(2n)−α2 h2λmin(Θ)[λmax(Θ)]−
α2+1

2 (α2 − 1)
,

(21)

which completes the proof.

Similar analysis on the fixed-time synchronization for model (6) under the controller (8)
can also be carried out.

Theorem 2. The error model (6) can realize fixed-time synchronization under the controller (8),
if there exist a constant ε and a positive-definite matrix Θ = (eij)2n×2n ∈ R2n×2n such that

ΘÂ + ÂTΘ− 2w1Θ + ε−1ΘB̂B̂TΘ + ερ̃T
f ρ̃ f < 0,

where ε, w1, w2, w3, η are positive constants and η > 1. Moreover, the settling time can be
estimated by

T(δ0) ≤
λmax(Θ)

λmin(Θ)
· 1

(2n)−1 · (1− 1
η )w

1− 1
η

2 w
1
η

3

, (22)
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where λmin(Θ), λmax(Θ) are the minimal and maximal eigenvalues of the matrix Θ, respectively.

Proof. Substituting the controller (8) into the system (6), we obtain

dδ(t)
dt

=Âδ(t) + B̂F(t− τ)− w1δ1(t)

− sign(δ(t))(w2Π + w3|δ(t)|η).
(23)

Define V(t) = V(δ(t)) = δT(t)Θδ(t). We proceed to calculate the derivative of V(δ(t)) by
the system (23) and deduce that

dV(t)
dt

= 2δT(t)Θδ′(t)

= 2δT(t)Θ[Âδ(t) + B̂F(t− τ)− w1δ(t)

− sign(δ(t))(w2Π + w3|δ(t)|η)]
= 2δT(t)ΘÂδ(t) + 2δT(t)ΘB̂F(t− τ)

− 2δT(t)Θw1δ(t)− 2δT(t)Θsign(δ(t))w2Π

− 2δT(t)Θsign(δ(t))w3|δ(t)|η

≤ 2δT(t)Θ(Â− w1E)δ(t)

+ 2δT(t)ΘB̂F(t− τ)

− 2w2λmin(Θ)
2n

∑
i=1
|δ(t)|

− 2w3λmin(Θ)
2n

∑
i=1
|δ(t)|η+1.

(24)

Combining (14), we obtain

2δT(t)ΘB̂F(t− τ) ≤ε−1δT(t)ΘB̂B̂TΘδ(t)

+ εδT(t)ρ̃T
f ρ̃ f δ(t).

(25)

By using Lemmas 1 and 2, we obtain

2n

∑
i=1
|δ(t)| ≥ (

2n

∑
i=1
|δ(t)|2)

1
2

= (δT(t)δ(t))
1
2

≥ [λmax(Θ)]−
1
2 V

1
2 (t).

(26)

Then, we obtain

(
2n

∑
i=1
|δ(t)|)η+1 ≥ (

2n

∑
i=1
|δ(t)|2)

η+1
2 = [δT(t)δ(t)]

η+1
2

≥ [λmax(Θ)]−
η+1

2 V
η+1

2 (t),

(27)
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and

2n

∑
i=1
|δ(t)|η+1 ≥ (2n)−η(

2n

∑
i=1
|δ(t)|)η+1

≥ (2n)−η(
2n

∑
i=1
|δ(t)|2)

η+1
2

= (2n)−η [δT(t)δ(t)]
η+1

2

≥ (2n)−η [λmax(Θ)]−
η+1

2 V
η+1

2 (t).

(28)

Combining the results of (24)–(28), the following inequality can be deduced:

dV(t)
dt

≤ δT(t)[ΘÂ + ÂTΘ− 2w1Θ + ε−1ΘB̂B̂TΘ

+ ερ̃T
f ρ̃ f ]δ(t)− 2w2λmin(Θ)[λmax(Θ)]−

1
2 V

1
2 (t)

− 2w3λmin(Θ)[λmax(Θ)]−
η+1

2 (2n)−ηV
η+1

2 (t)

≤ −2w2λmin(Θ)[λmax(Θ)]−
1
2 V

1
2 (t)

− 2w3λmin(Θ)[λmax(Θ)]−
η+1

2 (2n)−ηV
η+1

2 (t)

= −2w2λmin(Θ)[λmax(Θ)]−
1
2 V

1
2 (t)

− 2−η+1n−ηw3λmin(Θ)[λmax(Θ)]−
η+1

2 V
η+1

2 (t).

(29)

Now, Lemma 4 leads to

a = 2−η+1n−ηw3λmin(Θ)[λmax(Θ)]−
η+1

2 ,

b = 2w2λmin(Θ)[λmax(Θ)]−
1
2 ,

η > 1, δk =
η + 1

2
> 1, θk =

1
2
< 1, k = 1.

Therefore, we have

T(δ0) ≤ T2
max

∆
=

1
bk (

b
a
)

1−θk
δ−θ (

1
1− θk

+
1

δk− 1
)

=
1

2w2λmin(Θ)[λmax(Θ)]−
1
2

× (
2w2λmin(Θ)[λmax(Θ)]−

1
2

2−η+1n−ηw3λmin(Θ)[λmax(Θ)]−
η+1

2

)

1
2

η+1
2 − 1

2

× (
1

1− 1
2
+

1
η+1

2 − 1
)

=
λmax(Θ)

λmin(Θ)
· 1

(2n)−1 · (1− 1
η )w

1− 1
η

2 w
1
η

3

,

(30)

which completes the proof.

Remark 1. From the theoretical point of view, both controller (7) and (8) can be regarded as consisting
of the first parts as a continuous term together with symbolic function as the second part. Each
terms of the controllers have different influences on the dynamic behaviors for the model of GRNs.
If there is only the first term of each controller to be considered, then the discontinuous controllers
designed in (7) and (8) will degenerate into a continuous controllers. However, the system will become
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asymptotic synchronization or exponential synchronization in this case (see [7,8,37]). In order to
achieve stability in fixed time, discontinuous controllers (7) and (8) are designed for the model of
delayed GRNs. Furthermore, the corresponding controllers can reduce the transition time, and also
meet the requirements of fixed time stability theorems of Lemmas 3 and 4.

4. Numerical Simulation

In order to verify the feasibility and efficiency of the proposed model and conclusions,
we carry out a numerical simulation in this section.

Example 1. The three-dimensional genetic regulatory networks with time-delay is described as
dm(t)

dt
= −Am(t) + B f (p(t− τ)) + J

dp(t)
dt

= −Cp(t) + Dm(t),

where m(t) = (m1(t), m2(t), m3(t))T , p(t) = (p1(t), p2(t), p3(t))T and

A =

 3.2 0 0
0 2.3 0
0 0 3.5

,

B =

 0 1.2 −1.2
−0.8 0 0.8

0 −0.2 0

,

C =

 1.3 0 0
0 0.5 0
0 0 2.2

, J = [1.2, 3, 2.2]T .

Suppose D = diag(0.6, 1.2, 2.5), and the Hill coefficient Hj = 2. Then, we obtain that

fi(pi) =
(pi)

2

(1 + (pi)2)
.

Obviously, the neuron connection matrices A, C and D in the genetic networks are symmetric.
To guarantee fixed-time synchronization of the model (6). Each group of parameters is chosen,
respectively, as follows:

(1) The first controller:

µ(t) = −h1δ(t)− h2sign(δ(t))(|δ(t)|α1 + |δ(t)|α2),

where
α1 =

1
2

, α2 =
3
2

,

h1 = 10, h2 = 2.

(2) The second controller:

µ(t) = −w1δ(t)− sign(δ(t))(w2Π + w3|δ(t)|η).

where
w1 = 10, w2 = 2,

w3 = 2, η1 =
3
2

.

Then, we take Θ = E, and ε = 1 > 0. The initial values are chosen as m(θ) = [−1,−2,−3]T ,
p(θ) = [2.5, 4, 5]T , m̂(θ) = [2.6, 4, 6]T , p̂(θ) = [−3,−0.5,−2.8]T , θ ∈ [−1, 0], τ = 1. It is
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clear that the conditions of Theorems 1 and 2 can be satisfied. The subsequent figures simulate the
synchronous features of model (6).

Remark 2. As shown in Figure 1, the error model (6) can realize fixed-time synchronization under
controller (7), and the settling time T1

max ≈ 0.3574.
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Figure 1. Model (6) with the controller (7).

Remark 3. Figure 2 shows the errors model (6) can realize fixed-time synchronization under
controller (8), and the settling time can be estimated by T2

max ≈ 0.2657.
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Figure 2. Model (6) with the controller (8).

Remark 4. Comparing Figure 1 with Figure 2, the settling time 0.2657 is less than 0.3574, which
allows us to deduce that controller (8) has better control effect than controller (7) for the given model.
No matter how the parameters change, model (6) will be stable within the fixed time. This fact
indicates that the fixed-time synchronization control considered in this paper is different from the
finite-time synchronization control such as [10,15,26,28,29] .

5. Conclusions

In this work, we focus on the GRNs by taking into account the influence of time delay
on the model. Two types of different switching controllers are designed. Based on the
master–slave concept in [26], we use the specific type of switching controller to ensure the
fixed-time synchronization of GRNs and the relevant sufficient conditions are presented.
By the numerical simulations, settling times of synchronization for GRNs can be realized
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within a fixed-time as 0.2657 and 0.3574, respectively, which confirm the effectiveness of
theoretical results. However, the fixed time stability theorem in this paper can only be
used to deal with delayed differential equation models. The results are invalid to think
over stochastic differential GRNs models with Markov jump parameters [16,17,37,38] or
similar models possessing impulsive effects [29]. We hope to overcome this shortcoming in
future research.
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