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Abstract: The nonlocal Hirota–Maccari equation is considered when a parametric excitation is acting
over the frequency of a generic mode. Using the well-known asymptotic perturbation (AP) method,
two coupled equations for the amplitude and phase can be obtained. We discovered the existence of
an infinite-period bifurcation when the parametric force increases its value. Moreover, symmetry
considerations suggest performing a global analysis of the two couples, in such a way that we find an
energy-like function and corroborate and verify the existence of this infinite period bifurcation.
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1. Introduction

Resonances are recurrent topics in many physics problems. Usually, this means
surprisingly large feedback when a little external perturbation is acting over the system.
The undamped harmonic oscillator driven by an external force is a celebrated example,
which is textbook material. If we study this simple linear oscillator, then one easily proves
the existence of unbounded linearly increasing terms in the solution [1].

Nonlinear systems can also exhibit resonant behavior. We can consider many Hamil-
tonian chaotic systems in such a way that torus resonances are the reason for the origin
of chaos, to cite only a few examples [2]. A similar picture can be observed when partial
differential equations are investigated. Here, some results are known in simple linear cases,
but in general, the study of resonances in complex nonlinear systems and the connected
partial differential equations is always a difficult question [3–8].

We can think that a resonant perturbation can only excite a small number of modes in
a nonlinear partial differential equation (NPDE). Usually, the nonlinearities mix different
modes and the growth of one of them is forbidden by energy transfer to the others, specifi-
cally in conservative systems where the conservation laws are important constraints for
the number and amplitude of active modes. Therefore, if the energy is transferred to the
non-resonant modes and in cases when their growth is forbidden by nonlinear constraints,
the role of the perturbation should be limited, and unbounded growth of the relevant
quantities should be inhibited. Obviously, this is the common mechanism in many systems.
However, other interesting behaviors can occur, and unexpected phenomena are possible
even in a supposedly simple physically relevant model.

It can be demonstrated in this paper that an infinite period bifurcation can occur
in the nonlocal Hirota–Maccari equation with two spatial dimensions and one temporal
variable [9], if we consider a parametric resonance, when the external excitation frequency
is nearly double that of a generic mode frequency.

Let us consider the following Hirota–Maccari equation

iψt + ψxy + iψxxx + ψφ− i|ψ|2ψx = 0 (1)

3φx +
(
|ψ|2

)
y
= 0 (2)

where ψ = ψ(x, y, t) is a suitable complex function and φ = φ(x, y, t) is a real function. The
nonlocality is given by the real function φ = φ(x, y, t); its values depend on the complex
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function ψ = ψ(x, y, t) values all over the plane (x,y). The Hirota–Maccari equation
substitutes the Kadomtsev–Petviashvili equation when we consider phenomena where
the spatial scale in the x-direction is different from the spatial scale in the y-direction, and,
in this case, the real part of the function ψ is the wave amplitude and the real function φ
describes the nonlocal effects [10,11].

For x = y, we obtain the well-known one-dimensional Hirota equation [12] that de-
scribes the spread of the femto-second soliton pulse in the single-mode fibers.

Now, we introduce a parametric excitation that can induce a parametric resonance
into Equation (1) and arrive to the following model system

iψt + ψxy + iψxxx + ψφ− i|ψ|2ψx = f ψ̃exp(iK1x + iK2y− iΩt) (3)

3φx + (|ψ|2)y = 0 (4)

where f is the parametric resonance amplitude, and the circular frequency of a given mode is

ω = K1K2 − K4
1 (5)

The external force is in parametric resonance (Ω ∼ 2ω) with the frequency of a
generic mode.

In Section 2, using the asymptotic perturbation (AP) method [13], we build an approx-
imate solution to Equations (3) and (4) and obtain two coupled equations for the solution
amplitude and phase modulations.

In Section 3, we demonstrate the existence of an infinite-period bifurcation. If we
increase the parametric strength from very small values, the solution oscillates with its
almost natural frequency. However, when the excitation reaches a critical value, the solution
frequency decreases further and further. We arrive to an infinite period or zero-frequency
bifurcation.

As a consequence, if we carefully choose the initial conditions, then the approximate
solution of Equations (3) and (4) becomes immobile, frozen and insensitive to the parametric
excitation.

Finally, for higher values of the amplitude response, the frequency increases and we
observe a modulated motion.

In Section 4, using symmetry considerations, a global analysis of the model system we
obtained in Section 2 can be performed, utilizing an energy-like function, and the existence
of an infinite period bifurcation can be validated.

In Section 5, the paper’s main findings are reviewed, and possible developments and
directions for future work are discussed.

2. The Approximate Solution

The nonlocal Hirota–Maccari Equations (3) and (4) in resonance with a parametric
excitation are investigated in this section; the forcing term f is scaled as ε2 f , where ε is our
small parameter, and we introduce the slow time

τ = ε2t (6)

in order to consider larger time scales and find the amplitude modulation response.
Using the AP method [13], the approximate solution ψ(x, y, t) of Equations (3) and (4)

can be written in the following form

ψ(x, y, t) = εΨ(τ)exp(iα) (7)

α = Kxx + Kyy− Ω

2
t (8)
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and τ in Equation (7) is given by (6), where the boundary conditions are

ψ(0, y, t) = ψ(L, y, t) 0 6 y 6 L Kx =
2n1π

L
, n1 integer (9)

ψ(x, 0, t) = ψ(x, L, t) 0 6 x 6 L Ky =
2n2π

L
, n2 integer (10)

The proximity of the excitation frequency Ω to the system frequency ω can be charac-
terized through a detuning parameter σ,

ωn =
Ω

2
+ ε2σ, (11)

where

n = (n1, n2), ωn = 4
(

n1n2π2

L2

)
− 16(n1π)4

L4 . (12)

Note that only a single leading mode is accounted for by the approximate solution.
We assume that the system is excited near the natural frequency of a specific linear mode,
and that mode is not involved in an in other resonances with any other mode. Following
the AP method, the modes that are not directly excited by an external source or indirectly
through an internal resonance will decay with time, if friction terms are present. Note that
the variable change (6) implies that

d
dt

(
Ψexp

(
−i

Ω

2
t
))

=

(
−i

Ω

2
Ψ + ε2 dΨ

dτ

)
exp
(
−i

Ω

2
t
)

. (13)

We use the temporal rescaling (6) in order to find the asymptotic behavior of the
solution, when the nonlinear amplitude can be modified by the nonlinear effects.

The elimination of the predominant linear part of Equations (3) and (4) is obtained by
the assumed solution (7), and it allows us to calculate the amplitude modulation given by
the parametric excitation.

After using solution (7) for the complete Equations (3) and (4), we obtain the linear
equation (

ωn − K1K2 + K4
1

)
Ψ = 0,

(
order O

(
ε0
))

. (14)

If we consider Equations (3) and (4) at the order, then we find that the function satisfies
the nonlinear differential equation

iΨτ − σΨ− K1|Ψ|2Ψ = f Ψ̃−ΨΦ (15a)

Φx = 0 (15b)

The complex-valued function is characterized by its amplitude and phase

Ψ = ρexp(iθ), (16)

and we obtain at the model equations

dρ

dτ
+ f ρsin(2θ) = 0, (17)

dθ

dτ
+ K1ρ2 − f cos(2θ) + σ−Φ = 0, (18)

where Φ is a function of y and t, but for simplicity, we consider it as a constant. This model
system (17, 18) describes the amplitude and phase evolution according to our starting
assumptions. We observe that the validity of the approximate solution (7) should be
expected to be kept under control on time-scale t = O

(
1
ε2

)
and on bounded intervals of the
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τ-variable. On the contrary, the approximate solution (7) loses its validity if we want to find
solutions on larger intervals such that τ = O

(
1
ε

)
. In the next section, we will demonstrate

the possibility of an infinite-period bifurcation for the nonlocal Hirota–Maccari equation.

3. A Reverse Infinite-Period Bifurcation

The fixed points of the model system (17, 18) are connected to periodic solutions of
the starting system (3, 4), and we must consider the conditions dρ/dt = dθ/dt = 0. Note
that the solution exists in the following cases

P1 : θE = 0 ρE =

√
( f − σ + Φ)

K1
f > σ−Φ, (19)

P2 : θE =
π

2
ρE =

√
(− f − σ + Φ)

K1
Φ− σ ≥ f , (20)

We can easily determine their possible stability, and through the Jacobian matrix, we
obtain the equation

λ2 ∓ 4 f K1ρ2
E = 0 (21a)

λ2 = ±4K1 f ρ2
E (21b)

where, in the last equation, the minus sign is for the solution P1 (elliptic point) and the plus
sign is for the solution P2 (saddle point).

From Equations (21a) and (21b), we can find the small oscillation frequency around
the elliptic point

Ω̃ = 2ρE

√
( f K1) (22)

Using Equations (17) and (18), we arrive at the frequency-response equation

σ = f + Φ− K1ρ2
E, (23)

where now the equilibrium point amplitude is given by (19, 20) (Figure 1).
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Figure 1. Frequency (y = σ)-response (x = ρ) curve where K1 = 0.9, f = 0.02, ϕ = 0.03. The upper
branch is the elliptic point, the lower branch corresponds to the saddle point.
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Subsequently, we show the response-parametric excitation curve (Figure 2). For the
elliptic point, the response increases with the parametric excitation.
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We show that an infinite-period bifurcation occurs near the elliptic point, but it is more
convenient if we consider increasing parametric excitation values.

We observe the following situation (σ > 0, the excitation frequency Ω is slightly
smaller than the double ofω, near the equilibrium point P1):

(i) When f = 0, there is no parametric excitation and the wave amplitude is constant;
(ii) When the excitation is weak, there are no equilibrium points because of (3.1) and

the wave amplitude begins to oscillate with an amplitude increasing with the excitation
amplitude f and the frequency ω̃

ω̃ = ω− K1ρ2 + Φ− σ; (24)

(iii) If the external excitation increases and reaches the critical value

fC = σ−Φ, (25)

the oscillation frequency decreases and the wave seems to collapse, but actually it begins a
very slow oscillation, meaning metaphorically that it dies and is born again, with a large
period, and an infinite-period bifurcation occurs when f → fC (Figure 3).

We can estimate the oscillation period T assuming in our calculations

T =
2π

Ω̃
=
∫ 2π

0

(dθ)

−K1ρ2
E − σ + Φ + f cos(2θ)

=
π
√
(2)√

( fc)
√
( f − fc)

(26)

(iv) If the initial condition for the wave amplitude is carefully tuned, that is, it cor-
responds to P1, then the wave amplitude seems immobile, frozen and insensitive to the
external excitation with no oscillation;
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(v) Suddenly, beyond the critical value (25) and for higher response amplitude values,
a slow oscillation appears with the frequency

Ω̃ = ρE

√
(K1) (27)
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4. Global Analysis of the Model System

A global analysis of the model system (17, 18) can be performed. Considering the
model system (17, 18), we obtain an energy-like function E(ρ, θ)

E(ρ, θ) =
K1

2
ρ4 + (σ−Φ)ρ2 + f ρ2cos(2θ)

dE
dτ

= 0 (28)

We can easily conclude that every function in the form λE(ρ, θ), with λ real numbers,
can be used as an energy function. We can take λ = 1 so that the elliptic point P1 corresponds
to a minimum. In Figure 4, we show the level curves for the energy function (28) near the
equilibrium point (19), and we can easily observe that the infinite-period bifurcation is
connected to the “bottleneck” we can see in the same figure. The bottleneck is, when in the
closed curves in Figure 4, the $-value (y-axis) is constant and ϑ (x-axis) is varying.

The fixed point (19) downshifts the solution motion near it, and a lower frequency
is born.
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Figure 4. Level curves in the plane x = ϑ and y = ρ. (K1 = 0.6, f = 0.02, σ = ϕ). Obviously, only
positive values for ρ are acceptable. From the upper side, we show level curves for energy E = 0.0002,
0.0001 and 0 and we can observe a modulated motion. Subsequently, we obtain closed curves for
E = −0.00001, −0.00007, −0.0001.

5. Conclusions

The nonlocal Hirota–Maccari equation with an external periodic force in parametric
resonance with a generic mode has been investigated. An approximate solution with the
AP perturbation method, previously used for other nonlinear partial differential equations,
was suggested and analyzed qualitatively in the vicinity of critical point fC. Two coupled
nonlinear equations describe the temporal evolution for the solution amplitude and phase.
Frequency-response curves are shown and the existence of an infinite-period bifurcation
(when the parametric excitation increases in magnitude) can be demonstrated.

Looking at Equations (19), (22) and (26), it is possible to discern certain analogies with
the Hopf–Landau theory of turbulence [1,14].

This perturbation method could be applied to important resonances for other nonlinear
partial differential equations in plasma physics and/or nonlinear optics.
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