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Abstract: The notion of fractional structures has been studied intensely in various fields. Using
this concept, the main idea of this paper is to apply the Cesàro approach and introduce the new
generalized ∆-structure of spaces on a fractional level. Also, the statistical notions will be studied
using this new structure and some inclusion relations will be computed. In addition, the sequence
space Wq(∆κ

g, f) will be introduced, and some fundamental inclusion relations and topological
properties concerning it will be given.
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1. Introduction

The condition of sequence convergence in analysis demands that almost all points
from the sequence satisfy the convergence condition. For instance, in classical convergence,
almost all elements of the sequence have to belong to an arbitrarily small neighborhood
of the limit point. The main idea of statistical convergence is to relax this condition and
demand validity of the convergence condition only for a majority of the points. Thus, sta-
tistical convergence shows a relaxing atmosphere on conventional convergence. The basic
scenario of this convergence of a sequence l lies in the fact that most of the members of l
converge and one does not worry about what is going on with other members. Early on,
the idea of statistical convergence, which emerged in the first edition (published in Warsaw
in 1935) of the monograph of Zygmund [1], stemmed not from statistics, but from problems
of series summation. Formally the notion of this convergence was observed by Steinhaus [2]
and Fast [3] and later by Schoenberg [4] and since then this field of study has become an
active research area. Authors in different fields have shown its significance. For example,
statistical convergence is studied in fields such as measure theory [5], trigonometric series,
approximation theory [6], locally convex spaces [7], finitely additive set functions, Banach
spaces [8], and so on [9–15].

Later on, the concept of statistical convergence and strong Cesàro summability were in-
vestigated from the sequence space point of view and linked with the summability theory by
Akbas and Isik [16], Altin et al. [17], Aral and Et [18], Çinar et al. [19–21], Connor et al. [8], Dutta
and Rhoades [22], Esi et al. [23], Et et al. [24–27], Ganie et al. [28–33], Mursaleen et al. [34–38],
Schoenberg [4], and Sheikh et al. [39]. Several others connected the same structures to the summa-
bility applications.

The behavior of statistical convergence is analyzed via the density of subsets B of
counting numbers and its natural density is defined as:

δ(B) = lim
r→∞

1
r

∣∣∣{i ≤ r : i ∈ B}
∣∣∣.

Note that the number of entries of B that are not more than r is
∣∣{i ≤ r : i ∈ B}

∣∣.
Furthermore, for finite B, δ(Bc) = 1− δ(B). We consider (vi) to be statistically convergent
to L if for all ε > 0,

δ({i : |vi − L| ≥ ε}) = 0.

It will be written as S− lim vi = L, where S represents the set of all sequences that are
statistically convergent.

Symmetry 2022, 14, 1685. https://doi.org/10.3390/sym14081685 https://www.mdpi.com/journal/symmetry

https://doi.org/10.3390/sym14081685
https://doi.org/10.3390/sym14081685
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com
https://orcid.org/0000-0002-6190-8683
https://doi.org/10.3390/sym14081685
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com/article/10.3390/sym14081685?type=check_update&version=2


Symmetry 2022, 14, 1685 2 of 8

We consider a sequence (vi) to be strongly Cesàro summable to λ if:

lim
r→∞

1
r

r

∑
i=1

∣∣∣vi − λ
∣∣∣ = 0.

The set of sequences that is strongly Cesàro summable is denoted by [C, λ] and is
given as:

[C, λ] =
{

v = (vi) : lim
r→∞

1
r

r

∑
i=1

∣∣∣vi − λ
∣∣∣ = 0 for some λ

}
.

The study of difference sequence spaces is a recent development in summability theory.
As in [40], for T ∈ {`∞, c,C0}, define:

T (4) = {v = (vi) ∈ Λ : (4vi) ∈ T }

where4vi = vi− vi−1. This T (4) was further studied in [25,29,32,41] and by many others.

It was later generalized in [26,28], where the authors defined the following:

∆j(H) =
{

v = (vj) :
(

∆jv
)
∈ H

}
, f or H = `∞ , c and C0,

where ∆jvi = ∆j−1vi − ∆j−1vi+1 for all i ∈ N where j ≥ 0 is natural number and:

∆j =
j

∑
i=0

(−1)i
(

j
i

)
vj+i.

Later on Et and Esi [25] generalized these sequence spaces to the following sequence
spaces. Let g = (gk) be any fixed sequence of nonzero complex numbers and let s be a
non-negative integer. Then, ∆0

gv = (vjgj), ∆gv = (vjgj − vj+1gj+1), and:

∆s
g(H) =

{
v = (vj) ∈ Λ : (4s

gvj) ∈ H
}

, (1)

whereH is any sequence space and:

4s
gvj = ∆s−1

g vj − ∆s−1
g vj+1 =

s

∑
µ=0

(−1)µ

(
s
µ

)
gj+µvj+µ ∀ j ∈ N.

For a real κ, let Γ(κ) represent the Euler Gamma function with κ /∈ {0,−1,−2,−3, . . . }
and given by:

Γ(κ) =
∞∫

0

tκ−1e−tdt.

In [6], the fractional operator ∆κ : Λ→ Λ is defined as:

∆κvk =
∞

∑
i=0

(−1)i Γ(κ + 1)
i!Γ(κ − i + 1)

vk+i (2)

This notion is more general than the ∆m operator. Note that we assume that (2) holds
throughout the paper. For κ to be a natural number, the sum in (2) can be written as a
finite sum:

κ

∑
i=0

(−1)i Γ(κ + 1)
i!Γ(κ − i + 1)

vk+i. (3)

It was further studied in [6,7] and by many others.
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2. Main Results

In this section, we introduce and study ∆κ
g-statistical convergence and the strong

(p, ∆κ
g)-Cesàro summability, for g = (gi) with gi 6= 0 for all i. Furthermore, some new

topological properties will be given.
Following the authors cited, we introduce the following fractional order difference spaces:

`∞(Γ, ∆κ
g, p) = {v = (vk) ∈ Λ : supk|∆κ

gvk|pk < ∞},
c0(Γ, ∆κ

g, p) = {v = (vk) ∈ Λ : lim
k→∞
|∆κ

gvk|pk = 0},

c(Γ, ∆κ
g, p) = {v = (vk) ∈ Λ : lim

k→∞
|∆κ

gvk − λ|pk = 0 for some λ ∈ C}

where ∆κ
g is given in (1) and p = (pk) is a bounded sequence of positive reals.

Definition 1. For a complex number λ, we call a sequence (vk) to be ∆κ
g-statistically convergent if:

lim
n→∞

1
n

∣∣∣{k ≤ n :
∣∣∆κ

gvk − λ
∣∣ ≥ ε

}∣∣∣ = 0.

In such a case, v is ∆κ
g-statistically convergent to λ and denoted by S(∆κ

g)− lim vk = λ.
By S(∆κ

g), we designate all sequences that are ∆κ
g-statistically convergent.

Theorem 1. For sequences v = (vk), w = (wk) of real or complex numbers, we have:

1. If S(∆κ
g)− lim vk = v0 and c is any complex number, then S(∆κ

g)− lim cvk = cv0.
2. If S(∆κ

g)− lim vk = v0 and S(∆κ
g)− lim wk = w0, then S(∆κ

g)− lim(vk +wk) = v0 +w0.

Proof. (i) The result is trivial for c = 0, so we assume that c 6= 0, then:

1
n

∣∣∣{k ≤ n :
∣∣∆κ

gcvk − cv0
∣∣ ≥ ε

}∣∣∣ ≤ 1
n

∣∣∣{k ≤ n :
∣∣∆κ

gvk − v0
∣∣ ≥ ε

|c|

}∣∣∣,
thereby proving (i) of the result.

(ii) Now we see:

1
n

∣∣∣{k ≤ n :
∣∣∆κ

g(vk + wk)− (v0 + w0)
∣∣ ≥ ε

}∣∣∣
≤ 1

n

∣∣∣{k ≤ n :
∣∣∆κ

gvk − v0
∣∣ ≥ ε

2

}∣∣∣+ 1
n

∣∣∣{k ≤ n :
∣∣∆κ

gwk − w0
∣∣ ≥ ε

2

}∣∣∣.
and hence result follows.

Theorem 2. The inclusion c(Γ, ∆κ
g, p) ⊂ S(∆κ

g) is proper for pk = 1.

Proof. As c is subset of S, it follows that c(Γ, ∆κ
g, p) ⊂ S(∆κ

g).
Next, we prove the proper containment part of the result. For this, we choose gk =

e = (1, 1, · · · ) and define v = (vm) by:

∆κ
gvm =


1, m = r3

−1, m + 1 = r3

0, otherwise.

(4)

Then, we have v ∈ S(∆κ
g), but v /∈ c(Γ, ∆κ

g, p), thereby proving the containment
is proper.

Theorem 3. If v = (vm) is ∆κ
g-statistically convergent, then it is ∆κ

g-statistically Cauchy sequence.
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Proof. We suppose that v is ∆κ
g-statistically convergent to λ and ε > 0. Then,

|∆κ
gvm − L| < ε/2 for almost all m.

We choose r in such a way that:

|∆κ
gvr − L| < ε/2

holds. Then it is clear that:

|∆κ
gvm − ∆κ

gvr| < |∆κ
gvm − L|+ |∆κ

gvr − L| < ε

for almost all m. Hence, we conclude that v is ∆κ
g-statistical Cauchy sequence.

Theorem 4. Neither S(∆κ
g) nor `∞(Γ, ∆κ

g, p) is included the other although S(∆κ
g) and `∞(Γ, ∆κ

g, p)
overlap, for pk = 1.

Proof. Define v = (vm) as follows:

∆κ
gvm =

{
1, m = r3

0, otherwise.
(5)

It is clear that v ∈ S(∆κ
g) but v /∈ `∞(Γ, ∆κ

g, p). Now consider:

v = (1, 0, 1, 0, 1, . . . ) and g = e = (1, 1, 1, · · · ),

then ∆κ
gvm = (−1)m 2κ−1 and v ∈ `∞(Γ, ∆κ

g, p) but v /∈ S(∆κ
g).

Theorem 5. S ∩ S(∆κ
g) 6= ∅.

Proof. Define v = g = e. As v ∈ S and ∆κ
gvm = 0, so v ∈ S(∆κ

g), the intersection
is nonempty.

Definition 2. For a positive real p, we call a sequence v = (vk) strongly (p, ∆κ
g)-Cesàro summable if:

lim
r→∞

1
n

r

∑
i=1

∣∣∣∆κ
gvi − c

∣∣∣p = 0.

In such a case, v is strongly (p, ∆κ
g)-Cesàro summable to c, and such sequences that are

strongly (p, ∆κ
g)-Cesàro summable will be abbreviated byWp(∆κ

g), for a real or complex number c.

Theorem 6. The inclusionWq(∆κ
g) ⊂ Wp(∆κ

g) holds provided 0 < p < q < ∞.

The proof is trivial using Hölder’s inequality.

Theorem 7. Let v = (vi) be strongly (p, ∆κ
g)-Cesàro summable to λ, then for 0 < p < ∞, it is

∆κ
g-statistically convergent to c.



Symmetry 2022, 14, 1685 5 of 8

Proof. Choose v = (vi) and ε > 0, we see:

r

∑
i=1

∣∣∣∆κ
gvi − c

∣∣∣p =
r

∑
i=1

|vi−L|≥ε

∣∣∣∆κ
gvi − c

∣∣∣p + r

∑
i=1

|vi−c|<ε

∣∣∣∆κ
gvi − c

∣∣∣p

≥
r

∑
i=1

∣∣∣∆κ
gvi − c

∣∣∣p
≥
∣∣∣{i ≤ r :

∣∣∆κ
gvi − 1

∣∣ ≥ ε
}∣∣∣ · εp

and so:
1
r

r

∑
i=1

∣∣∣∆κ
gvi − c

∣∣∣p ≥ 1
r

∣∣∣{i ≤ r :
∣∣∆κ

gvi − c
∣∣ ≥ ε

}∣∣∣ · εp.

From this, if v = (vi) is (p, ∆κ
g)-Cesàro summable to c, then it is ∆κ

g-statistically
convergent to c.

Corollary 1. Let v = (vi) be ∆κ
g-bounded and ∆κ

g-statistically convergent to c, then it also strongly
(p, ∆κ

g)-Cesàro summable to c.

3. New Statistical Convergence Using Modulus Function

In this section, we introduce some new scenarios of spaces by employing modulus functions.
In [42], modulus functions f : [0, ∞)→ [0, ∞) are introduced as functions that satisfy

the following properties:

1. f(v) = 0 iff v = 0,
2. f(v + w) ≤ f(v) + f(w) for all v, w ≥ 0,
3. f is a continuous function from the right at 0,
4. f is increasing function.

Definition 3. For a sequence of positive reals p = (pi), we define the following spaces:

Wp(∆κ
g, f) =

{
v = (vk) ∈ Λ : lim

n→∞

1
n

n

∑
k=1

[
f
(∣∣∣∆κ

gvk − c
∣∣∣)]pk

= 0
}

,

for f a modulus function and 0 < h = infk pk ≤ supk pk = H < ∞.

Theorem 8. The inclusionWp(∆κ
g, f) ⊂ S(∆κ

g) is proper for any modulus function f.

Proof. For a modulus function f, let v ∈ Wp(∆κ
g, f) and choose ε > 0. ∑

1
and ∑

2
over i ≤ r

with |∆κ
gvi − c| ≥ ε and |∆κ

gvi − c| < ε, respectively. Then:

1
r

r

∑
i=1

[
f
(∣∣∣∆κ

gvi − 1
∣∣∣)]pi

=
1
r ∑

1

[
f
(∣∣∣∆κ

gvi − c
∣∣∣)]pi

≥ 1
r ∑

1

[
f(ε)

]pi

≥ 1
r ∑

1
min

([
f(ε)

]h,
[
f(ε)

]H)
≥ 1

n

∣∣∣{i ≤ r :
∣∣∆κ

gvi − c
∣∣ ≥ ε

}∣∣∣min
([
f(ε)

]h,
[
f(ε)

]H).
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Hence, v ∈ S(∆κ
g). To establish proper containment, choose g = e = (1, 1, · · · ) and

define the sequence v = (vi) as:

∆κ
gvi =

{
1/
√

i, i 6= m3

1, i = m3.
(6)

It is obvious that v ∈ S(∆κ
g)−Wp(∆κ

g, f) when pi = 1 and f(v) = v is unbounded.

Theorem 9. S(∆κ
g) ⊂ Wp(∆κ

g, f) where f is bounded.

Proof. For ε > 0, we choose ∑
1

and ∑
2

as defined in previous theorem. If there exists an

integerM with f(v) <M, for every v > 0, then f is bounded and hence we can see that:

1
r

r

∑
i=1

[
f
(∣∣∣∆κ

gvi − 1
∣∣∣)]pi

≤ 1
r

(
∑
1

[
f
(∣∣∣∆κ

gvi − c
∣∣∣)]pi

+ ∑
2

[
f
(∣∣∣∆κvi − 1

∣∣∣)]pi
)

≤ 1
r ∑

1
max(Mh,MH) +

1
r ∑

2

[
f(ε)

]pi

≤ max(Mh,MH)
1
r

∣∣∣{i ≤ r :
∣∣∆κ

gvi − c
∣∣ ≥ ε

}∣∣∣
+ max(f(ε)h, f (ε)H).

Consequently, v ∈ Wp(∆κ
g, f). Moreover, for a sequence as defined in (6), it is obvious

that S(∆κ
g) ⊂ Wp(∆κ

g, f) does not hold for an unbounded f.

Theorem 10. If modulus function f is bounded, then S(∆κ
g) =Wp(∆κ

g, f).

Proof. As f is bounded, we see that the equality S(∆κ
g) = Wp(∆κ

g, f) holds by using
Theorems (8) and (9).

4. Conclusions

In this paper, we have studied the basic structure of some new sequence spaces by
approaching the Cesàro notion and the generalized structure of the ∆-operator using
statistical convergence. Furthermore, some inclusion relations have been given between the
spaces studied in this article. Further, the spaces `∞(Γ, ∆κ

g, p), c(Γ, ∆κ
g, p) and c0(Γ, ∆κ

g, p)
have been introduced and studied. Moreover, the notion of the spaceWq(∆κ

g, f) has been
presented, and its various topological structures have been given using the notion of
fractional order. The consequences of the results obtained in this article are more general
and extensive than the existing known results.
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