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Abstract

:

Considering the poor effect of short text classification due to insufficient semantic information mining in the current short text matching methods, a new short text classification method is proposed based on explicit and implicit multiscale weighting semantic information interaction. First, the explicit and implicit representations of short text are obtained by a word vector model (word2vec), convolutional neural networks (CNNs), and long short-term memory (LSTM). Then, a multiscale convolutional neural network obtains the explicit and implicit multiscale weighting semantics information of short text. Finally, the multiscale weighting semantics is fused for more accurate short text classification. The experimental results show that this method is superior to the existing classical short text classification algorithms and two advanced short text classification models on the five short text classification datasets of MR, Subj, TREC, SST1 and SST2 with accuracies of 85.7%, 96.9%, 98.1%, 53.4% and 91.8%, respectively.
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1. Introduction


With the rapid development of big data and mobile Internet technology, network data have greatly penetrated people’s lives. Weibo, Facebook, WeChat, forums, TikTok and other application websites and software have become important methods for people to record their lives and express their feelings, resulting in considerable data information flow, in which short text data account for a large proportion. Considering these massive short text data, one method for obtaining valuable information quickly and accurately is to classify short texts [1]. It can help all kinds of people, businesses and institutions to obtain the useful data they need in a targeted manner. Thus, the value utilization rate of these short text data is improved.



To classify short texts, how to express short texts must be considered. Generally, the character form of the original short texts is converted into its corresponding real vector form. Because the short text is generally less than 100 words, the short length makes the short text contain fewer features, so the converted data have the characteristics of high dimension and sparseness. In traditional short text classification, the one-hot method [2] or constructing a text vector space model [3] is often used to represent text. These methods are simple and effective but also easily cause dimensional disasters [4]. With the rise and application of deep learning, scholars have studied using deep learning to obtain text representation. In 2013, Mikolov proposed the word embedding method [5], and the word vectors obtained not only describe the word information from the semantic level but also avoid dimension disaster risk. Short texts use the word vector as the deep learning model input, greatly improving text classification performance. There are many text classification algorithms in natural language processing (NLP). The main method is deep learning, and the typical representatives are CNNs [6] and recurrent neural networks (RNNs) [7]. Kim [8] transformed character text into a real matrix similar to an image by a word vector method and directly applied CNNs to text classification. Arevian et al. directly applied RNNs to text classification and demonstrated that it is effective for context-sensitive email classification [9]. Kalchbrenner et al. improved the pooling layer in CNNs. They used dynamic k-max pooling to replace the original max pooling mechanism [10]. Yin Yu extracted the feature of music information based on SVM, CNN and RNN, and constructed a CNN-LSTM model to classify music emotion [11]. Tang et al. proposed an RNN structure for series-parallel gate valves to handle short text feature representation and classification [12]. Zhou et al. serially processed CNN and LSTM, and used the high-dimensional semantic representation extracted by the CNN as the LSTM text classification input [13]. Reference [14] studied the LSTM network by the differential evolution algorithm (DEA). Governmental organizations and healthcare facilities utilized machine learning and deep learning algorithms to anticipate the daily incidence of COVID-19 for India over the course of the next six months, and famous timeseries algorithms were implemented including LSTM, Bi-Directional LSTM and Stacked LSTM and Prophet [15].



In the CNN and RNN methods, the CNN only considers the local semantic features and ignores the global semantic features of the text. The RNN does not fully consider the local semantic features of the text, so both methods have insufficient feature mining.



To fully mine the semantic information of short texts, both explicit and implicit semantic information of local and global texts are used, and a short text classification method based on explicit and implicit multiscale weight semantic information is proposed to address the existing problems in the above two mainstream methods.



(1) Obtaining explicit and implicit multiscale semantic information matrices of short texts by fine-tuning the word embedding model, CNN and Bi-LSTM;



(2) Mining high-order characteristic semantic information of multiscale explicit and implicit semantic information through weight convolution;



(3) The explicit and implicit multiscale weight feature information is fused after mining.



The method proposed in this paper can fully mine and use the local and global explicit and implicit semantic information of short texts, which is more effective for short text classification. Experiments on five public datasets fully verify that the method proposed in this paper is more effective.




2. Acquisition of Explicit and Implicit Multiscale Semantic Information


2.1. The Process of Explicit and Implicit Multiscale Semantic Information


To fully mine the semantic information of short text data, this paper constructs explicit and implicit multiscale weight semantic information for short text data. It classifies short texts by mining explicit and implicit multiscale weight semantic information.



Obtaining explicit and implicit multiscale semantic information from short texts is shown in Figure 1.




2.2. Acquisition of Explicit Multiscale Semantic Information


The short text is first input and converted into a word vector to obtain the semantic representation of the short text, which contains the semantic expression of the word. The short corpus is used to train the word vector model, skip-gram, to make the word vector more suitable for the short sentence characteristics. Because the skip-gram model does not make full use of word order information, the coincidence between the trained vector and the short text is not high enough. Therefore, this paper proposes incorporating word order information into the word vector input model to help the model learn better word vector representation.



In this paper, the pretrained word vector is a 300-dimensional word vector from Google, which is used as the initialization vector of the word vector. The short text dataset to be classified is used as the corpus. First, the word position of each word in the short text is vectorized and then added to the initialization word vector. Then, a new word vector that is more in line with the short text characteristics is microtrained in the skip-gram model.



The skip-gram model is a commonly used unsupervised model for training word vectors. The basic idea is to use current words to predict words in context. The selected predicted words are symmetrical with respect to the current words, that is, if p words are selected above, then p words are also selected below. In this paper,   p = 2  . If   w i   is the current word input by the model, then   w  i − 2   ,   w  i − 1   ,   w  i + 1    and   w  i + 2    are the predicted contexts, where the width of the context is 2. Formula (1) is used to calculate the conditional probability of words in context.


     P (  w  i − 2   ,  w  i − 1   ,  w  i + 1   ,  w  i + 2   |  w i  ) =       P  (  w  i − 2   |  w i  )  ∗ P  (  w  i − 1   |  w i  )  ∗ P  (  w  i + 1   |  w i  )  ∗ P  (  w  i + 2   |  w i  )  .     



(1)







In constructing explicit multiscale semantic information, the short text is first segmented to obtain the corresponding word sequence    S 1  =  [  w 1  ,  w 2  , ⋯ ,  w n  ]   . Then, the word vector matrix   W ∈  R  n × d     of the short text shown in Figure 1 is obtained by word vectorization through the microtrained word vector model, where n is the number of words and d is the word vector dimension. To fully capture the multiscale semantic information of short texts, the multiscale convolution network is used to convolve W, the convolution kernel sizes are 1, 3 and 5, and the explicit multiscale semantic information matrix   o  b  m  1  , o  b  m  2  , o  b  m  3  ∈  R  n × d     is obtained by convolving W.




2.3. Acquisition of Implicit Multiscale Semantic Information


The Bi-LSTM obtains implicit semantic information, and the bidirectional hidden state splicing in Bi-LSTM is taken as the implicit semantic information at that moment. Notably, the word vector needs to be preprocessed before it is transmitted to Bi-LSTM, which is preprocessed by Formulas (2)–(4).


  h  d m  1 i   = c o n c a t e  (    h l   →  ,    h l   ←  )   



(2)






     h l   →  =   l s t m  →   (    W l   →  | o  b m  l i   )   



(3)






     h l   ←  =   l s t m  ←   (    W l   ←  | o  b m  l i   )   



(4)







The acquisition process of implicit semantic information is as follows. First, the original word vector matrix W and explicit semantic information   o  b m 1  , o  b m 2  , o  b m 3    are spliced in the dimension. Then, the spliced vector sequence is transmitted to Bi-LSTM, and Bi-LSTM captures the implicit multiscale semantic information   h  d m 1  , h  d m 2  , h  d m 3  ∈  R  n × d     containing the context of short texts.



In this paper, the traditional RNN is used to improve the Bi-LSTM structure for mining the implicit semantic information of short texts, which alleviates the problems that the traditional RNN is not good at dealing with the gradient dispersion of sequence data and long-dependent sequence data. These are due to the RNN forget gate, input gate and output gate functions. The forget gate determines how much information of the cell state in the last moment remains in the current moment, and the input gate determines how much information input at the current moment is saved to the current cell state. The output gate determines how much information of the current cell state can be output to the output gate.



The workflow of these three gates is as follows: let    W f  ,  W i  ,  W c  ,  b f  ,  b i  ,  b c    and   b o   be the training parameters of the Bi-LSTM model,   x i   be the current input,   h  i − 1    be the last hidden state,   o t   be the current output,   h t   be the current hidden state,   f t   be the forgotten threshold,   i t   be the input threshold,    C t  ˜   be the temporary cell state,   C t   be the current cell state, and   δ ( ∗ )   and   t a n h ( ∗ )   be   s i g m o i d   and   t a n h   functions, respectively. Use Formula (5) to calculate the information distribution of the forget gate, Formula (6) to calculate the information distribution of the input gate, Formula (7) to calculate the temporary cell state in the network, Formula (8) to calculate the network cell state at the current moment, Formula (9) to calculate the information distribution of the output gate, and Formula (10) to calculate the network hidden layer output information at the current moment.


   f t  = δ  (  W f  ·  [  h  t − 1   ,  X t  ]  +  b f  )   



(5)






   i t  = δ  (  W i  ·  [  h  t − 1   ,  X t  ]  +  b i  )   



(6)






    C t  ˜  = t a n h  (  W c  ·  [  h  t − 1   ,  X t  ]  +  b c  )   



(7)






   C t  =  f t  ∗  C  t − 1   +  i t  ∗   C t  ˜   



(8)






   O t  = δ  (  W o  ·  [  h  t − 1   ,  X t  ]  +  b o  )   



(9)






   h t  =  o t  ∗ t a n h  (  C t  )   



(10)









3. Semantic Information Mining and Text Classification


3.1. Explicit and Implicit Semantic Information Interaction and Feature Mining


The explicit multiscale semantic information   o  b m 1  , o  b m 2  , o  b m 3  ∈  R  n × d     and implicit multiscale semantic information   h  d m 1  , h  d m 2  , h  d m 3  ∈  R  n × d     of the short text have been obtained. Now, the weight convolution operation is carried out. The mining process of explicit and implicit multiscale semantic information is shown in Figure 2.



First, the explicit and implicit multiscale semantic information are multiplied according to the corresponding scales to obtain the corresponding weight interaction matrix. For example, the explicit scale semantic information   o  b m 1    and the corresponding implicit scale semantic information   h  d m 1    are multiplied to obtain the weight interaction matrix   o  h m 1  ∈  R  n × n     under this scale. To further obtain the weight matrix corresponding to explicit and implicit scale semantic information, two importance coefficients   o  b m i  ∈  R n    and   h  d m i  ∈  R n    with length n are obtained by adding the weight interaction matrix   o  h m i    in rows and columns, respectively, which correspond to the importance of explicit and implicit scale semantics, respectively. Then, the weight coefficients   α i   and   β i   are calculated by Formula (11), and the calculated weight coefficients are multiplied by the corresponding position and explicit and implicit scale semantic information by Formula (12) to obtain the sum of weight scale semantic information   w o  b m i  ∈  R  n × d     and   w h  d m i  ∈  R  n × d    .


   α i  =  β i  =   e  x i     ∑  1  n   e  x j     , x ∈  R  n × d    



(11)






  w o  b m i  = o  b m i  ∗  α i  , w h  d m i  = h  d m i  ∗  β i   



(12)







Similarly, according to the above method, the explicit multiscale weighted semantic information   w o  b m 1  , w o  b m 2  , w o  b m 3  ∈  R  n × d    , implicit multiscale weighted semantic information   w h  d m 1  , w h  d m 2  , w h  d m 3  ∈  R  n × d     and explicit and implicit multiscale semantic interactive information   o  h m 1  , o  h m 2  , o  h m 3  ∈  R  n × n     are obtained by weight convolution of explicit and implicit multiscale semantic information.



Finally, a CNN is used to extract high-order features of three kinds of semantic information matrices, and explicit features   o  b  v e c    , implicit features   h  d  v e c     and explicit-implicit interactive features   o  h  v e c     are obtained.




3.2. Semantic Feature Fusion and Text Classification


Previously, the explicit feature   o  b  v e c    , implicit feature   h  d  v e c     and explicit-implicit interactive feature   o  h  v e c     of the short text were obtained. To better obtain the semantic expression of short texts, it is necessary to fuse these semantic features of short texts obtained by the final model classification.



The semantic feature   S  v e c    of short texts is obtained by Formulas (13)–(16), and finally, short texts are classified based on this semantic feature.


  o b h  d  v e c   =  [ o  b  v e c   ; h  d  v e c   ; o  b  v e c   ∗ h  d  v e c   ]   



(13)






  o b o  h  v e c   =  [ o  b  v e c   ; o  h  v e c   ; o  b  v e c   ∗ o  h  v e c   ]   



(14)






  h d o  h  v e c   =  [ h  d  v e c   ; o  h  v e c   ; h  d  v e c   ∗ o  h  v e c   ]   



(15)






   s  v e c   = o b h  d  v e c   + o b o  h  v e c   + h d o  h  v e c    



(16)









4. The Experimental Result


4.1. Experimental Environment and Dataset


To fully verify the effectiveness and stability of the proposed method, this paper experiments on five standard public datasets and compares it with the existing classical short text classification method and two advanced short text classification methods.



The experimental environment of this paper is the TensorFlow14.04 deep learning framework, Python3.6 development semantic environment and Ubuntu14.04 operating system. To speed up model training, an NVIDIA 1080 24 G GPU is used to speed up the operation during model training.



To fully verify the effectiveness of the short text classification method with explicit and implicit semantic information interaction proposed in this paper, the proposed method is trained and verified on five datasets, MR, Subj, TREC, SST1 and SST2, and its performance is compared with the existing algorithms. Table 1 shows the situation of each experimental dataset, where c is the number of categories in the dataset, len is the average sentence length of short texts, that is, the average number of words, train is the number of model training datasets, dev is the number of model verification datasets, test is the number of model testing datasets,   | V |   is the dictionary size in the dataset, that is, the number of words, and   C V   indicates that cross-validation is adopted (here, tenfold cross-validation is adopted).



MR is a binary short text dataset of positive and negative comments. Each sentence represents a user comment, composed of positive and negative comment data used to identify positive and negative user comments.



Subj is a two-category short text dataset about subjectivity and objectivity. It consists of 5000 subjective and objective sentences used to identify sentence subjectivity and objectivity.



TREC is a multiclassification short text dataset of six types of questions abbreviation, description, entity, personnel, place and numerical questions. TREC is used to identify sentence question types.



SST1 is a fine-grained extension of the MR dataset, which is no longer limited to positive and negative comments, but is refined into five emotional tendencies: very negative, negative, neutral, positive and very positive. The dataset is divided into three parts, 8544 training, 1101 verification and 2210 test datasets, to identify the fine-grained emotional tendencies of sentences.



SST2 is a variant of the SST1 dataset. SST2 combines very negative comments and negative comments into negative comments and very positive comments and positive comments into positive comments, removes neutral comments, and finally forms a dataset containing negative comments and positive comments, which is used to identify the negative and positive tendencies of sentences.




4.2. Experimental Model and Evaluation Criteria


Because the number distribution of each category in the five datasets is relatively uniform, and it belongs to binary classification or multiclassification tasks, this experiment evaluates the performance accuracy, and the final dataset accuracy with tenfold cross-validation is the average of tenfold cross-validation accuracy.



To verify the advantages of the method proposed in this paper over other methods, it is compared with the following classical short text classification algorithms and two new short text classification algorithms.



FastText is a very simple and efficient fast text classification algorithm proposed by the Facebook AI Lab but with the same accuracy as the neural network method. Its goal is to simply add the word vectors of short texts to form a classification vector and then classify the text, often used by the word vector training model [16].



CNN-nonstatic, CNN-static and CNN-multichannel are typical text classification methods based on CNN [17], proposed by Kim in 2014, used CNN for short text classification based on image recognition and achieved good classification results. CNN-nonstatic uses the trained word vectors to initialize short text, and the word vectors are updated together during the training process. CNN-static uses the trained word vectors to initialize short text but does not update the word vectors during the training process. CNN-multichannel is similar to the principle of the image channel, and CNN-static and CNN-nonstatic are combined into a two-channel matrix for training.



MVCNN is a new convolutional network model. In 2016, Yin et al. proposed an algorithm to combine different versions of pretrained word vectors and use a multiscale convolution kernel to extract multigranularity semantic features of the text to be classified, thus improving text classification accuracy [18].



LSTM, Bi-LSTM and Tree-LSTM are RNN structures for processing time series datasets. LSTM, a long-term and short-term memory network, alleviates the gradient dispersion and weak long-term dependence of sequences in traditional RNNs, further improving the ability to process sequential data. Bi-LSTM is a bidirectional LSTM structure that enables the network at a certain moment to access the information of the past context simultaneously. Tree-LSTM applies the LSTM network structure to the tree structure network [19].



RCNN is a variation in the RNN. The forward output, backward output and word vector of the Bi-LSTM network are cascaded, and the classification vector is formed by a pooling operation for text classification [20].



SPCGRU is a short text classification based on a serial-parallel convolution gate valve [21].



BLSTM_MLPCNN is a method that combines character-level vectors and word vectors as the model input and combines the Bi-LSTM network and MLPCNN to mine text semantic feature vectors for short text classification [22].




4.3. Experimental Setup and Experimental Results


Some parameters in the model training need to ensure the consistency of the experiment. Here, the word vector dimension is set to 300, the hidden layer unit dimension of LSTM is set to 300, and the short text length is set to 60. If the length is less than 60, it is filled with 0, and the part exceeding 60 is truncated. The batch size of the model training is set to 512, the initial learning rate is 0.01, and the learning rate is dynamically adjusted according to the exponential decay strategy [23]. Stochastic gradient descent (SGD) reduces the model parameters in a random gradient way [24].



Four methods are used to set the word vector of the model, static, nonstatic, prestatic and nonprestatic, in which static means using the pretrained Google 300-dimensional word vector for initialization and keeping it unchanged during model training; prestatic means that word vectors are initialized by pretraining Google’s 300-dimensional word vectors, and short texts of five datasets are used as corpora for microtraining word vectors and remain unchanged during the training process; nonstatic indicates that the short text is initialized with the pretrained Google’s 300-dimensional word vector and updated with the model parameters during the model training process;and nonprestatic means that the pretrained Google’s 300-dimensional word vector and short text data of five datasets are used as corpora to be input to the skip-gram model for word vector microtraining, and updated with model parameters in model training.



In this paper, experiments are carried out on 5 data sets and compared with 11 other algorithms. The experimental results are shown in Table 2.



In Table 2, the short text classification method based on explicit and implicit semantic information interaction has a classification accuracy of 85.7% on MR data sets, which is 2.7% higher than that of all the compared models. The classification accuracy on the Subj data set is 96.9%, 1.9% higher than that in the contrast model. The classification accuracy on the TREC data set is 98.1%, which is 2.4% higher than that in the contrast model. The classification accuracy on the SST1 dataset is 53.4%, 2.4% higher than that in the contrast model. The classification accuracy on the SST2 dataset is 91.8%, 2.7% higher than the best result in the compared model.



According to the classification results on five datasets, the short text classification method based on explicit and implicit semantic information interaction proposed in this paper performs best on MR, Subj, TREC, SST1 and SST2, and the performance on each data set improved. Therefore, the short text classification method based on explicit and implicit multiscale weight semantic information proposed in this paper is very effective.





5. Analysis of Experimental Results


From Table 2, it is evident that our proposed approach outperforms other text classification methods across the five datasets. Notably, in the non-pre-static setting, our classification accuracy exceeds that of alternative methods by over 2% for all five datasets. In conducting comparative experiments between Our-static and Our-pre-static, as well as Our-non-static and Our-pre-non-static, we observed that incorporating word vector micro-training results in superior model performance. This suggests that word vectors subjected to micro-training are better aligned with the target dataset. Additionally, when comparing Our-static and Our-non-static, and Our-pre-static and Our-pre-non-static, we observed that fine-tuning (non-static) word vectors with training tasks yields better results than using a static word vector. This demonstrates that training word vectors with specific tasks produces semantics that are more contextually relevant to the target data.



The effect of Ours-prenonstatic on the MR dataset, Subj dataset, TREC dataset, SST1 dataset and SST2 dataset is better than that of Ours-static, Ours-prestatic and Ours-nonstatic, which shows that microtraining word vectors and dynamically updating word vectors can further improve the classification performance of the model.



To analyse the stability of the short text classification method based on explicit and implicit semantic information interaction proposed in this paper, a stability analysis experiment of the model is carried out, and the results are shown in Table 3.



The superparameter  β  value in the model is set to [0.5, 0.7, 1.0, 1.3, 1.5]. Here, we set the superparameter  β  to different values to illustrate the stability of our model. By observing the fluctuation of the model on various datasets, it can be found that the accuracy of the model fluctuates by 0.1% in the MR dataset, by 0.2% in the Subj dataset; by 0.1% in the TREC database, by 0.2% in the SST1 dataset and by 0.3% in the SST2 dataset. We can see our results are not fluctuate drastically with the change of superparameter  β . This also illustrates that our model is stable.




6. Conclusions


Aiming at the short and sparse features of short text data sentences, this paper designs a short text classification method based on explicit and implicit multiscale weight semantic information. This method uses explicit multiscale semantic information and implicit multiscale semantic information of short text data simultaneously, and carries out weight convolution and interaction between the semantic information, further mining the deep semantic features of short text on the interactive information, thus enriching the classification semantic information of short text classification. Comparative experiments on five short text datasets also show that the proposed method can mine more semantic information from the original short text data, and provide more classification feature information for the model to improve its text classification ability. This method can be used for public opinion analysis and early warning of current college students, academic situation analysis, teaching effect analysis, etc. With the continuous development of deep learning, there are many models with better performance that can better extract feature information, such as EfficientNet and VIT models in the CV field and Bert and XL-Net models in the NLP field. Therefore, in future work, we will try to use these more advanced model frameworks to extract the explicit and implicit features of data and explore other methods in feature fusion to obtain better model effect.
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