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Abstract: In this paper, we propose a promising signal-sensing method based on both single- and
multiple-antenna covariance matrices of the received signal. In comparison with microwave diagnos-
tics or energy detection, the proposed method does not need prior information of signal and noise.
Therefore, it can be widely used in noise power uncertainty scenarios, such as signal transmission in
hypersonic plasma sheath, with symmetry to the signal-sensing method in cognitive radio. Designing
an efficient signal-sensing method that supports both the application for the field of hypersonic
plasma sheath communication or cognitive radio is still an attractive subject deserving of study in
symmetry journals. Theoretical analysis and the implementation algorithm of a single-antenna covari-
ance matrix are carried out for the proposed method, with a possible extension to multiple-antenna
situations. Simulations show the proposed method has excellent performance, even for very low
signal-noise-ratio (SNR) signals, and is competitive with state-of-the-art algorithms.

Keywords: hypersonic plasma sheath; communications blackout; low SNR signal-sensing; energy
detection; covariance matrix sensing method

1. Introduction

When a spacecraft enters the atmosphere at a hypersonic velocity, the air will be
ionized at the shock front created by the high-speed vehicle; thus, the surface of the aircraft
is enveloped by a hypersonic plasma sheath. The sheath then absorbs, scatters, and reflects
microwaves, resulting in a severe decrease in or even a complete loss of the strength of
radio-frequency (RF) signals between the reentry vehicle and the ground, which is called a
“communications blackout” or simply a “blackout” [1].

A blackout may lead to many problems—especially the attenuation of the signal—that
will cause the loss of data telemetry and/or the loss of vehicle control, etc. Moreover,
the fluctuation of the electron density will lead to a significant level of signal uncertainty.
To evaluate the attenuation of the signal, conventional methods usually use microwave
diagnostics, including microwave reflectometry [2–5], antenna impedance [6–8], and/or
transmission coefficient [9] diagnostics. These methods are based on reflection and/or
transmission coefficients measurements. However, the diagnosed results suffer from inaccu-
racy when the radio wave frequency is not close to plasma frequency [4]. In addition, these
methods usually need prior information about noise, as without such prior information,
the diagnosed results are difficult to estimate, especially under a low signal-to-noise ratio
(SNR) condition.

To overcome these difficulties, it is necessary to directly investigate sensing (or detect-
ing) methods for low SNR signals. However, few signal-sensing schemes in a hypersonic
plasma sheath environment are publicly reported. On the other hand, signal-sensing
schemes are widely used in other fields. Based on the symmetry to signal-sensing meth-
ods in the cognitive radio field, we can adopt such methods as a reasonable reference.
In the cognitive radio field, spectrum/signal-sensing schemes are widely used, such
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as the energy-detection method [10–13], the matched-filtering method [14,15], and the
cyclostationary-detection method [16,17].

Let us compare these methods. The matched-filtering method requires knowledge of
the waveforms and channels of the detected signal, which makes it difficult for practical
implementation [18]. The cyclostationary-detection method requires knowledge of cyclic
frequencies of the detected signal, with high computational complexity. The energy-
detection (ED) method does not need any information about the detected signal and,
thus, it is robust with respect to unknown dispersive channels. However, like microwave
diagnostics methods, energy detection relies on the knowledge of accurate noise level
information. Thus, inaccurate estimation of the noise level leads to an SNR wall and high
probability of false alarm [19].

In recent years, blind detection algorithms, which need no information on source signal
or noise level, have become an active research area. These methods include eigenvalue-
based, wavelet-based, and covariance-based sensing method. Eigenvalue-based meth-
ods use the eigenvalues of the sample covariance matrix to detect signals, including the
maximum–minimum eigenvalue (MME) detector [20], the energy-to-minimum eigenvalue
(EME) detector [21], and the arithmetic-to-geometric-mean (AGM) detector [22]. Wavelet-
based methods use wavelet transform to decompose a wide frequency band into elemen-
tary building blocks of sub-bands [23,24], which leads to a high computational complexity.
Covariance-based methods (CBMs) use various statistics of the sample covariance matrix
to detect signals [25–27]. Compared with eigenvalue-based methods, the computational
complexity of the statistics of the sample covariance matrix is significantly lower than that
of the eigenvalues. Thus, designing an efficient covariance-based signal-sensing method is
an attractive subject deserving of study in symmetry journals.

This paper focuses on covariance-based methods and proposes a method based on
both the single- and multiple-antenna covariance matrices of the signal receiver. Multiple-
antenna systems have been widely used to improve the transmission performance of
wireless communications. The proposed method can well adapt noise power uncertainty,
compared to microwave diagnostics or ED methods. Then, in our simulations, we show
that the performance of the proposed method is significantly better than those of the EME
or AGM algorithms, and slightly better than those of the MME or CBM algorithms.

The rest of this paper is organized as follows. In Section 2, the system models for single-
antenna and multiple-antenna sensing are provided. The theoretical analysis is presented
in Section 3. In Section 4, the algorithms for implementation and some simulation results
are represented. A comparison of the covariance matrix sensing (CMS) method with the
energy detection method is discussed in Section 5. Finally, the paper’s conclusions are
provided in Section 6.

2. System Models
2.1. The Single-Antenna Model

Let x(n) = s(n) + η(n) be the received signal at the nth discrete moment, where s(n)
is the signal and η(n) is the noise. Note that η(n) is assumed to be a stationary process,
satisfying E(η(n)) = 0, E(η2(n)) = σ2

η , and E(η(n)η(n− τ)) = 0 for any τ 6= 0, where
E(.) denotes the expectation function.

The signal-sensing problem can be formulated as the binary hypothesis test by

H0 : x(n) = η(n), n = 0, . . . , NS − 1
H1 : x(n) = s(n) + η(n), n = 0, . . . , NS − 1

(1)

where H0 represents the no-signal case and H1 represents the case with both signal and
noise. Ns is the number of signal samples.

Considering L (smoothing factor) consecutive samples and defining:

x(n) = [x(n), x(n − 1), . . . , x(n − L + 1)]T (2)
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s(n) = [s(n), s(n − 1), . . . , s(n − L + 1)]T (3)

η(n) = [η(n), η(n − 1), . . . , η(n − L + 1)]T (4)

The statistical covariance matrices of the signal and noise can be defined as:

Rx = E[x(n) xT(n)] (5)

Rs = E[s(n) sT(n)] (6)

Considering that the noise is independently and identically distributed (iid) with a
zero mean, we obtain the following:

Rx = Rs + σ2
η IL (7)

where IL is the identity matrix of order L. If the received s(n) absents, Rs = 0. Hence, Rx is a
diagonal matrix, and the off-diagonal elements of Rx are all zeros. If the received s(n) exists,
the signal samples are correlated, and the off-diagonal elements of Rx are non-zero. Thus,
in general, one should always obtain certain non-zero off-diagonal elements of Rx.

For signal processing convenience, we usually calculate the statistical covariance
matrix by using a limited number of signal samples. Let the number of computed samples
be Ns; then, the sample auto-correlations of the received signal can be defined as:

λ(l) =
1

Ns

Ns−1

∑
m=0

x(m)x(m− l), l = 0, 1, . . . , L− 1 (8)

The statistical covariance matrix Rx can be approximated by the sample covariance
matrix, defined as

Rx(Ns) =


λ(0) λ(1) . . . λ(L− 1)
λ(1) λ(0) . . . λ(L− 2)
. . .
λ(L− 1) λ(L− 2) . . . λ(0)

 (9)

where the dimension of Rx(Ns) is L × L.
Without signals, we have

E(λ(0)) = σ2
η (10)

E(λ(l)) = 0, l = 0, 1, . . . , L− 1 (11)

With signals, by the signal power σ2
S = E(s2(n)) and the normalized correlation

among the signal samples, we have

α(l) = E[s(n)s(n− l)]/σ2
S (12)

where 0 ≤ |α(l)| ≤ 1, we then have

E(λ(0)) = σ2
S + σ2

η (13)

E(λ(l)) = αlσ
2
S , l = 0, 1, . . . , L− 1 (14)
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as well as the average sum of all elements of matrix Rx,

T1(NS) =
1
L

L

∑
l=1

λ(0) +
2
L

L−1

∑
l=1

(L− l)|λ(l)| (15)

and the average sum of diagonal elements of matrix Rx

T2(NS) =
1
L

L

∑
l=1

λ(0) (16)

According to Equations (10)–(14), with no signal, T1(NS)
T2(NS)

= 1, and with signals,
T1(NS)
T2(NS)

> 1. Hence, the ratio T1(NS)
T2(NS)

can be used to sense the presence of the signal.

2.2. The Multiple-Antenna Model

We first assume that there are M antennae at the receiver (M ≥ 1). The received signal
at the nth discrete moment at receiver i, xi(n), is given by

xi(n) = si(n) + ηi(n), i = 1, . . . , M (17)

where si(n) (ηi(n)) is the signal (noise) at receiver i. Then, the signal-sensing problem can be
formulated as

H0: xi(n) = ηi(n), i = 1, . . . , M
H1: xi(n) = si(n) + ηi(n), i = 1, . . . , M

(18)

Considering the L consecutive samples and defining the following vectors

xi(n) = [xi(n), xi(n − 1), . . . , xi(n − L + 1)]T (19)

si(n) = [si(n), si(n − 1), . . . , si(n − L + 1)]T (20)

ηi(n) = [ηi(n), ηi(n − 1), . . . , ηi(n − L + 1)]T (21)

and, then, further combining all the signals from the M antennae, we can define the
following vectors

X(n) = [x1(n), . . . , xM(n), x1(n − 1), . . . , xM(n − 1), . . . , x1(n - L + 1), . . . , xM(n - L + 1)]T (22)

S(n) = [s1(n), . . . , sM(n), s1(n − 1), . . . , sM(n − 1), . . . , s1(n - L + 1), . . . , sM(n - L + 1)]T (23)

N(n) = [η1(n), . . . , ηM(n), η1(n − 1), . . . , ηM(n − 1), . . . , η1(n - L + 1), . . . , ηM(n - L + 1)]T (24)

The statistical covariance matrices of the signal and noise are written as

RX = E[X(n) X T(n)] (25)

RS = E[S(n) ST(n)] (26)

Again, considering the white noise, we obtain

RX = RS + σ2
η IML (27)
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where IML is the identity matrix of order ML. Like the antenna situation, if si(n) is absent,
RS = 0. Hence, RX is a diagonal matrix and the off-diagonal elements of RX are all zeros. If
si(n) is present, the off-diagonal elements of RX are not zeros.

Writing the number of available samples by Ns, one can then define the sample
auto-correlation of the received signal as

λij(l) =
1

NS

NS−1

∑
m=0

xi(m)xj(m− l), l = 0, 1, . . . , L− 1; i, j = 1 2 . . . , M (28)

The statistical covariance matrix RX can be approximated by the sample covariance
matrix defined as

RX(Ns) =



λ11(0) λ12(0) . . . λ1M(0) . . . . . . λ11(L− 1) λ12(L− 1) . . . λ1M(L− 1)
λ21(0) λ22(0) . . . λ2M(0) . . . . . . λ21(L− 1) λ22(L− 1) . . . λ2M(L− 1)
. . .
λM1(0) λM2(0) . . . λMM(0) . . . . . . λM1(L− 1) λM2(L− 1) . . . λMM(L− 1)
. . .
λM1(L− 1) λM2(L− 1) . . . λMM(L− 1) . . . . . . λM1(0) λM2(0) . . . λMM(0)

 (29)

The dimension of RX(Ns) is ML ×ML.
Without signals, we have

E(λii(0)) = σ2
η , i = 1, 2, . . . , M (30)

E(λij(l)) = 0, i 6= j, i, j = 1, 2, . . . , M, l = 0, 1, . . . , L− 1 (31)

With signals, introducing the ith (i = 1,2, . . . , M) signal power, σ2
Si = E(si

2(n)), we have

E(λii(0)) = σ2
Si + σ2

η , i = 1, 2, . . . , M (32)

E(λij(l)) 6= 0, i 6= j, i, j = 1, 2, . . . M; l = 0, 1, . . . , L− 1 (33)

Then, we further write T3(NS) as the average sum of all elements of matrix RX(Ns)
and T4(NS) as the average sum of the diagonal elements of matrix RX(Ns). For simplicity,
with rnm the element of matrix RX(Ns) at the nth row and mth column, we have

T3(NS) =
1

ML

ML

∑
n=1

ML

∑
m=1
|rnm| (34)

T4(NS) =
1

ML

ML

∑
n=1
|rnm| (35)

According to Equations (29)–(33), without signals, T3(NS)
T4(NS)

= 1 and with signals,
T3(NS)
T4(NS)

> 1. Hence, the single-antenna algorithm can be directly applied for the multiple-
antenna case.

2.3. The Computational Complexity

The major complexity of the CMS algorithm comes from two functions: the computa-
tion of the covariance matrix (Equation (9) or Equation (29)) and the judgment function of
T1(NS)
T2(NS)

or T3(NS)
T4(NS)

(Equations (15) and (16) or Equations (34) and (35)). For the first function,
the covariance matrix is a block Toeplitz matrix and Hermitian, so that we only need to
evaluate its first block row. Hence, M2LNs multiplications and M2L(ns − 1) additions are
needed, at most. For the second function, (M2L2 + ML) additions are needed. In general,
the total complexity of the multiplications are nearly M2LNs.
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For comparison, the ED algorithm requires MNs multiplications and M(ns − 1) addi-
tions, which means that the complexity of the CMS algorithm is about ML times higher
than that of the ED algorithm. Meanwhile, the total complexity of the MME and EME
algorithms are M2LNs + O(M3L3). Therefore, the complexity of the CMS algorithm is less
than those of the MME and EME algorithms.

3. Theoretical Analysis

Considering that the single-antenna algorithm can be directly used for the multiple-
antenna case, we focus our theoretical analysis on the single-antenna case.

The performance of the signal-sensing algorithm could be described by the probability
of detection (Pd) and a false alarm (Pfa). In the ideal case, Pd goes to unity and Pfa goes
to zero. With no signal information at the receiver side, we usually choose the threshold
based on Pfa. After setting the threshold, we can calculate the Pd at various SNR.

In this section, we analyze the distribution of a random variable and provide theoretical
estimations for Pd and Pfa. To achieve this goal, the first task is to find the statistical
distribution of T1(NS)/T2(NS).

According to Equations (13)–(16), we have

T1(NS) =
1
L

L

∑
l=1

λ(0) +
2
L

L−1

∑
l=1

(L− l)|λ(l)| (36)

T2(NS) =
1
L

L

∑
l=1

λ(0) (37)

Based on the central limit theorem, without signals,

E(|λ(l)|) =

√
2

πNS
σ2

η , l = 1, 2, . . . , L− 1 (38)

and with signals, for large Ns and a low SNR situation,

E(|λ(l)|) =

√
2

πNS

(
σ2

S + σ2
η

)(
2− e

−τ2
l

2

)
+ |E(λ(l))|

(
1−

√
2
π

∫ +∞

τl

e−
u2
2 du

)
, l = 1, 2, . . . , L− 1 (39)

From Equations (10)–(14), we have, without signals,

E(T1(NS)) =

(
1 + (L− 1)

√
2

πNS

)
σ2

η (40)

E(T2(NS)) = σ2
η (41)

and with signals and for the large Ns, we have

E(T1(NS)) = σ2
S + σ2

η +
2σ2

S
L

L−1
∑

l=1
(L− l)|αl |

(
1−

√
2
π

∫ +∞
τl

e−
u2
2 du

)
+

2(σ2
S+σ2

η)
L

L−1
∑

l=1
(L− l)

√
2

πNS

(
2− e

−τ2
l

2

) (42)

E(T2(NS)) = σ2
S + σ2

η (43)

Based on these relationships, we find the statistical distribution

T1(NS)

T2(NS)
≈ E(T1(NS))

E(T2(NS))
(44)
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without signals,

E(T1(NS))

E(T2(NS))
= 1 + (L− 1)

√
2

πNS
(45)

and with signals,
E(T1(NS))
E(T2(NS))

≈ 1 + σ2
S

σ2
S+σ2

η

2
L

L−1
∑

l=1
(L− l)|αl |

= 1 + SNR
SNR+1 γL

(46)

where SNR =
σ2

S
σ2

η
, γL = 2

L

L−1
∑

l=1
(L− l)|αl |

Then, we have

Pf a = P(T1(Ns) > γ1T2(Ns))

= P
(

T2(Ns) < 1
γ1

T1(Ns)
)

= P
(

T2(Ns) < 1
γ1

(
1 + (L− 1)

√
2

Nsπ

)
σ2

η

)
≈ 1−Q

(
1

γ1

(
1+(L−1)

√
2

Nsπ

)
−1√

2
Ns

) (47)

where

Q(t) =
1√
2π

∫ +∞

t
e−

u2
2 du (48)

For a given Pf a, the threshold is chosen as

1
γ1

(
1 + (L− 1)

√
2

Nsπ

)
− 1√

2
Ns

= −Q−1(Pf a) (49)

Then, we have

γ1 =
1 + (L− 1)

√
2

Nsπ

1−Q−1(Pf a)
√

2
Ns

(50)

After setting the threshold, we can obtain the probability of sensing at various SNRs.
For a fixed threshold, with the signal,

Pd = P(T1(Ns) > γ1T2(Ns))

= P
(

T2(Ns) <
1

γ1
T1(Ns)

)
≈ P

(
T2(Ns) <

1
γ1

E(T1(Ns))
)

= P
(

T2(Ns)−σ2
s−σ2

η√
Var(T2(Ns))

<
1

γ1
E(T1(Ns)−σ2

s−σ2
η√

Var(T2(Ns))

)
= 1−Q

( 1
γ1

E(T1(Ns)−σ2
s−σ2

η√
Var(T2(Ns))

)
(51)

For very large Ns and a very low SNR [26],

Var(T2(Ns) ≈
2σ2

η

Ns
(2σ2

s + σ2
η) ≈

2(σ2
s + σ2

η)

Ns
(52)

E(T1(Ns) ≈ σ2
s + σ2

η + γLσ2
s (53)
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Hence, we approximately have

Pd = 1−Q

 1
γ1

+
γLσ2

s
γ1(σ

2
s +σ2

η )
−1√

2
Ns


= 1−Q

(
1

γ1
+

γLSNR
γ1(SNR+1)−1√

2
Ns

) (54)

Then, in Equation (54), it is seen that Pd increases with Ns, SNR, and the correlation
strength among the signal samples. For a fixed SNR, Pd goes to unity when Ns goes
to infinite.

4. Algorithms and Simulations

Based on the theoretical analysis, we propose the following CMS algorithm. The
algorithm can be used both for the single-antenna case and the multiple-antenna case.

As shown in Figure 1, the CMS algorithm can be implemented by the following steps:
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(1) Step 1

Generate a sample signal and noise with the number of samples Ns. The signal is varied
with SNR, and the noise is as random numbers subject to the standard normal distribution.

(2) Step 2

Choose a smoothing factor L, with the number of antennae M, and M = 1 for the
single-antenna model.

(3) Step 3

With a fixed Pfa, compute the threshold γ1.

(4) Step 4

Compute the auto-correlations of the received signal λ(l), and use Equation (9) or
Equation (29) to form the covariance matrix.

(5) Step 5

Compute the variables of T1(Ns), T2(Ns) (or T3(Ns), T4(Ns) for multiple antennae).

(6) Step 6

Based on T1(Ns), T2(Ns) and the threshold γ1, determine the presence of the signal, i.e.,
if T1(Ns)/T2(Ns)>γ1, the signal exists; otherwise, the signal does not exist. The multiple-
antenna cases are similar.

According to the CMS algorithm, we provide certain simulation results for six situa-
tions: (1) the receiver-operating characteristics (ROC) curve, (2) Pd curves under different
SNRs, (3) Pd curves under different Ns, (4) Pd curves under different L, (5) Pd curves un-
der different M, and (6) a performance comparison with state-of-the-art algorithms. In
these simulation runs, the source signal is BPSK modulated, with Rb = 1000 bit/s, and
a sampling rate fs = 1 MHz. All simulation results are based on MATLAB, while Monte
Carlo simulations are used to obtain an average statistical characteristic. To find out the
performance of the algorithm, we compare the CMS to the traditional ED. Although the
ED algorithm does not require any information about the signal, to guarantee a reliable
detection, the threshold of the ED must be set according to the noise power. Nevertheless,
there is always noise uncertainty, usually 1–2 dB in practice [14]. The following simulations
consider this situation.

(1) ROC curve

The ROC curve is a graphic depiction of the relationship between the true and false
positive ratios to quantify the tradeoffs of test sensitivity and specificity. We set simulation
parameters as follows: the number of samples Ns = 10,000, the smoothing factor L = 8,
the signal-to-noise ratio (SNR) = −15 dB or −18 dB, and the number of Monte Carlo
(MC) = 5000.

Figure 2 shows the simulation results for the above cases, where the “ED−xdB”
indicates the ED algorithm with x−dB noise uncertainty.

As shown in the figure, at a fixed Pfa, the Pd of the CMS is higher than that of ED,
showing a better performance of CMS than that of ED.
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(2) Pd curves under different SNRs

The Pd curves under different SNRs can directly show the performance of the algorithm.
Simulation parameters are set as follows: the false alarm Pfa = 0.1 and Pfa = 0.01, the number
of samples Ns = 10,000, the smoothing factor L = 8, and the number of Monte Carlo
(MC) = 5000. Figure 3 shows the simulation results.
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As shown in the figure, the Pd goes to unity for SNR =−13 dB in the case of Ns = 10,000.
All Pd curves of ED algorithms go to unity when SNR > −9 dB.

Meanwhile, we noticed that if there is noise uncertainty, the Pd performance of the ED
algorithm declines as the uncertainty increases.

(3) Pd curves under different Ns

As we know, the performance of the algorithm is closely related to the sensing time.
For sample signals, the sensing time is represented by the number of samples Ns. Here,
we simulate the Pd curves under different Ns, with simulation parameters set as follows:
the false alarm Pfa = 0.01, the number of samples Ns = 1000, Ns = 3000 and Ns = 10,000, the
smoothing factor L = 8, and the number of Monte Carlo (MC) = 2000. The simulation result
of the CMS algorithm for this case is shown in Figure 4.
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Figure 4. Pd curves for different Ns of CMS.

From Figure 4, we can see that the Pd goes to unity for SNR = −7 dB in the case of
Ns = 1000, and also for SNR = -13dB in the case of Ns = 10,000. It is clear that as Ns gets
larger, the Pd performance of the CMS algorithm improves.

(4) Pd curves under different L

Here, we simulate the influence of smoothing factor L on Pd. Simulation parameters are
set as follows: the false alarm Pfa = 0.01, the number of samples Ns = 10,000, the smoothing
factor L = 2, L = 4, L = 8, L = 12, L = 16, and the number of Monte Carlo (MC) = 2000. The
simulation result of the CMS algorithm for this case is shown in Figure 5.
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From Figure 5, we can see that as L becomes larger, the Pd performance of the CMS im-
proves. For example, from L = 4 to 8, we get 2 dB performance improvement. However, the
improvement of Pd tends to saturate with the further increase in L. Specifically, from L = 8 to
12, or L = 12 to 16, we obtain only 0.5dB performance improvement, respectively. Therefore,
considering larger L means higher complexity, we can choose a proper L according to
performance requirements.

(5) Pd curves for the multiple-antenna situation

To test multiple-antenna situation, we simulate the performance of the CMS algorithm
under different numbers of antennae. For simplicity, assume that the antennae are well
separated so that their channels are independent, and that the noise power in each channel
is equal. We consider a system with the antenna number M = 1, 2, and 4. Simulation
parameters are set as follows: the false alarm Pfa = 0.01, the number of samples Ns = 10,000,
the smoothing factor L = 8, and the number of Monte Carlo (MC) = 2000. The simulation
result for the CMS algorithm in this case is shown in Figure 6.
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From Figure 6, we can see that the larger M is, the more significantly the Pd perfor-
mance of the CMS is improved. In particular, as the number of antennae doubles, the Pd
performance improves about 3 dB.

(6) Performance comparison with state-of-the-art algorithms

To evaluate the performance of the CMS algorithm, we simulate the performance of
the CMS algorithm to compare with some of the state-of-the-art algorithms, including the
MME, the EME, the AGM, and the CBM. Simulation parameters are set as follows: the false
alarm Pfa = 0.01, the number of samples Ns = 10,000, the smoothing factor L = 8, and the
number of Monte Carlo (MC) = 2000. The simulation result for the CMS algorithm in this
case is shown in Figure 7.
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From Figure 7, we can see that the performance of CMS algorithm is significantly
better than those of the AGM and EME algorithms. Meanwhile, the performance of the
CMS algorithm is slightly better than those of the MME and CBM algorithms.

5. Discussion

The signal-sensing method is a focused topic in the cognitive radio field, and it is also
promoted and applied in other fields, such as signal transmission in a hypersonic plasma
sheath. Such a sheath may absorb, scatter, and reflect microwaves, causing significant
signal attenuation and noise uncertainty. Traditional microwave diagnostics or energy
detection methods require pre-calibrated noise levels, which might be a difficult task on the
side of a spacecraft. The proposed CMS method, however, does not need prior information
about signals and noise, a feature with great potential for applications.

From the simulation results in Figures 2 and 3, it can be observed that the performance
of CMS method is about 5dB better than that of the ideal ED method (without noise
uncertainty). Meanwhile, with 1–2dB noise uncertainty, the performance of the ED method
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might decline as uncertainty increases. Clearly, the CMS method is more advantageous
than the ED method.

In addition, from the simulation results in Figures 4 and 5, we can see that the perfor-
mance of CMS method is closely related to the number of samples Ns and the smoothing
factor L. As Ns rises, one obtains more information about the signal and, thus, the Pd
performance is improved. Interestingly, a larger L may lead to better performance, but as
L becomes larger than 8, the performance improvement becomes less and less. It should
also be noted that since a larger L means higher complexity, in practice we can choose an
appropriate L, such as L = 8.

Moreover, according to the simulation results in Figure 6, the Pd performance of the
CMS algorithm is improved significantly as M increases. This result can be explained by
the following two reasons. On the one hand, in the multiple-antenna system, receiving
channels are usually independent of each other, so the noises are also independent and
their cross-correlations almost vanish. On the other hand, the received signals are related
to each other, and the cross-correlation of the signal is considerably finite, so the sensing
performance can be improved effectively.

Finally, according to the simulation results in Figure 7, the performance of the CMS
algorithm is significantly better than those of the AGM and EME algorithms, and slightly
better than those of the MME or CBM algorithms. Thus, it can be demonstrated that
the performance of the CMS algorithm is competitive when compared with state-of-the-
art algorithms.

6. Conclusions

In this paper, we proposed a promising sensing method based on both the single- and
multiple-antenna covariance matrices of the received signal. Theoretical analysis and the
implementation algorithm of the single-antenna covariance matrix sensing were provided
for the proposed method and extended to multiple-antenna situations. This method
can be widely used for various signal-sensing applications, especially scenarios without
prior information about signals and noise. Compared with the ED sensing method, the
proposed method can effectively overcome the uncertainty of noise. Simulations showed
that the proposed method has excellent performance for very low SNR signal and that it is
competitive with the state-of-the-art algorithms, such as the AGM, the EME, the MME, or
the CBM algorithms. Furthermore, when the received signals are from multiple antennae,
the signal cross-correlations improved the sensing performance, which makes the proposed
method very promising in mitigating the blackout effect of the hypersonic plasma sheath.
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