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Abstract

:

The current paper recovers cubic–quartic optical solitons in fiber Bragg gratings having polynomial law of nonlinear refractive index structures. Lie symmetry analysis is carried out, starting with the basic analysis. Then, it is followed through with improved Kudryashov and generalized Arnous schemes. The parameter constraints are also identified for the existence of such solitons. Numerical surface plots support the adopted applied analysis.






Keywords:


polynomial; Lie symmetry; solitons; Kudryashov; Arnous












1. Introduction


The concept of cubic–quartic (CQ) solitons emerged about half a decade ago when it was realized that soliton sustainability becomes questionable with catastrophic consequences when chromatic dispersion (CD) tends to become depleted [1,2,3,4,5]. Therefore, third-order dispersion (3OD) and fourth-order dispersion (4OD) effects are included to replenish the low count of CD. Thus, CQ solitons were conceived [6,7,8,9,10]. Aside from this measure to counter low counts of CD, another approach is from an engineering marvel that introduces a grating structure in the internal walls of the fiber core, known as Bragg gratings after the engineer who first proposed this structure [11,12,13,14,15]. This grating structure also produces dispersive reflectivity, compensating for low dispersive effects. Thus, the two approaches would collectively ensure the safe transmission of solitons across intercontinental distances without any adverse effect.



The current paper models such a physical situation in fiber Bragg gratings with CQ dispersive effects. The source of self–phase modulation (SPM) comes from the polynomial law of nonlinear refractive index [3,4,11,14]. The model is therefore the coupled nonlinear Schrodinger’s equation (NLSE) that is addressed in the paper. A Lie symmetry analysis first reduces the corresponding partial differential equations (PDEs) into ordinary differential equations (ODEs) that are subsequently addressed using the improved Kudryashov scheme and the generalized Arnous method. This gave way to retrieving singular and bright optoelectronic wave fields with the model presented in the paper. The supporting surface plots for the bright solitons are presented. The details are addressed after a succinct picture of the model.



Governing Equations


Periodic structures called Bragg gratings can be created by etching into an optical fiber [16,17,18,19,20]. Bragg gratings have a unique property: they reflect light of a specific wavelength while allowing light of other wavelengths to pass through [21,22,23,24,25]. This is possible because the grating’s period and the fiber core’s refractive index determine the wavelength of the reflected light. To address the problem of limited bandwidth in fiber optic communication systems due to increasing data demands, Bragg gratings can serve as a solution by increasing the capacity of the optical fiber [26,27,28,29,30]. This capacity issue occurs when the available bandwidth of a system becomes depleted, and is often referred to as CD running low. By incorporating Bragg gratings, the system can be optimized to accommodate higher data rates while maintaining the integrity of the signal [31,32,33,34,35]. Wavelength division multiplexing (WDM) is a technique that can be used to increase the capacity of an optical fiber by transmitting multiple signals simultaneously over different wavelengths in the same fiber. To implement WDM, Bragg gratings can be used to create filters that are specific to certain wavelengths [36,37,38,39,40]. These filters can separate the different signals, allowing multiple channels to operate at different wavelengths within the same fiber. By using Bragg gratings in this way, the fiber’s capacity can be significantly increased, enabling it to accommodate a greater amount of data traffic [41,42,43,44,45,46]. Bragg gratings have another important application in the field of optical amplifiers, which are used to increase the strength of the signal in the fiber. By using Bragg gratings in conjunction with erbium-doped fiber amplifiers (EDFAs), it is possible to achieve wavelength-specific amplification. This feature enables multiple signals at different wavelengths to be amplified simultaneously, resulting in a significant increase in the overall capacity of systems. By implementing Bragg gratings in optical amplifiers, it is possible to achieve more efficient and effective signal amplification, making it possible to transmit data over longer distances with fewer errors. In the field of fiber optic communication, Bragg gratings have emerged as a versatile and powerful tool for increasing the capacity of the system. By enabling wavelength division multiplexing and providing wavelength-specific amplification in optical amplifiers, Bragg gratings offer a reliable and effective means of boosting the performance of fiber optic communication systems. With their ability to accommodate multiple signals at different wavelengths and amplify these signals with precision, Bragg gratings are an essential technology for meeting the growing demands of modern data transmission.



Bragg gratings have a multitude of applications in the context of chromatic dispersion (CD) running low in optical communication systems. Chromatic dispersion is a phenomenon that can cause signal distortion as different wavelengths of light travel at varying speeds through the fiber. Bragg gratings can be utilized to mitigate the effects of CD by creating wavelength-specific filters that compensate for the differences in propagation velocities. This approach can help to improve the quality and reliability of optical communication systems, particularly over long distances, by minimizing signal distortion and maintaining the integrity of the transmitted data. In addition to the applications mentioned earlier, Bragg gratings have proven to be a powerful tool for addressing CD-related issues in fiber optic communication. Furthermore, Bragg gratings have several other important applications and physical significance related to chromatic dispersion (CD) running low. These applications include the following: one key application of Bragg gratings in the context of chromatic dispersion (CD) running low is the compensation of CD-induced signal distortion. Bragg gratings can be designed to induce a precise phase shift in reflected light, which can offset the phase shift induced by CD. By doing so, the distortion of the optical signal can be reduced or eliminated, thereby improving the quality and reliability of data transmission. This capability is particularly important in high-capacity optical communication systems, where the effects of CD can become a significant limiting factor in the performance of the system. Bragg gratings are a versatile and essential tool in optical fiber communication engineering. They can be used to address a range of issues related to chromatic dispersion, including compensating for dispersion slope and mitigating the effects of CD-induced signal distortion. Additionally, Bragg gratings can provide sensing capabilities for monitoring a variety of environmental parameters, making them an important technology for a range of applications. With their ability to enhance the performance and reliability of fiber optic communication systems, Bragg gratings are a key component in the design and implementation of cutting-edge optical communication networks.



The mathematical model that governs CQ solitons in fiber Bragg gratings with the polynomial form of SPM [47] is structured as:


     i  q t  + i  a 1   r  x x x   +  b 1   r  x x x x   +   c 1    | q |  2  +  d 1    | r |  2   q +   ξ 1    | q |  4  +  η 1    | q |  2    | r |  2  +  ζ 1    | r |  4   q       +   l 1    | q |  6  +  m 1    | q |  4    | r |  2  +  n 1    | q |  2    | r |  4  +  p 1    | r |  6   q + i  α 1   q x  +  β 1  r = 0 ,     



(1)




and


     i  r t  + i  a 2   q  x x x   +  b 2   q  x x x x   +   c 2    | r |  2  +  d 2    | q |  2   r +   ξ 2    | r |  4  +  η 2    | q |  2    | r |  2  +  ζ 2    | r |  4   r       +   l 2    | r |  6  +  m 2    | r |  4    | q |  2  +  n 2    | r |  2    | q |  4  +  p 2    | q |  6   r + i  α 2   r x  +  β 2  q = 0 .     



(2)







For   j = 1 , 2  ,   β j   gives the detuning parameters, and   α j   yields the intermodal dispersion.   d j   comes from the cross–phase modulation (XPM) for cubic nonlinearity, while   q ( x , t )   and   r ( x , t )   are the wave profiles propagating forwards and backwards in sequence. Next,   a j   and   b j   indicate the coefficients of 3OD and 4OD reflectivity in sequence, while   c j   stems from the SPM. The XPM coefficients are given by    m j  ,  n j    and   p j  , while the coefficients   ξ j   are for the SPM. Furthermore, from septic nonlinearity, the SPM coefficients are   l j  , while   η j   and   ζ j   arise from the XPM.





2. Lie Symmetry Analysis


The Norwegian mathematician Marius Sophus Lie (1842–1899) discovered the Lie group theory. According to Lie, the various approaches to solving differential equations precisely were simply various applications of a general approach to integration, known as the theory of transformation groups. Lie theory is the mathematical foundation for understanding the symmetry of differential equations. Lie’s introduction of the theory was so insightful that it allowed mathematicians to come up with many different methods and techniques for solving differential equations. Differential equations using symmetry analysis are becoming increasingly common in mathematics and the physical sciences, due to their effectiveness in solving complex problems. Tanwar et al. studied the propagation of some nonlinear dispersive water waves, such as waves in an infinitely narrow channel [48], waves with nonuniform velocities [49], waves in two horizontal directions in shallow water [50], the long wave equation with a large wavelength [51], and undulating bores in shallow water [52], by using Lie symmetry analysis. Some recent and very useful books devoted to Lie symmetry analysis are [53,54,55,56,57].



Here, Lie group analysis is used to derive the symmetry reduction of the system (1) and (2). Let us start by defining   r ( x , t )   and   q ( x , t )   as follows:


  r  ( x , t )  =  u 2   ( x , t )  + ι  v 2   ( x , t )  ,  



(3)




and


  q  ( x , t )  =  u 1   ( x , t )  + ι  v 1   ( x , t )  ,  



(4)




which divide the system (1) and (2) into the following systems


     0 = −  v  i t   −  a i   v  j x x x   +  b i   u  j x x x x   +   c i    u  i  2  +  v  i  2   +  d i    u  j  2  +  v  j  2     u i  +   ξ i     u  i  2  +  v  i  2   2           +  η i    u  i  2  +  v  i  2     u  j  2  +  v  j  2   +  ζ i     u  j  2  +  v  j  2   2    u i  +   l i     u  i  2  +  v  i  2   3  +  m i     u  i  2  +  v  i  2   2             u  j  2  +  v  j  2   +  n i    u  i  2  +  v  i  2      u  j  2  +  v  j  2   2  +  p i     u  j  2  +  v  j  2   3    u i  −  α i   v  i x   +  β i   u j  ,     



(5)




and


     0 =  u  i t   +  a i   u  j x x x   +  b i   v  j x x x x   +   c i    u  i  2  +  v  i  2   +  d i    u  j  2  +  v  j  2     v i  +   ξ i     u  i  2  +  v  i  2   2           +  η i    u  i  2  +  v  i  2     u  j  2  +  v  j  2   +  ζ i     u  j  2  +  v  j  2   2    v i  +   l i     u  i  2  +  v  i  2   3  +  m i     u  i  2  +  v  i  2   2             u  j  2  +  v  j  2   +  n i    u  i  2  +  v  i  2      u  j  2  +  v  j  2   2  +  p i     u  j  2  +  v  j  2   3    v i  +  α i   u  i x   +  β i   v j  ,     



(6)




where   j = 3 − i   and   i = 1 , 2  . To derive symmetries for the system (5) and (6), the Lie group of point transformations is presented as below:


      v  2  *  =  v 2  + ϵ   ψ 2   ( x , t ,  u 1  ,  u 2  ,  v 1  ,  v 2  )  + O  (  ϵ 2  )  ,           v  1  *  =  v 1  + ϵ   ψ 1   ( x , t ,  u 1  ,  u 2  ,  v 1  ,  v 2  )  + O  (  ϵ 2  )  ,           u  2  *  =  u 2  + ϵ   ϕ 2   ( x , t ,  u 1  ,  u 2  ,  v 1  ,  v 2  )  + O  (  ϵ 2  )  ,           u  1  *  =  u 1  + ϵ   ϕ 1   ( x , t ,  u 1  ,  u 2  ,  v 1  ,  v 2  )  + O  (  ϵ 2  )  ,           t *  = t + ϵ  τ  ( x , t ,  u 1  ,  u 2  ,  v 1  ,  v 2  )  + O  (  ϵ 2  )  ,           x *  = x + ϵ  ξ  ( x , t ,  u 1  ,  u 2  ,  v 1  ,  v 2  )  + O  (  ϵ 2  )  ,     



(7)




where    ϕ 2  ,  τ ,   ϕ 1  ,  ξ ,   ψ 2    and   ψ 1   are infinitesimals that can be achieved by linearizing the invariance condition about   ϵ = 0  . The vector field V connected to the Lie group of transformations (7) mentioned above is


  V = ξ    ∂  ∂ x    + τ    ∂  ∂ t    +  ϕ 1     ∂  ∂  u 1     +  ϕ 2     ∂  ∂  u 2     +  ψ 1     ∂  ∂  v 1     +  ψ 2     ∂  ∂  v 2     .  



(8)







The system of invariance conditions is generated by applying the transformations (7) to the system (5) and (6). The values of the appropriate extended infinitesimals should then be substituted, and the coefficient of the various powers of the differentials of    u 1  ,  u 2  ,  v 1  ,  v 2    should be equalized to provide a system of determining equations. The following are the resultant infinitesimals that are acquired by resolving the system of determining equations:


     ξ =  C 2  ,  τ =  C 1  ,   ϕ 1  = −  C 3   v 1  ,   ϕ 2  = −  C 3   v 2  ,   ψ 1  =  C 3   u 1  ,   ψ 2  =  C 3   u 2  ,     



(9)




where    C 1  ,   C 2    and   C 3   are arbitrary constants. As a result, the infinitesimal generators derived from (9) are extracted as


       V 1  =  ∂  ∂ t   ,   V 2  =  ∂  ∂ x   ,   V 3  =  u 2   ∂  ∂  v 2    +  u 1   ∂  ∂  v 1    −  v 2   ∂  ∂  u 2    −  v 1   ∂  ∂  u 1    .      



(10)







The Lie algebra (10) comprises some additional Lie symmetry for the system (1) and (2). For example, if we consider system (1) and (2) with the non-zero    b i  ,  c i  ,  d i   , and all other parameters vanish, then the Lie algebra (10) admits the additional Lie symmetry


       V 4  = 4 t  ∂  ∂ t   + x  ∂  ∂ x   − 2  u 1   ∂  ∂  u 1    − 2  u 2   ∂  ∂  u 2    − 2  v 1   ∂  ∂  v 1    − 2  v 2   ∂  ∂  v 2    .      



(11)







Consider the system (1) and (2) with the non-zero    b i  ,  ξ i  ,  η i  ,  ζ i   ; all other parameters vanish. In this case, the system (1) and (2) admits the additional Lie symmetry as


       V 4  = 4 t  ∂  ∂ t   + x  ∂  ∂ x   −  u 1   ∂  ∂  u 1    −  u 2   ∂  ∂  u 2    −  v 1   ∂  ∂  v 1    −  v 2   ∂  ∂  v 2    .      



(12)







Consider the system (1) and (2) with the non-zero    a i  ,  c i  ,  d i   ; all other parameters vanish. In this case, the system (1) and (2) admits the additional Lie symmetry as


       V 4  = 3 t  ∂  ∂ t   + x  ∂  ∂ x   −   3  u 1   2   ∂  ∂  u 1    −   3  u 2   2   ∂  ∂  u 2    −   3  v 1   2   ∂  ∂  v 1    −   3  v 2   2   ∂  ∂  v 2    .      



(13)







Consider the system (1) and (2) with the non-zero    a i  ,  ξ i  ,  η i  ,  ζ i   ; all other parameters vanish. In this case, the system (1) and (2) admits the additional Lie symmetry as


       V 4  = 3 t  ∂  ∂ t   + x  ∂  ∂ x   −   3  u 1   4   ∂  ∂  u 1    −   3  u 2   4   ∂  ∂  u 2    −   3  v 1   4   ∂  ∂  v 1    −   3  v 2   4   ∂  ∂  v 2    .      



(14)







Symmetry Reduction


In this subsection, we reduce the system (1) and (2) into coupled ordinary differential equations by considering the Lie algebra (10)–(14).



Case 1: For the vector field


      V 3  + λ  V 2  + μ  V 1  =  u 2    ∂  ∂  v 2     +  u 1    ∂  ∂  v 1     −  v 2    ∂  ∂  u 2     −  v 1    ∂  ∂  u 1     + μ   ∂  ∂ t    + λ   ∂  ∂ x    ,     



(15)




the corresponding similarity variables are recovered as


      v 2   ( x , t )      =  P 2   ( σ )  sin   Q 2   ( σ )   ,        u 2   ( x , t )      =  P 2   ( σ )  cos   Q 2   ( σ )   ,        v 1   ( x , t )      =  P 1   ( σ )  sin   Q 1   ( σ )   ,        u 1   ( x , t )      =  P 1   ( σ )  cos   Q 1   ( σ )   ,      σ    = μ x − λ t ,     



(16)




where  λ  and  μ  are non-zero constants, while   P 1   and   P 2   are new dependent variables. By utilizing (16), along with the relation


   Q 1   ( σ )  =  Q 2   ( σ )  = Q  ( σ )  ,  



(17)




the system (5) and (6) reduces to


     0 = λ  Q ′   P i  −  a i   μ 3   −    Q ′   3   P j  + 3  Q ′   P  j   ″   + 3  Q  ″    P  j  ′  +  Q  ‴    P j   +  b i   μ 4      Q ′   4   P j  − 6    Q ′   2   P  j   ″            − 12  Q ′   Q  ″    P  j  ′  − 4  Q ′   Q  ‴    P j  − 3    Q  ″    2   P j  +  P  j   ⁗    +   c i   P  i  2  +  d i   P  j  2    P i  +   ξ i   P  i  4  +  η i   P  i  2   P  j  2           +  ζ i   P  j  2    P i  +   l i   P  i  6  +  m i   P  i  4   P  j  2  +  n i   P  i  2   P  j  4  +  p i   P  j  6    P i  −  α i  μ  Q ′   P i  +  β i   P j  ,     



(18)




and


     0 = − λ  P  i  ′  +  a i   μ 3   − 3    Q ′   2   P  j  ′  − 3  Q ′   Q  ″    P j  +  P  j   ‴    +  b i   μ 4   − 4    Q ′   3   P  j  ′  − 6    Q ′   2   Q  ″    P j           + 4  Q ′   P  j   ‴   + 6  Q  ″    P  j   ″   + 4  Q  ‴    P  j  ′  +  Q  ⁗    P j   +  α i  μ  P  i  ′  ,     



(19)




where   j = 3 − i   and   i = 1 , 2  . Now, from (19), comparing the coefficient of   P  j   ‴    equal to zero, gives


  Q  ( σ )  = −    a i   4 μ  b i     σ +  k 1  ,  



(20)




where   k 1   is the constant of integration. Next, let us consider


      P 2  = ρ  P 1  ,          λ = μ  α 1  −    μ ρ  a  1  3    8  b  1  2     = μ  α 2  −    μ ρ  a  2  3    8  b  2  2     ,           (  ρ 6   p 1  +  ρ 4   n 1  +  ρ 2   m 1  +  l 1  )  = ρ  (  ρ 6   l 2  +  ρ 4   m 2  +  ρ 2   n 2  +  p 2  )  ,           (  ρ 4   ζ 1  +  ρ 2   η 1  +  ξ 1  )  = ρ  (  ρ 4   ξ 2  +  ρ 2   η 2  +  ζ 2  )  ,           (  ρ 2   d 1  +  c 1  )  =  (  ρ 2   c 2  +  d 2  )  ,            β 1  −    3  a  1  4    256  b  1  3      ρ −    a 1   4 μ  b 1      ( λ − μ  α 1  )  = −     a 2  ρ   4 μ  b 2      ( λ − μ  α 2  )  +  β 2  −    3  a  2  4    256  b  2  3     ,              a  1  2  ρ   b 1    =    a  2  2   b 2    ,           b 1  ρ =  b 2  .     



(21)







Utilizing (20), along with the restrictions of (21), the system of Equations (18) and (19) leads to


   S 1   P  1   ⁗   +  S 2   P  1   ″   +  S 3   P  1  7  +  S 4   P  1  5  +  S 5   P  1  3  +  S 6   P 1  = 0 ,  



(22)




where


       S 1  = ρ  b 1   μ 4  ,             S 2  =    3 ρ  μ 2   a  1  2    8  b 1     ,             S 3  =  (  ρ 6   p 1  +  ρ 4   n 1  +  ρ 2   m 1  +  l 1  )  ,             S 4  =  (  ρ 4   ζ 1  +  ρ 2   η 1  +  ξ 1  )  ,             S 5  =  (  ρ 2   d 1  +  c 1  )  ,             S 6  =   β 1  −    3  a  1  4    256  b  1  3      ρ −    a 1   4 μ  b 1      ( λ − μ  α 1  )  .      



(23)







Now, by setting


   P 1   ( σ )  = U   ( σ )   2 3   ,  



(24)







Equation (22) changes to


     81  S 3   U 8  + 81  S 4   U  20 3   + 81  S 5   U  16 3   + 81  S 6   U 4  + 54   S 1   U  ⁗   +  S 2   U  ″     U 3  − 18   S 2     U ′   2          + 4  S 1   U ′   U  ‴   + 3  S 1     U  ″    2    U 2  + 144  S 1  U    U ′   2   U  ″   − 56  S 1     U ′   4  = 0 .     



(25)







For integrability aspects, one can set


   S 4  =  S 5  = 0 .  



(26)







So, Equation (25) becomes


     81  S 3   U 8  + 81  S 6   U 4  + 54   S 1   U  ⁗   +  S 2   U  ″     U 3  − 18   S 2     U ′   2  + 4  S 1   U ′   U  ‴   + 3  S 1     U  ‴    2    U 2        + 144  S 1  U    U ′   2   U  ″   − 56  S 1     U ′   4  = 0 .     



(27)







Case 2: For the vector field given by (11)


       V 4  = 4 t  ∂  ∂ t   + x  ∂  ∂ x   − 2  u 1   ∂  ∂  u 1    − 2  u 2   ∂  ∂  u 2    − 2  v 1   ∂  ∂  v 1    − 2  v 2   ∂  ∂  v 2    ,      



(28)




the corresponding similarity variables are recovered as


   v 2   ( x , t )  =     Q 2   ( σ )    t    ,   u 2   ( x , t )  =     P 2   ( σ )    t    ,   v 1   ( x , t )  =     Q 1   ( σ )    t    ,   u 1   ( x , t )  =     P 1   ( σ )    t    ,  σ =    x 4  t   ,  



(29)




where   P i   and   Q i   are new dependent variables. By utilizing (29), the system (5) and (6) reduces to


     0 =  c i   P  i  3  +   d i   Q  j  2  +  c i   Q  i  2  +  d i   P  j  2    P i  +  1 2   Q i  + 256  σ 3   b i   P  j   ⁗   + 1152  σ 2   b i   P  j   ‴          + 816 σ  b i   P  j   ″   + σ  Q  i  ′  + 24  b i   P  j  ′  ,     



(30)




and


     0 =  c i   P  i  2   Q i  −  1 2   P i  +  c i   Q  i  3  +  d i    P  j  2  +  Q  j  2    Q i  + 256  σ 3   b i   Q  j   ⁗   + 1152  σ 2   b i   Q  j   ‴          + 816 σ  b i   Q  j   ″   − σ  P  i  ′  + 24  b i   Q  j  ′  ,     



(31)




where   j = 3 − i   and   i = 1 , 2  .



Case 3: For the vector field given by (12)


       V 4  = 4 t  ∂  ∂ t   + x  ∂  ∂ x   −  u 1   ∂  ∂  u 1    −  u 2   ∂  ∂  u 2    −  v 1   ∂  ∂  v 1    −  v 2   ∂  ∂  v 2    ,      



(32)




the corresponding similarity variables are recovered as


   v 2   ( x , t )  =     Q 2   ( σ )   x   ,   u 2   ( x , t )  =     P 2   ( σ )   x   ,   v 1   ( x , t )  =     Q 1   ( σ )   x   ,   u 1   ( x , t )  =     P 1   ( σ )   x   ,  σ =    x 4  t   ,  



(33)




where   P i   and   Q i   are new dependent variables. By utilizing (33), the system (5) and (6) reduces to


     0 =  ξ i   P  i  5  +  2  ξ i   Q  i  2  +  η i    Q  j  2  +  P  j  2     P  i  3  +   ξ i   Q  i  4  +  η i    Q  j  2  +  P  j  2    Q i  +  ζ i     Q  j  2  +  P  j  2   2    P i         + 24  b i   P j  + 432  b i   σ 2   P  j   ″   + 896  b i   σ 3   P  j   ‴   + 256  b i   σ 4   P  j   ⁗   +  σ 2   Q  i  ′  − 24  b i  σ  P  j  ′  ,     



(34)




and


     0 =  η i    Q  j  2  +  P  j  2    Q  i  3  +  ξ i   Q  i  5  +  2  ξ i   Q  i  2  +  η i    Q  j  2  +  P  j  2     Q i   P  i  2  +  ζ i     Q  j  2  +  P  j  2   2   Q i  + 24  b i   Q j         +  ξ i   P  i  4   Q i  + 256  b i   σ 4   Q  j   ⁗   − 24  b i  σ  Q  j  ′  −  σ 2   P  i  ′  + 896  b i   σ 3   Q  j   ‴   + 432  b i   σ 2   Q  j   ″   ,     



(35)




where   j = 3 − i   and   i = 1 , 2  .



Case 4: For the vector field given by (13)


       V 4  = 3 t  ∂  ∂ t   + x  ∂  ∂ x   −   3  u 1   2   ∂  ∂  u 1    −   3  u 2   2   ∂  ∂  u 2    −   3  v 1   2   ∂  ∂  v 1    −   3  v 2   2   ∂  ∂  v 2    ,      



(36)




the corresponding similarity variables are recovered as


   v 2   ( x , t )  =     Q 2   ( σ )    t    ,   u 2   ( x , t )  =     P 2   ( σ )    t    ,   v 1   ( x , t )  =     Q 1   ( σ )    t    ,   u 1   ( x , t )  =     P 1   ( σ )    t    ,  σ =    x 3  t   ,  



(37)




where   P i   and   Q i   are new dependent variables. By utilizing (37), the system (5) and (6) reduces to


     0 =  c i   P  i  3  +   d i   Q  j  2  +  c i   Q  i  2  +  d i   P  j  2    P i  +  1 2   Q i  − 54 σ  a i   Q  j   ″   − 27  σ 2   a i   Q  j   ‴   + σ  Q  i  ′  − 6  a i   Q  j  ′  ,     



(38)




and


     0 =  P  i  2   Q i   c i  −   P i  2  +  Q  i  3   c i  +   Q  j  2   d i  +  P  j  2   d i    Q i  + 54 σ  a i   P  j   ″   + 27  σ 2   a i   P  j   ‴   − σ  P  i  ′  + 6  a i   P  j  ′  ,     



(39)




where   j = 3 − i   and   i = 1 , 2  .



Case 5: For the vector field given by (14)


       V 4  = 3 t  ∂  ∂ t   + x  ∂  ∂ x   −   3  u 1   4   ∂  ∂  u 1    −   3  u 2   4   ∂  ∂  u 2    −   3  v 1   4   ∂  ∂  v 1    −   3  v 2   4   ∂  ∂  v 2    ,      



(40)




the corresponding similarity variables are recovered as


   v 2   ( x , t )  =     Q 2   ( σ )    t 4    ,   u 2   ( x , t )  =     P 2   ( σ )    t 4    ,   v 1   ( x , t )  =     Q 1   ( σ )    t 4    ,   u 1   ( x , t )  =     P 1   ( σ )    t 4    ,  σ =    x 3  t   ,  



(41)




where   P i   and   Q i   are new dependent variables. By utilizing (41), the system (5) and (6) reduces to


     0 =  ξ i   P  i  5  +  2  ξ i   Q  i  2  +  η i    Q  j  2  +  P  j  2     P  i  3  +   ξ i   Q  i  4  +  η i    Q  j  2  +  P  j  2    Q  i  2  +  ζ i   Q  j  4  + 2  ζ i   P  j  2   Q  j  2           +  ζ i   P  j  4    P i  +  1 4   Q i  − 54 σ  a i   Q  j   ″   − 27  σ 2   a i   Q  j   ‴   + σ  Q  i  ′  − 6  a i   Q  j  ′  ,     



(42)




and


     0 =  ξ i   Q  i  5  −  1 4   P i  +  2  ξ i   Q i  +  η i    Q  j  2  +  P  j  2     Q i   P  i  2  +  2  ζ i   P  j  2   Q  j  2  +  ζ i   P  j  4  +  ζ i   Q  j  4    Q i         +  ξ i   P  i  4   Q i  +  η i    Q  j  2  +  P  j  2    Q  i  3  + 27  σ 2   a i   P  j   ‴   + 54 σ  a i   P  j   ″   + 6  a i   P  j   ″   − σ  P  i  ′  ,     



(43)




where   j = 3 − i   and   i = 1 , 2  .



It is difficult to express the exact solutions of coupled ordinary differential equations derived in the above cases (2)–(5), but one can express their solutions in the numerical forms.





3. Improved Kudryashov Method


Under the circumstances of the improved Kudryashov method [58], Equation (27) satisfies the explicit solution of the form


  U  ( σ )  =  B 0  +  B 1  R  ( σ )  ,  



(44)




where   B 0   and   B 1   are arbitrary constants, with    B 1  ≠ 0  . In (44), the function   R ( σ )   fulfills the relation


   R ′   ( σ )  = δ  ϱ R   ( σ )  3  − R  ( σ )   ,  



(45)




and possesses the solution


  R  ( σ )  =   1   ϱ + k   e  2 δ σ       ,  



(46)




where k is a real constant. By inserting (44) into (27) and then utilizing (45), we receive a polynomial of   R ( σ )  . Then, by gathering the coefficients of different powers of derived polynomials equal to zero, one secures a system of equations that permits the following results:


      B 0  = 0 ,   B 1  = ±    4 δ  3     −    22  ϱ 2   S 1    S 3     4  ,   S 2  = −    68  δ 2   S 1   9   ,   S 6  =    256  δ 4   S 1   81   .     



(47)







Therefore, the straddled soliton profiles are presented as below:


  q  ( x , t )  = ±      4 δ  3     −    22  ϱ 2   S 1    S 3     4     1   ϱ + k   e  2 δ  μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t           2 3    e  i   −   a 1   4 μ  b 1     μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  +  k 1     ,  



(48)




and


  r  ( x , t )  = ± ρ      4 δ  3     −    22  ϱ 2   S 1    S 3     4     1   ϱ + k   e  2 δ  μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t           2 3    e  i   −   a 1   4 μ  b 1     μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  +  k 1     ,  



(49)




with constraint    S 1   S 3  < 0  .




4. Generalized Arnous Method


In this section, we extract the optical soliton solutions of the system (1) and (2) by using the generalized Arnous scheme [59] on Equation (27). According to this method, Equation (27) holds the solution


  P  ( σ )  =  ϱ 0  +     ϱ 1  +  ν 1   Φ ′   ( σ )    Φ ( σ )    ,  



(50)




where    ϱ 0  ,  ϱ 1    and   ν 1   are arbitrary constants. Here   Φ ( σ )   satisfies the following relation


     Φ ′   ( σ )   2  =  Φ   ( σ )  2  − χ  ln   ( A )  2  ,  



(51)




with


   Φ  ( n )    ( σ )  =       Φ ′   ( σ )  ln   ( A )   n − 1   ,     n  is  odd ,             Φ  ( σ )  ln   ( A )  n  ,     n  is  even ,       n ≥ 2  



(52)




where   A > 0   and   A ≠ 1  . Equation (51) admits a solution as shown below:


  Φ  ( σ )  =   χ  4 k ln  ( A )   A σ     + k ln  ( A )   A σ  ,  



(53)




where  χ  and k are arbitrary parameters.



By inserting (50) along with (51) into Equation (22), we receive a polynomial of    1  Φ ( σ )       Φ ′   ( σ )    Φ ( σ )     . Then, by gathering the coefficients of different powers of derived polynomial equal to zero, one obtains a system of equations that admits the following results:


      ϱ 0  = 0 ,   ν 1  = 0 ,   ϱ 1  = ±    2 ln ( A )  3     −    55  χ 2   S 1    S 3     4  ,   S 2  = −    68 ln   ( A )  2   S 1   9   ,   S 6  =    256 ln   ( A )  4   S 1   81   .     



(54)







Therefore, we reveal the straddled soliton profiles


  q  ( x , t )  = ±      2 ln ( A )  3     −    55  χ 2   S 1    S 3     4      4 k ln  ( A )   A  μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t     4  k 2  ln   ( A )  2   A  2 μ x − 2  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t   + χ       2 3    e  i   −   a 1   4 μ  b 1     μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  +  k 1     ,  



(55)




and


  r  ( x , t )  = ± ρ      2 ln ( A )  3     −    55  χ 2   S 1    S 3     4      4 k ln  ( A )   A  μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t     4  k 2  ln   ( A )  2   A  2 μ x − 2  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t   + χ       2 3    e  i   −   a 1   4 μ  b 1     μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  +  k 1     ,  



(56)




with constraint    S 1   S 3  < 0  .



If we consider   χ = 4  k 2  log   ( A )  2    in solutions (55) and (56), then we recover the bright optoelectronic wave fields


  q  ( x , t )  = ±     1  3 k      −    55  χ 2   S 1    S 3     4    sec h    μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  ln A    2 3    e  i   −   a 1   4 μ  b 1     μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  +  k 1     ,  



(57)




and


  r  ( x , t )  = ± ρ     1  3 k      −    55  χ 2   S 1    S 3     4    sec h    μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  ln A    2 3    e  i   −   a 1   4 μ  b 1     μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  +  k 1     ,  



(58)




while, if we consider   χ = − 4  k 2  log   ( A )  2    in solutions (55) and (56), then we recover the singular soliton profiles


  q  ( x , t )  = ±     1  3 k      −    55  χ 2   S 1    S 3     4   csc h    μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  ln A    2 3    e  i   −   a 1   4 μ  b 1     μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  +  k 1     ,  



(59)




and


  r  ( x , t )  = ± ρ     1  3 k      −    55  χ 2   S 1    S 3     4   csc h    μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  ln A    2 3    e  i   −   a 1   4 μ  b 1     μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  +  k 1     .  



(60)







The surface plots of solitons (57) and (58) are depicted in Figure 1. The parameter values chosen are:   k = 1  ,   ρ = 2  ,   μ = 1  ,    p 1  = 1  ,    n 1  = 1  ,    m 1  = 1  ,    l 1  = 1  ,    α 1  = 1  ,    a 1  = 1  ,    b 1  =  −1 and   A = e  . The surface plot of a bright soliton is a smooth, bell-shaped curve that remains relatively constant over time and space. The curve is localized in space and time, and its height corresponds to the amplitude of the soliton, while the x-coordinate represents the spatial dimension, and the t-coordinate represents time. Bright solitons are known for their ability to maintain their shape and amplitude over long distances, due to a balance between dispersion and nonlinearity. This stability means that the surface plot of a bright soliton shows only minor fluctuations or deformations, which reflects the regular and predictable behavior of the soliton. The symmetrical nature of the surface plot indicates the stability and regularity of the soliton. These properties make bright solitons ideal for use in applications such as fiber optic communications or Bose-Einstein condensates in ultracold atomic gases, where stability and control are crucial. The surface plot of a bright soliton is a visual representation of a stable and localized wave phenomenon that can propagate over long distances without losing its shape or amplitude.




5. Extended Tanh Technique


In this section, we derive optical soliton solutions of the system (1) and (2) by performing the extended tanh method [60] on Equation (27). The extended tanh scheme suggests the solution of Equation (27) as


     U  ( σ )  =  A 0  +  A 1    tan h   ( m ξ )  +  A  − 1      tan h   − 1    ( m ξ )      



(61)




where    A 0  ,  A 1    and   A  − 1    are arbitrary constants. Plugging (61) into (27) yields a system of equations that satisfies the results:


      A 0  = 0 ,   A  − 1   = −  A 1  ,  m = 3   −    S 2   272  S 1       ,   S 3  = ±    55  S  2  2    4624  S 1   A  1  4     ,   S 6  =    16  S  2  2    289  S 1     .     



(62)







Hence, we achieve the singular optoelectronic wave fields


  q  ( x , t )  = ±   A 1   4  1 / 3        csc h   2  m 1   μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t     2 3    e  i   −   a 1   4 μ  b 1     μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  +  k 1     ,  



(63)




and


  r  ( x , t )  = ±   ρ  A 1    4  1 / 3        csc h   2  m 1   μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t     2 3    e  i   −   a 1   4 μ  b 1     μ x −  μ  α 1  −   μ ρ  a  1  3    8  b  1  2     t  +  k 1     ,  



(64)




with the constraint    S 1   S 2  < 0  , and (62). So, in this case, we have singular solitons.




6. Conclusions


The current paper is about retrieving bright and singular CQ solitons in fiber Bragg gratings with the polynomial form of SPM. These soliton solutions are of great importance in the study of fiber Bragg gratings. The main approach is Lie symmetry analysis, which reduced the PDEs to the corresponding ODEs that were addressed using a couple of newly proposed integration schemes, namely, the improved Kudryashov and generalized Arnous schemes. These new findings in the literature of solitons will lead to a number of new avenues to walk on. The conservation laws for the full-blown mathematical model are to be recovered, and this would naturally lead to quasistationary solitons and perturbation theory. In our analysis, it is not possible to come up with the conservation laws for Bragg gratings. This is due to the presence of dispersive reflectivity, as opposed to chromatic dispersion. Therefore, the multiplier approach fails to retrieve the conservation laws and fluxes. The failure attributed to the usage of the Lagrangian approach is similar.



The improved Kudryashov method and generalized Arnous method are both analytical techniques used to solve nonlinear partial differential equations (PDEs) that arise in various physical systems, including fiber Bragg gratings with polynomial law of nonlinear refractive index structures. The improved Kudryashov method is a powerful and efficient method for finding analytical solutions for nonlinear PDEs, particularly those with singularities. It has been used to find bright soliton solutions for various nonlinear systems, including fiber Bragg gratings. Bright solitons are characterized by a localized, finite amplitude that propagates without changing its shape. They are typically stable and can be used for applications such as signal processing and data transmission. On the other hand, the generalized Arnous method is an analytical method that is used to find singular soliton solutions for nonlinear PDEs. Singular solitons are characterized by a divergent amplitude at a particular point or points. They are less stable than bright solitons, but they can still be useful for certain applications in fields such as nonlinear optics and plasma physics. In our analysis, it seems that the improved Kudryashov method was able to find both bright and singular soliton solutions, while the generalized Arnous method was only able to find singular solitons. This suggests that the improved Kudryashov method may be a more powerful and versatile method for finding solutions to nonlinear PDEs in fiber Bragg gratings with polynomial law of nonlinear refractive index structures. However, the choice of method should depend on the specific requirements of the analysis and the properties of the solutions.
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Figure 1. Profiles of bright solitons in fiber Bragg gratings. 
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