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Abstract: High Dynamic Range (HDR) images are widely used in automotive, aerospace, AI, and
other fields but are limited by the maximum dynamic range of a single data acquisition using CMOS
image sensors. High dynamic range images are usually synthesized through multiple exposure
techniques and image processing techniques. One of the most challenging task in multiframe
Low Dynamic Range (LDR) images fusion for HDR is to eliminate ghosting artifacts caused by
motion. In traditional algorithms, optical flow is generally used to align dynamic scenes before image
fusion, which can achieve good results in cases of small-scale motion scenes but causes obvious
ghosting artifacts when motion magnitude is large. Recently, attention mechanisms have been
introduced during the alignment stage to enhance the network’s ability to remove ghosts. However,
significant ghosting artifacts still occur in some scenarios with large-scale motion or oversaturated
areas. We proposea novel Distilled Feature TransformerBlock (DFTB) structure to distill and re-extract
information from deep image features obtained after U-Net downsampling, achieving ghost removal
at the semantic level for HDR fusion. We introduce a Feature Distillation Transformer Block (FDTB),
based on the Swin-Transformer and RFDB structure. FDTB uses multiple distillation connections to
learn more discriminative feature representations. For the multiexposure moving scene image fusion
HDR ghost removal task, in the previous method, the use of deep learning to remove the ghost effect
in the composite image has been perfect, and it is almost difficult to observe the ghost residue of
moving objects in the composite HDR image. The method in this paper focuses more on how to save
the details of LDR image more completely after removing the ghost to synthesize high-quality HDR
image. After using the proposed FDTB, the edge texture details of the synthesized HDR image are
saved more perfectly, which shows that FDTB has a better effect in saving the details of image fusion.
Futhermore, we propose a new depth framework based on DFTB for fusing and removing ghosts from
deep image features, called TransU-Fusion. First of all, we use the encoder in U-Net to extract image
features of different exposures and map them to different dimensional feature spaces. By utilizing
the symmetry of the U-Net structure, we can ultimately output these feature images as original size
HDR images. Then, we further fuse high-dimensional space features using Dilated Residual Dense
Block (DRDB) to expand the receptive field, which is beneficial for repairing over-saturated regions.
We use the transformer in DFTB to perform low-pass filtering on low-dimensional space features and
interact with global information to remove ghosts. Finally, the processed features are merged and
output as an HDR image without ghosting artifacts through the decoder. After testing on datasets
and comparing with benchmark and state-of-the-art models, the results demonstrate our model’s
excellent information fusion ability and stronger ghost removal capability.

Keywords: HDR fusion; DFTB; DRDB; U-Net; ghosting artifact

1. Introduction

With the development of computer graphics, there is an increasing demand for
high-quality images in daily life, HDR imaging technology is becoming more and more
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widely used. Compared to low dynamic range images, HDR images have a higher dynamic
range, closer to what the human eye sees, and contain more information. There are high
application degree and development potential in industries such as film, gaming, VR,
military, and medical imaging. The traditional method of obtaining HDR images is through
special HDR cameras, which are too expensive for ordinary people [1,2]. Therefore, research
has turned to obtaining HDR images from regular low dynamic range images. The most
common method is to use a digital camera to capture multiple differently exposed LDR
images and merge them into one HDR image by algorithms. Although general merging
algorithms perform well in static scenes, they produce ghosting artifacts when the camera
or the scene is in motion. Recently, there have been two main categories of HDR ghost-free
synthesis algorithms.

Traditional algorithms: Methods based on motion detection are commonly used to
detect motion areas and remove motion pixels in multi-frame LDR synthesis. This algorithm
can achieve good results when the motion area is small, but when the motion area exceeds
a certain threshold, the removed area is too large, resulting in significant loss of synthesized
image information. Alignment-based methods commonly use optical flow to align the
motion scene in the LDR image. In some specific scenes, it can align large moving objects,
but when the motion scene contains overexposed and underexposed areas, it is still affected
by the accuracy of the optical flow estimation of the moving object pixels, resulting in
significant ghosting.

Deep learning algorithms: With the rapid development and powerful performance
of deep learning, algorithms based on convolutional neural networks have shown bet-
ter performance in repairing image details and removing ghosting than traditional algo-
rithms. Kalantari et al. [3] directly added CNN for fusion after aligning with optical flow.
Wu et al. [4] used U-Net [5] and ResNet separately for HDR fusion. Yan et al. [6] introduced
an attention module for image alignment and then used the DRDB [7] module for image
fusion. Niu et al. [8] used GAN and deep supervision for fusion. These works have greatly
improved the removal of ghosting and image repair in overexposed areas compared to
traditional algorithms. However, when overexposed areas overlap with dynamic scenes,
these works still produce significant ghosting.

In this work, a transformer-based U-Net is employed to parallel process deep feature
maps of images globally and locally. This can composite three LDR images with different
exposures into one high-quality HDR image without the need for specific image alignment
modules. Use U-Net to introduce symmetry into the network structure and information
flow mode of this method. Among them, the encoder and decoder are structurally imaging
the Symmetric relation of the image, so that features can be completely acquired and trans-
ferred on different scales. Jumping connections enable direct information transmission
between low-level and high-level features, which effectively improves the network’s per-
ception of features at different scales and helps to reconstruct details and edge information.
ViT [9,10] has rapidly developed due to its excellent long-range modeling ability and out-
standing induction bias with increasing data specificity. Since the scarcity and difficulty
in collecting datasets for multi-frame ghost-free HDR synthesis tasks, the training dataset
used is small and lacks sufficient data specificity to some extent. However, in the help of
the low-pass filtering properties of MSA in ViT [11], it exhibits excellent and promising
performance in ghost removal. In this article, we draw on the strengths and weaknesses
of previous methods [6,12], retaining the method of using U-Net for feature extraction
and image reconstruction, omitting the attention mechanism, and transforming the ghost
removal HDR reconstruction process into an integrated process. For the multiexposure
moving scene image fusion HDR ghost removal task, in the previous method, the use of
deep learning to remove the ghost effect in the composite image has been very perfect,
and it is almost difficult to observe the ghost residue of moving objects in the composite
HDR image. The method in this paper focuses more on how to save the details of LDR
image more completely after removing the ghost to synthesize high-quality HDR image.
After using the proposed FDTB, the edge texture details of the synthesized HDR image are
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saved more perfectly, which shows that FDTB has a better effect in saving the details of
image fusion. The use of FDTB instead of the nonlocal mechanism has further improved
the ghosting effect, which is the improvement strategy of this article. The novel feature
distillation mechanism FDTB proposed in this article extracts global features through ViT
and utilizes feature channel compression and expansion to map rough image features with
ghosts and clean image features with detailed information into different feature spaces,
thus separating the two and achieving the effect of removing ghosts.

TransU-fusion mainly consists of two parts: three parallel encoders for feature extrac-
tion, collecting shallow and deep features of images with different exposures; the deep
features are fused by concatenating input DRDB and transformer. DRDB processes local
information of deep features to fuse image information at semantic and abstract level, repair
image details, while transformer processes global information to remove ghosting artifacts
in deep features and use it as a motion structural template for upsampling, followed by
upsampling operations in the decoder, and finally fused by a CNN block. By aligning and
fusing long-range deep feature information with local pixel information, TransU-fusion
repairs and enhances image details through skip-connections, resulting in high-quality
ghost-free HDR images. As shown in Figure 1, compare with other models, the main
contributions of our method can be summarized as follows:

(d)AHDRNet (e)NHDRRNet (f)HDR-GAN
(g)Proposed 

method
(h)GT

(a)LDRs
(b)HDR Image produced by proposed 

methed (c)LDR patches

Figure 1. (a) Represents three LDR images with different exposure levels. (b) is the output of
perposed method after tone mapping. (c) is the image region containing oversaturated regions and
significant motion in different LDR images. (d–g) Comparison details of generated image for each
model [6,8,12]. (h) Ground truth. Comparing the proposal method with the reference method, the
results of the proposal method are relatively better. For example, on awnings and doors (blue and
red arrows mark the positions), reference methods have bright light invading image details, while
the proposed method retains more details.

• This work proposes a novel method, called TransU-fusion, for HDR reconstruction
from multiexposure LDR images using a combination of U-Net and Transformer.
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The method is capable of reconstructing high-quality and ghost-free HDR images even
when LDR images contain large foreground motions and oversaturated areas.

• The proposed Transformer structure, FDTB, distills image features extracted from the
Encoder and splits ghost from effective image information, showing better perfor-
mance than previous methods.

• Experimental results on three benchmarks demonstrate that the proposed model
prevails over state-of-the-art HDR models.

2. Related Work

The main related works we have summarized as two kind of methods, reconstructing
HDR image with or without using deep learning neural network.

2.1. HDR Reconstruction Algorithms without Deep Learning Methods

Pixel rejection methods: This method marks each pixel as a static region or mov-
ing object based on global image registration, thereby rejecting erroneous single pixels.
Grosch et al. [13] used color differences in input images to define an error map that aided in
generating ghost-free HDR images. Jacobs et al. [14] detected misaligned regions through
a weighted variance measure. Pece et al. [15] identified ghost regions by computing a
median threshold bitmap from input LDR images. Zhang et al. [16] proposed to detect
misaligned regions by analyzing image gradients. Heo et al. [17] computed joint probability
density to detect motion areas and then used Gaussian-weighted distance to weight each
exposure during merging. However, the pixel rejection method reduces useful image
information that is important for reconstructing HDR images. These methods usually result
in unsatisfactory outcomes.

Alignment before merging: These methods align non-reference images to the reference
one before merging them into an HDR image. Bogoni et al. [18] used optical flow to align
input LDR images. Kang et al. [19] estimated flow through various optical flow variants
and used a specialized merging method to reject artifacts. Zimmer et al. [20] reconstructed
HDR images by registering LDR images with optical flow found by minimizing an energy
function consisting of gradient and smoothness terms. Gallo et al. [21] proposed a fast
motion estimation method for small motion images. These methods are more robust than
pixel rejection methods but still generate alignment artifacts when challenging cases occur.

Patch-based methods: These methods deal with alignment and HDR merging using a
unified optimization system. Sen et al. [22] presented a patch-based energy minimization
method to complete the missing details in the reference image from other LDR images in the
stack. Hu et al. [23] proposed a smaller patch-based system and optimized image alignment
by brightness and gradient consistencies on the transformed domain. Patch-based methods
perform better than the above methods. However, when the reference image has large
saturated regions or large motions exist in nonreference LDR images, patch-based systems
produce unsatisfactory results.

2.2. Deep Learning Based Algorithms

CNN-based methods: With the development of CNN networks, many CNN-based
methods have been used for multiframe HDR image synthesis tasks. Kalantari et al. [3]
were the first to use CNN in HDR synthesis tasks. They aligned LDR images to the
reference image using optical flow and then merged them through a CNN. They proposed
a benchmark dataset for multiframe synthesis tasks. Hu et al. [4] first used homography
transformation to align the background of LDR images and then learned the mapping
from LDR images to HDR images using ResNet or U-Net. Yan et al. [6] proposed a
special attention mechanism to align LDR images and generated ghost-free HDR images
by fusing LDR image features with DRDB. Niu et al. [8] proposed the first model (as
shown in Figure 2) that uses GAN for multiframe HDR image fusion and used deep HDR
supervision to generate higher quality HDR images.



Symmetry 2023, 15, 1463 5 of 17

Figure 2. This is the diagram of the HDR-GAN [8] network. This network consists of two modules:
Generator G and Discriminator D. As shown in the figure, three LDR images with different exposures
are inputted into G, and feature images are extracted through the downsampling module (blue cube).
Image alignment is performed through the feature merging module (purple cube) and then inputted into
the upsampling module (green cube) to restore the original image size, output final HDR image (yellow
cube). The two HDR images generated are calculated with L1&L2 loss and input to Discriminator D
(pink cube) to distinguish between the generated image and Ground Truth through GAN.

Vision Transformer: With the introduction of ViT [10], the Transformer achieved
tremendous success in the field of image tasks, such as image classification, recognition,
and segmentation. Liu et al. [24] introduced Swin-Transformer, which greatly reduced
the model’s parameter size while maintaining or even surpassing ViT’s performance in
some areas.

Our strategy is inspired by [6,12,24], combining the advantages of CNN and transformer.

3. Proposed Algorithm

For the task of creating ghost-free HDR images by merging multiple dynamic LDR
images, we followed the approach used in previous literature [3,6] and selected three LDR
images with varying exposure levels (i.e., Ii, i = 1, 2, 3) as input. We aligned the images
with respect to the central-exposure frame I2. Prior to being fed into the network, the LDR
images were mapped onto the HDR domain, producing (Hi, i = 1, 2, 3). Mapping LDR
images onto the HDR domain was beneficial in detecting misalignments during process-
ing, whereas LDR images were more effective in detecting noise or saturated areas [3].
We applied gamma correction to the Ii images to obtain the corresponding Hi.

Hi =
Iγ
i
ti

, ∀i = 1, 2, 3, (1)

is the exposure time of Ii, and γ is the gamma correction parameter, whose value is greater
than 1 and in this article is set to 2.2. Based on the strategy proposed in [3], we concatenate Ii
and Hi to obtain a 6-channel input Xi = (Ii, Hi) for the network. The HDR image is then
generated by applying the function F(·) to Xi.

Ĥ = F(Xi; θ), i = 1, 2, 3 (2)

Ĥ is the output of the three-channel HDR image, and θ represents the network parameters.
In this paper, we present an end-to-end model that does not require any preliminary
alignment of the original image before entering the network.
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3.1. FDTB

In this paper, we introduce a Feature Distillation Transformer Block (FDTB), based
on the Swin-Transformer and RFDB structure. As shown in Figure 3, FDTB uses multiple
distillation connections to learn more discriminative feature representations [25]. FDTB
is a novel feature distillation module based on ViT. Extracting global features through
FDTB, compressing and restoring feature image channels, mapping rough feature images
containing ghosts and clean feature images containing image edge details to feature spaces
of different dimensions to separate the two. At the same time, the low-pass filter features
of ViT [11] can also help FDTB filter high-frequency information, thereby suppressing the
residual ghost effect.

Conv-1 RSTB

Conv-1 RSTB

Conv-1 RSTB

Conv-3

c

Conv-1

+

STL

STL

STL

STL

STL

STL

Conv

+

1/4 input channels

STL Swin Transformer Layer

(a) FDTB

c Concatenate

RSTB
Conv 

1X1

RSTB ...

(b)Distilation

E
V

-2
E

V
0

E
V

+
2

Feature 

Extraction
C

Figure 3. (a) For the schematic diagram of FDTB structure, the input image features are subjected to
RSTB distillation and dimensionality reduction through a conv structure, compressing the number of
channels to 1/4 of the input channel number. Then, each layer of distillation features are merged and
combined with the input features for residual analysis before output. RSTB is composed of multilayer
Swin-Transformer Layers and residual structures. (b) representing the distillation process schematic,
the input image is extracted through feature extraction and input into the distillation structure. After
passing through multiple layers of RSTB, the ghost shadows (as arrows show) in the synthesized
image are gradually eliminated and image details are supplemented.
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RSTB stands for residual swin transformer blocks [26]. It is used to extract deep
features FDF in this paper, consisting of K layers of STL and a 3 × 3 conv layer.
Fi(i = 1, 2, 3 . . . , K) represents the intermediate

Fi = HSTLi (Fi−1), i = 1, 2, 3, . . . , K

FDF = HCONV(FK) + Fθ (3)

HSTLi (.) refers to the i-th layer of STL. We added a conv structure at the end of the STL
network to introduce the inductive bias of the conv operation into the transformer-based
network, resulting in better stability when extracting and processing deep features of HDR
images. The core of FDTB is a progressive refinement module (PRM) similar to IMDB [27],
which is similar to RFDB. The split operation in IMDB is decoupled and replaced with
an RSTB and 3 × 3 conv layer to process deep image features input from the encoder
downsampling, extracting the depth texture information and semantic information in
the features. Meanwhile, low-pas filtering is carried out on the motion features that are
inconsistent with the reference frame’s dynamic scene to achieve a ghost-free effect. The
features are then output and enter the next RSTB or DL. The features that enter the DL
layer undergo information distillation and dimensionality reduction to obtain complete
processed features. The features entering the next RSTB are sent to the next distillation step
to repeat the above steps. Ii(i = 1, 2, 3, . . . , T, ) represents the intermediate feature maps
output after RSTB processing. The flowchart of the block can be described as follows:

Idistilled1 , Icoarse1 = DL1(I0), LRSTB1(I0),

Idistilledi
, Icoarsei = DLi

(
Icoarsei−1

)
, LRSTBi

(
Icoarsei−1

)
, i = 2, 3, . . . , T − 1,

IdistilledT = DLT(IcoarseT−1) (4)

LRSTBi represents the ith RSTB, DL1 represents the ith 3× 3 conv, Idistilledi
denotes the ith

distilled feature, and Icoarsei is the coarse feature that needs to be further processed by
the subsequent layers. Finally, all distilled features are concatenated along the channel
direction and served as the output of the PRM module:

Idistilled = Concat(Idistilled1 , Idistilled2 , . . . , IdistilledT ) (5)

3.2. Overall Architecture

We propose the TransU-fusion network for ghost removal in HDR images, with the
structure shown in Figure 4. Similar to [8,12], we choose U-Net as the backbone network
structure since U-Net has shown excellent generalization and powerful performance in
many computer vision tasks. U-Net is a structurally symmetrical and concise encoder–
decoder network with skip-connection. The encoder downsamples the image to obtain
image features at different scales. The shallow features contain HDR image details and
flat region information, while deep features contain texture and semantic information. We
perform parallel global and local-level information processing on deep features, and the
resulting image features are restored to the original size through the decoder with skip-
connections to supplement image details, thereby generating a ghost-free and complete
HDR image. Our network structure consists of three parts: encoder, merger, and decoder.
Since we are synthesizing HDR images from three frames, the encoder provides three
downsampling channels corresponding to three different exposures. Different encoders
learn different parameters from their corresponding exposures, and then the three image
features output by the encoders are concatenated in the channel direction and input into
the merger. The merger consists of two parts: Dilated Residual Dense Blocks (DRDB) [6]
and Distilled Feature Transformer (DFTB). The concatenated image features are processed
in parallel through two modules. The first module enters DRDB after passing through
a 3× 3 CNN layer and processes the features at a local-level, which can enhance image
texture information and perform hallucination on overexposed areas and occlusion to
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supplement the missing image information in that region. The second module enters
DFTB after one layer of 3× 3 CNN to reduce the transformer parameters required for
processing. In DFTB, the deep features are processed at a global level. Inputting into RSTB,
the image semantic information is fused and the features are low-pass filtered [11] to distill
out the ghost-free and information-fused features. After the 3× 3 CNN downsampling,
the remaining image features continue to enter the next RSTB for processing until all
features have been processed. The features output by DRDB and DFTB are concatenated
in the channel direction and input into the decoder for upsampling to restore the original
size of the image. Meanwhile, the shallow image texture features and detailed features
extracted by the encoder enter the decoder of the same layer through skip-connections to
supplement image detail information and overexposed/underexposed regions. Finally,
after passing through one layer of 3× 3 CNN as the restoration layer, the ghost-free HDR
image is output.
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Figure 4. This is a schematic diagram of the Trans-U Fusion network structure. The network consists
of an encoder for feature extraction, a merger for deep feature distillation and fusion, and a decoder
for reconstructing HDR images. The encoder extracts image features at different scales through
downsampling and sends deep features into the merger for distillation. The merger consists of a
dual branch system, where a module composed of three DRDBs processes local features through
residual connections, and a module composed of six FDTBs processes global features in parallel,
achieving the goal of fully extracting image details and allowing the FDTB module to distill ghost
features. The output features are reconstructed into HDR images by combining the decoder layer
with image details supplemented by skip connections at the channel level. The final output HDR
image is displayed after tone mapping.

3.3. Training

Before being displayed, HDR images usually need to undergo tone mapping. Although
some TM strategies that work well have been proposed, they are often too complex or not
differentiable. Here, we use the µ-law introduced in [3] to perform TM on HDR images
and calculate the loss, since the µ-law is differentiable:

T(x) =
log(1 + µx)
log(1 + µ)

(6)

µ = 5000 decides the extent of compression, and T(x) is the TM-ed HDR image.
Inspired by [28], we use perceptual loss [29] to optimize our network. Perceptual loss
is widely used in image restoration tasks, improving image quality at a feature level rather
than a pixel level. The used loss function consists of two parts:

L(θ, H) = L2(θ, H) + λpLp(θ, H), (7)
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where θ denotes the parameters in TransU-fusion, H is the estimated HDR image, and λp is
a hyperparameter set to 0.01. L2(·) refers to the MSE loss, defined as follows:

L2(θ, H) = ||T(H)− T(Ĥ)||2, (8)

Ĥ is the GT image of H. Lp(·) is:

Lp(θ, H) = ∑
i
||Vi(T(H)−Vi(T(Ĥ))||1 (9)

Vi(·) refers to the feature map extracted from the pretrained VGG-16 [30], where i indicates
the ith layer of VGG-16. In this loss function, MSE focuses on improving the pixel-level
details of the image, while perceptual loss improves the image’s contrast and structural
similarity at an abstract level.

4. Experiments
4.1. Dataset and Metrics

Proposed approach builds upon the work of previous HDR image restoration methods
such as HDR-GAN [8], HDRi With LFM [4], Ghost-free [6], and Nonlocal [12]. To train
our model, we utilized the Kalantari [3] dataset, which includes 74 sets of training images
and 15 sets of testing images. For each group of image data, there are 3 LDR images with
varying exposures (−2, 0, +2 or −3, 0, +3) and one HDR image as the ground truth (GT).
To augment our training data, we applied random rotation and 90-degree flipping opera-
tions to the 512× 512 image patches.

The testing phase is conducted on the Kalantari dataset, as well as the datasets used
in Sen [22] and Tursun [31] to verify the generalization of our model.The evaluation
metrics used in our experiments include PSNR-µ, (PSNR after µ-law) PSNR-l (PSNR
without µ-law), SSIM-µ, SSIM-l, and HDR-VDP-2. PSNR measures the pixelwise signal-
to-noise ratio between the generated HDR image and the GT image. SSIM measures the
structural similarity between the two images. HDR-VDP-2 is a metric designed specif-
ically for evaluating the quality of HDR imagery. Overall, our choice of dataset and
augmentation techniques were inspired by the effectiveness demonstrated in prior works.
The Kalantari dataset is widely used for evaluating HDR image restoration algorithms and
our augmentation techniques served to further improve the generalization of our model.
Our TransU-fusion network is implemented using PyTorch, and we use the ADAM op-
timizer with beta1 = 0.9, beta2 = 0.999, and ε = 1× e−8. The initial learning rate is set
to 1× e−3, and we train the network from scratch with a batch size of 8. During the initial
epochs, we use L1-loss as the loss function, while we switch to the perceptual loss function
later on. We trained our network on a NVIDIA 3090 GPU and it costs about 5 days.

4.2. Ablation Studies
4.2.1. Model Architecture

As shown in Table 1, we conducted a detailed analysis on the TransU model and tested
the importance and performance of its different network components. Through an ablation
study, we analyzed the impact of varying components of the deghosting module (FDTB
position) and U-Net related hyperparameters (U-Net layers). The experimental variables
tested were:

• w/o Transformer: Compare results by removing the FDTB part present in the original
TransU model and using it as a control variable.

• w/Transformer: Replaced the FDTB part with the same number of vanilla transformers
to analyze the contribution of the transformer in image fusion.

• Swin-Transformer: Replaced the transformer with the same number of Swin-Trans-
formers to compare their deghosting performance.

• FDTB: Replaced the Swin-Transformer with FDTB to test its effectiveness in
deghosting and information fusion capabilities.
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Figure 5 shows that the transformer module was highly effective in removing ghosting
effects from the images. Comparing the w/o transformer with w/transformer, it was
evident that the transformer effectively suppressed ghosting effects. When comparing
w/transformer with Swin-Transformer, it was observed that Swin-Transformer had fewer
parameters but with an equally effective deghosting capability. In comparison, by inheriting
Swin-T’s fewer parameters and excellent deghosting abilities, FDTB showed stronger image
fusion ability for oversaturated image areas and displayed more image details.

(a)w/o 

Transformer

(b)w/ 

Transformer
(c)FDTB

Figure 5. Shows the results for the ablation experiment. (a) The HDR image generated without
the use of ViT structure, resulting in severe loss of image content. (b) The HDR image generated
by adding ViT structure, the generated image is relatively complete, but the edge details of the
image are severely lost. (c) It is an HDR image generated using FDTB by out method, with complete
image details.
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Table 1. This table shows the PSNR-µ, PSNR-L, and HDR-VDP-2 scores of different model structures.

Structure PSNR-µ PSNR-L HDR-VDP-2

w/o ViT 42.29 40.54 62.32

Vanilla ViT 43.34 41.15 64.52

RSTB 43.68 41.56 64.97

FDTB 43.87 41.83 65.83

Layers of U-Net: In the architecture of U-Net, the number of encoder and decoder
layers is a crucial parameter that directly affects the model’s number of parameters, infer-
ence speed, and performance [5,32]. Therefore, we evaluated the impact of the number of
U-Net layers on HDR fusion effect and inference time in the article, as shown in Figure 6
(y-axis for PSNR, x-axis for inference time, and 4 different type markers representing
1–4 layers) and Table 2.

Table 2. This table shows the corresponding PSNR-µ, inference time, and HDR-VDP-2 for U-Net
layers from 1 to 4.

Layers PSNR-µ Time(s) HDR-VDP-2

1 43.12 0.11 64.59

2 43.29 0.16 65.21

3 (Proposed Method) 43.87 0.23 65.83

4 43.56 0.45 64.92

0.0 0.1 0.2 0.3 0.4 0.5
43.0

43.2

43.4

43.6

43.8

44.0

Inference Time(s)

P
S

N
R

-
(d

B
)

Layers=1

Layers=3

Layers=2

Layers=4

Figure 6. Shows the relationship between the number of U-Net layers, inference time, and the
generated image PSNR. It can be seen that as the number of layers increases, the inference time
increases, and the PSNR increases. It reaches the highest position when the layer number is 3.
Considering trade-off of the inference time and performance, the best layer number decided as 3 layers
in this article.

4.2.2. Study on Loss Function

In our experiment, we compared the performance of different loss functions during
the pretraining stage of the TransU model. Table 3 displays the quantitative comparison
results. Consistent with “Loss functions for image restoration with neural networks”,
we found that L2 loss is better at preserving image details. Additionally, L2 loss led to
faster convergence and higher PSNR values in our model, contributing to greater stability.
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Table 3. This table shows the corresponding image objective indicator data under different loss functions.

Loss Function PSNR-µ PSNR-L HDR-VDP-2

L1 43.54 41.03 63.40

L2 43.68 41.11 64.69

L2 + Perception Loss (Proposed) 43.87 41.83 65.83

4.3. Comparison with SOTA Methods
4.3.1. Test on Kalantari et al.’s Dataset [3]

We compared our TransU-fusion method with several state-of-the-art (SOTA) methods,
including two traditional patch-based algorithms based on patch-match (Sen [22] and
Hu [23]) and three deep learning algorithms (AHDRNet [6], NHDRRNet [12], Kalantari [3],
and HDR-GAN [8]). Among these deep learning methods, Kalantari’s approach uses optical
flow for image alignment before utilizing CNNs. AHDRNet uses attention structures for
alignment and DRDB structures for image fusion. NHDRRNet utilizes U-Net for feature
extraction and nonlocal structures for processing global features. Transformer-hdr applies
attention structures for alignment and transformer structures for image fusion. In contrast,
our TransU model does not require a prealignment or specific alignment module to address
ghosting effects in the input images. We analyzed the above models both quantitatively and
qualitatively on the testing set with ground truth available. Table 4 shows the quantitative
results. We retrained the models of AHDRNet, NHDRRNet, and HDR-GAN based on the
original author’s code and methods to obtain the reproduced image results of each model.

Table 4. This table shows the objective indicator parameters obtained by different methods in
the Kalantari [3] test set.

Method PSNR-µ PSNR-L SSIM-µ SSIM-L HDR-VDP-2

Sen’s Algorithm [22] 40.80 38.11 0.9808 0.9721 59.38

Hu’s Algorithm [23] 35.79 30.76 0.9717 0.9503 57.05

Kalantari [3] 42.67 41.23 0.9888 0.9846 65.05

AHDRNet [6] 43.63 41.14 0.9900 0.9702 64.61

NHDRRNet [12] 42.41 41.43 0.9877 0.9857 61.21

HDR-GAN [8] 43.92 41.57 0.9905 0.9865 65.45

Proposed <TransU Fusion> 43.87 41.83 0.9904 0.9876 65.83

To ensure fairness, the generated images were tonemapped using the same method.
If there were any discrepancies between our displayed results and the original results from
the authors, we defaulted to the original results. As previous studies [1] have repeatedly
demonstrated the significant difference between patch-matched traditional methods and deep
learning methods in terms of fusion effect, we will not elaborate on this in our qualitative
analysis in this study. All test data used Kalantari’s testing set, which contains some highly
challenging samples. For example, in the high-exposure images, there are many overexposed
areas and significant foreground motion changes. Table 4 shows that the deep learning
methods outperformed the patch-based methods, Sen’s and Hu’s, in all aspects. Our method
exceeded previous SOTA performance, such as Kalantari and AHDRNet. However, when
compared to HDR-GAN (the latest SOTA), there was a slight difference of approximately 1%
in the evaluation parameters. Although our method scored slightly lower in the evaluation
parameters, the performance of the deghosted images generated by our model was comparable
or even better than that of the other models in some areas.

In Figure 7, the first row shows three LDR images with low, medium, and high
exposures on the left and the HDR images tonemapped by our model in the middle, and
the comparison area on the right. The LDR images have significant foreground motion in
the red and blue areas, while the high-exposure images have large overexposed areas that
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make ghost removal and reducing the overexposure challenging for the model. The second
row shows comparisons of the selected image regions in the HDR images generated by
different models. Deep learning methods, including ours, performed well in removing
the ghosts caused by significant foreground motion and exhibited minor differences in
the detailed areas. AHDRNet and NHDRRNet left some slight ghosting residues in the
synthesized images in the red and blue areas. HDR-GAN removed the ghosting well in
the red area but there was slight overexposure in the arrow direction, and the blue area
had a similar problem with the windows. The red area of the LDR image had a slight
head movement, but there were many overexposed areas in the middle-exposure image
alignment. Therefore, in AHDRNet and NHDRRNet, although the synthesized image of
the character’s head had no residual ghosting effect, it could not hallucinate the details of
the character’s head and inherited the overexposed areas of the LDR image. Our method
performed well in this aspect. In the blue area, when facing large overexposed areas in
the high-exposure LDR image, the other methods showed missing scene details or color
deviation, while our method synthesized the image details completely. Comparing our
method with others, our method performed better in terms of deghosting and hallucinating
image details in Kalantari’s testing set.

(a)LDRs
(b)HDR Image produced by 

proposed methed
(c)LDR patches

(d)AHDRNet (e)NHDRRNet (f)HDR-GAN
(g)Proposed 

method
(h)GT

Figure 7. The test results for using the Kalantari dataset. The upper half (a–c) represents the HDR image
and LDR patches after TM output from our LDR image. The lower half (d–g) shows the comparison of
our method with the local regions of the generated images from other networks [6,8,12]. (h) represents
the ground truth. It can be seen that our network can generate high-quality HDR images, whether in
supersaturated or dynamic regions.

4.3.2. Test on Other Dataset

We also validated our method on Sen’s [22] and Tursun’s [23] datasets to test its
generalization. As shown in Figure 8, to distinguish the exposure levels from Kalantari’s
dataset, we tested images with exposure levels of [−4,−2, 4]. We can see that in the red area,
after fusing the overexposed high-exposure LDR and the underexposed reference frame,
AHDRNet and NHDRRNet generated images that had missing high-frequency information
in the spectrum and blurred details, while our method preserved more high-frequency
information and had complete details. In the red box, after fusing with AHDRNet, part of
the edge texture of the shadow was eroded by the overexposed area, and NHDRNet had a
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similar problem. Our method had relatively clear and complete shadow edge details. These
results demonstrate that our method has good generalization ability for different scenes
and exposure levels and excellent ability to preserve image details in overexposed areas.

(a)LDRs
(b)HDR Image produced by 

proposed methed (c)LDR patches

(d)AHDRNet (e)NHDRRNet (f)HDR-GAN
(g)Proposed 

Method

(h)LDRs (i)HDR Image produced by 
proposed methed (j)LDR patches

(k)AHDRNet (l)NHDRRNet (m)HDR-GAN (n)Proposed 
method

Figure 8. The comparison results from the sen/tursun dataset (which does not provide GT images)
were subjectively compared with images generated by other SOTA methods [6,8,12] after TM, and
partial comparison area results were presented. The red arrows indicate the compositional differences
in the comparison methods.
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4.4. Timing Performance

In Table 5, we compared the computing time of our proposed method to previous
SOTA models. We calculated the average time taken for 10 images with a resolution of
1500× 1000 in the Kalantari dataset on the same GPU, and we only calculated the time
taken for the CNN model on the GPU, without considering the time taken for computing
optical flow on the CPU. As shown in the table, the computation time of our method
is acceptable.

Table 5. This table shows the running times for different methods.

Method GPU(s)

Kalantari 0.19

AHDRNet 0.23

NHDRRNet 0.25

HDR-GAN 0.23

Proposed Method 0.23

5. Conclusions

In this paper, we proposed the feature distillation transformer block (FDTB),
which combines the Transformer with distillation structure, to process the features of
LDR images with Swin Transformer block and separate the effective information and
ghosting information of the image with the distillation structure, thereby achieving simul-
taneous image synthesis and deghosting. Furthermore, we combined U-Net with FDTB
to propose the TransU-Fusion model, which aims to synthesize high-quality HDR images
without ghosting for multiframe dynamic scenes. We used U-Net to downsample the image
features for deep extraction and processed the local and global information of the image
features with DRDB and FDTB. We then restored and supplemented the image details
through upsampling to generate high-quality HDR images without ghosting. This model
combines the advantages of CNN and Transformer for specific tasks and has achieved
SOTA performance in generating image quality after a large number of experiments.
The HDR images synthesized through our method can be effectively applied in fields
such as automotive, aerospace, AI, etc., helping to achieve the correctness and accuracy of
image-based big data processing and machine learning.
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Abbreviations
The following abbreviations are used in this manuscript:

HDR High Dynamic Range
LDR Low Dynamic Range
AI Artificial Intelligence
LDR Directory of open access journals
DFTB Three letter acronym
DRDB Linear dichroism
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VR Virtual Reality
CNN Convolutional Neural Network
GAN Generative Adversarial Network
MSA Multiheaded Self-Attention
FDTB Feature Distillation Transformer Block
RSTB Residual Swin Transformer Blocks
ViT Vision Transformer
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