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Abstract: The traditional theory of chaotic intermittency developed for return maps hypothesizes a
uniform density of reinjected points from the chaotic zone to the laminar one. In the past few years, we
have described how the reinjection probability density function (RPD) can be generalized as a power law
function. Here, we introduce a broad and general analytical approach to determine the RPD function
and other statistical variables, such as the characteristic relation traditionally utilized to characterize the
chaotic intermittency type. The proposed theoretical methodology is simple to implement and includes
previous studies as particular cases. It is compared with numerical data, the M function methodology,
and the Perron–Frobenius technique, showing high accuracy between them.
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1. Introduction

Chaos theory encompasses many fields of research [1]; one of them is the study
of different routes to chaos [2,3]. Chaotic intermittency is a route by which a dynamic
system can develop chaos. It is characterized by almost ordered motion in state space
disrupted by randomly distributed chaotic bursts. Regular or laminar phases represent
pseudo-equilibrium and pseudo-periodic solutions, while the bursts are related with chaotic
behavior [2–9].

In the middle of the 20th century, Batchelor and Townsend utilized the intermittency
word to represent the fluctuating velocity in fully turbulent flows [10]. Furthermore, in the
1970s, intermittency was also experimentally observed in developed turbulence [11]. In
nonlinear dynamics and chaos, the intermittency concept was introduced by Pomeau and
Maneville in the context of the Lorenz system [12]. Afterward, intermittency has been found
in several phenomena in chemistry, engineering, physics, medicine, biology, etc. [13–29].
Accordingly, a deeper description of the chaotic intermittency phenomenon would increase
the understanding of these topics.

Initially, chaotic intermittency was classified into three types: I, II, and III following
the loss of stability of a periodic orbit or the loss of stability of a fixed point for the local
Poincaré map [12,30]. After that, other types of chaotic intermittency were found: X, V,
on–off, eyelet, ring, etc. [31–36].

Several continuous systems that contract volume in state spaces can be described by
one-dimensional maps [37]. These maps are characterized by a local map and a reinjection
process. The local map is defined around the unstable or vanished fixed point and deter-
mines the type of intermittency and the laminar dynamics. Type I intermittency happens by
a tangent bifurcation when an eigenvalue of the map leaves the unit circle across +1. Type
II intermittency occurs by a Hopf bifurcation, and two complex conjugate eigenvalues leave
the unit circle. Type III intermittency appears by a subcritical period-doubling bifurcation,
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and then an eigenvalue leaves the unit circle across −1 [2,3,6,7]. For intermittency types I,
II, and III, the characteristic local maps are [6]

xn+1 = ε + xn + a xp
n type I

xn+1 = (1 + ε) xn + a xp
n type II

xn+1 = −(1 + ε) xn − a xp
n type III

(1)

where ε, a, and p are control parameters. x0 = 0 is a fixed point for the three maps, and the
laminar interval L is delimited around it.

The reinjection probability density function (RPD function) is utilized to describe
the reinjection mechanism. This function determines the probability that trajectories are
returned or reinjected close to the unstable or vanished fixed point and inside the laminar
interval [2–4,6,7]. The RPD function is defined by the chaotic dynamics of the system
and strongly influences the correct description of the chaotic intermittency. The RPD
was determined using various methods, although a comprehensive methodology was not
employed. Among the different approaches tested, the most commonly adopted hypothesis
was uniform reinjection [2–4,30].

A novel theory has been formulated, enabling the assessment of the RPD function
through either an analytical representation of a map or by utilizing a set of numerical or
experimental data [38]. In this theory, the RPD function is described by a power law with
exponent α, and it works correctly for types I, II, III, and V intermittency with and without
noise [6,7]

φ(x) = b xα , x ∈ L . (2)

The theory establishes that the reinjection process depends on the map derivative at
pre-reinjection points, i.e., points xn that verify xn+i = Fi(xn) where xn+i ∈ L, n, and i are
integer numbers [6,39]. Therefore, the pre-reinjection points drive the reinjection process.

The new generalized RPD function includes the uniform reinjection as a particular
case for α = 0 [38]. Furthermore, as the characteristic relation depends on the RPD function,
the new RPD introduces a generalization of the characteristic relation concept [6,7].

A non-uniform RPD function happens if the map derivative at pre-reinjection points
is zero or tends to infinity [6,7]. In a previous paper, the RPD was analytically evaluated for
a map derivative at pre-reinjection points equal to zero [39]. The authors approximate the
map at pre-reinjection points as a power law function with exponent γ

xn+1 = F(xn) ∼= F(xr) + w (xn − xr)
γ , (3)

where w is an appropriate constant and the parameter γ determines the RPD function
exponent

α =
1
γ
− 1 . (4)

Therefore, to determine the RPD function, the key is the correct obtaining of the expo-
nent γ. However, this scheme can exclusively be implemented at extreme pre-reinjection
points, allowing γ only to acquire positive integer values. By the symmetry between a
function and its inverse, this scheme was extended to include the following maps derivative

lim
x→xr

d F(x)
d x

→ ∞ (5)

where xr is a pre-reinjection point. However, the exponent γ results in γ = 1/j, where j is a
positive integer [40].

This paper introduces a theory that generalizes the previous studies obtaining a
comprehensive analytical approximation for the RPD function. In the new framework,
the exponents γ and α are represented for simple continued fractions and can acquire
any real number. Therefore, the previous developments are only particular cases of the
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new theory. In addition, for several maps, the theory describes that continued fractions
determine the characteristic relation exponent β.

Numerical tests are carried out to validate the new analytical results. Also, the new
theory is compared with the M function methodology and the Perron–Frobenius operator
technique [6,7,41]. In all the tests, the new theoretical results accurately verify the numerical
ones. Additionally, they show good agreement with those calculated by the M function
methodology and the Perron–Frobenius operator technique.

The present paper has five sections. After this introduction, in Section 2, we outline
the previous works to evaluate the exponent γ. Section 3 describes the main result of this
work, and we present a general analytical method to calculate the RPD function and the
exponent of the characteristic relation β. Section 4 shows several numerical tests to compare
the new analytical results with those numerically calculated. Finally, in the last section, we
summarize the main conclusions.

2. The RPD Function

As explained in previous studies, the RPD function is determined by the nonlinear
map that produces the reinjection mechanisms [6,39]. The theoretical description of the
power law RPD function provided by Equation (2) works correctly for an extensive class of
maps exhibiting chaotic intermittency with and without noise [6,7].

Here, we describe two previous studies to calculate the exponent γ [39,40]. In Section 3,
we show that both works are only particular cases of the theory introduced in this paper.

We study one-dimensional maps

xn+1 = F(xn), D → D (6)

where D is a real interval. F(x) is a piecewise differentiable function and satisfies |F′(x)| 6=
0 and |F′(x)|9 ∞ except at a finite number of points called critical points of the map.

To clarify concepts, let us consider a classical map [38,42]:

xn+1 = F(xn) ≡


F1(xn) = (1 + ε)xn + (1− ε)xp

n, xn < xr

F2(xn) = (F1(xn)− 1)γ, xn ≥ xr

(7)

where xr verifies F1(xr) = 1, and γ is a real number. F1(x) determines the laminar behavior,
and it is called the local map. On the other hand, F2(x) governs the reinjection process.
x0 = 0 is a fixed point for the map, which becomes unstable for ε > 0. Type II intermittency
happens for 0 < ε� 1.

In a fundamental paper, Manneville [42] determined uniform reinjection for Map (7)
with p = 2 and γ = 1, whereas del Rio and Elaskar [38] presented the generalization to the
map F2(x) = (F1(x)− 1)γ for different values of γ obtaining a power law RPD function.

All reinjected points inside the laminar zone L = [x0, c] come from points near to
xr. For xn ≥ xr, all points in (xn, xn + ∆xn) map on the interval (F2(xn), F2(xn + ∆xn)),
where xn are pre-reinjection points xn ∈ [xr, F−1

2 (c)], and where xr = F−1
2 (x0) and c � 1

is the upper limit of the laminar interval. Then, using the Perron–Frobenius operator
methodology, the RPD function can be written as [6,41]

φ(x) =
k ρ(xn)

F′2(xn)
(8)

where x = F2(xn), F′2(x) is the derivative of the F2(x) function, and ρ(x) is the trajectories
density. A constant k is included because the density ρ(x) is normalized in the interval
[0, 1] and the RPD function is only normalized in the laminar interval L:

∫ c
x0

φ(τ)dτ = 1.
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If we introduce the map provided by Equation (7) in Equation (8), we obtain [38,39]

φ(x) =
k ρ(xn)

γ F′1(xn)
xα, α =

1
γ
− 1, x ∈ [x0, c] (9)

where F′1(x) = dF1(x)/dx can approximate as constant inside the interval [xr, F−1
2 (c)],

and we assume the trajectories density ρ(x) is also constant in the same interval. Therefore,
the RPD results in a power law function with exponent α = 1

γ − 1. Note that Equation (9)

reduces to Equation (2), where b = k ρ(xn)
γ F′1(xn)

.
The new framework RPD can be applied for maps with a more complicated reinjection

process. To study it, we consider the following map [43]

xn+1 = F(xn) = −(1 + ε) xn − a x3
n + d x6

n sin(xn) ; a > 0 (10)

For 0 < ε� 1, this map shows type III intermittency around the unstable fixed point
x0 = 0. The reinjection process depends on the value of F(xr) at the extreme points xr
verifying d F(x)/dx|xr

= 0. As the number of iterations rises, points xn near to x0 = 0
move away in a process governed by the control parameters a and ε. For large values
of xn, the third term on the right-hand side of Equation (10) increases its impact and
xn approaches the maximum xr, providing the reinjection in the laminar interval. Note
that points in the neighborhood of xr spend two iterations to be reinjected in the laminar
zone; even so, for these types of maps, the RPD function is also provided by Equation (2).
Accordingly, we can calculate from Equation (10) a value of the parameter γ determining
the exponent α by Equation (9).

The power law RPD φ(x) = b xα was verified in an extended class of one-dimensional
maps (see [6,7] and references listed there). In addition, the new theory incorporates the
previous studies, which implement a constant RPD. The uniform RPD is only a particular
case for γ = 1 and α = 0. Otherwise, γ 6= 1 implies α 6= 0.

A constant RPD is generated at pre-reinjection points with a non-zero and finite map
derivative. On the other hand, if the RPD function is generated at pre-reinjection points
where the map derivative is zero or tends to infinity, the parameter γ 6= 1 generates no
uniform RPD, φ(x) = b xα, with α = 1

γ − 1 6= 0.
From Equation (9), five different behaviors are found depending on the α value:

- Case 1: −1 < α < 0 ; ∞ > γ > 1, and d φ(x)
d x < 0 for x ∈ L = [0, c].

- Case 2 (uniform reinjection): α = 0, γ = 1, and d φ(x)
d x = 0 for x ∈ L = [0, c].

- Case 3: 0 < α < 1 , 1 > γ > 1/2, d φ(x)
d x > 0, and d2 φ(x)

d x2 < 0 for x ∈ L = [0, c].

- Case 4: α = 1 , γ = 1/2, d φ(x)
d x > 0, and d2 φ(x)

d x2 = 0 for x ∈ L = [0, c].

- Case 5: 1 < α, γ < 1/2, d φ(x)
d x > 0, and d2 φ(x)

d x2 > 0 for x ∈ L = [0, c].

Note that, for Equation (2), the RPD functions xα and x1/α possess symmetry concern-
ing the bisector line.

2.1. Map Derivative Is Equal to Zero at Pre-Reinjection Points

In this framework, where φ(x) is generated around the point xr as Equation (9) de-
scribes, the parameter γ determines the exponent α of the RPD function. For most maps,
the exponent γ does not appear explicitly in the map definition. Ref. [39] introduced a
methodology to theoretically evaluate γ, which relates a value of γ to a reinjection map.
Nevertheless, this methodology only applies to reinjection processes generated around
extreme points. It implies that the γ exponent can only acquire positive integer values.
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We briefly describe the theoretical methodology introduced in [39]. The map around
an extreme point xr is approximated by Equation (3): F(x) ∼= F(xr) + w(x− xr)γ. From
this equation, γ can be obtained as

γ = q + lim
x→xr

F(q+1)(x)
x− xr

F(q)(x)
. (11)

where the exponent between parentheses shows the order of derivation. If the derivatives
with n ≤ q verify F(n) = 0 and the derivative F(q+1) 6= 0 and finite, the parameter γ results
in γ = q + 1, and, from Equation (9), the exponent α is

α = − q
q + 1

. (12)

Accordingly, the RPD function results

φ(x) = b x−
q

q+1 = b xα , (13)

where b is the normalization parameter

b =
1∫ c

x0
xα dx

. (14)

It is important to note that the formulation introduced in [39] cannot evaluate the RPD
functions for α > 0. Therefore, this scheme does not include Cases 3, 4, and 5.

2.2. Map Derivative Tends to Infinity at Pre-Reinjection Points

A method to calculate the exponents γ and α for maps with derivatives limx→xr
dF(x)

dx →
∞ has been presented in a recent paper [40]. This paper only studies maps like Equation (7)
shows. Here, we extend this methodology to include more general maps like those provided
by Equation (6).

Let us consider a map provided by Equation (6). It shows intermittency and lim
x→xr

dF(x)
dx →

∞, where xr is a pre-reinjection point. To determine the parameter γ and the exponent α, we
use the inverse function of y = F(x) around xr. Geometrically, we are taking advantage of the
symmetry concerning the bisector line of a function with its inverse.

Once the inverse function of y = F(x) around xr has been obtained, called here V(y),
we utilize the analytical method previously described to calculate the exponent γv for the
inverse function. From Equation (3), the V(y) function can be approximated as

V(y) ∼= V(yr) + wq (y− yr)
γv , γv > 1 (15)

where wq is a constant, yr = F(xr), and γv can be obtained using the Equation (11)

γv = qv + lim
y→yr

V(qv+1)(y)
y− yr

V(q)(y)
. (16)

If the derivatives of V(y) at y = yr verify V(i)(yr) = 0 with i ≤ qv and V(qv+1)(yr) 6= 0
and finite, then γv = qv + 1. In view of that, the approximation of F(x) can be calculated
from Equations (3) and (15)

F(x) ∝ (x− xr)
1/γv . (17)

Therefore, the RPD function is provided by Equation (13), with α = 1
γ − 1 = γv − 1.

We highlight that, to use this framework, F(x) must be injective around xr [44]. Also,
this scheme applies to maps y = F(x) for which there are no analytical inverse functions [40].
However, γ is restricted to rational numbers 1/j, where j is an integer number.
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To apply Equations (15) and (16), we have assumed that V(y) is at least a Cγv scalar
function around xr [45]. Accordingly, we can use Taylor’s Theorem [44]

V(y) ∼= V(yr) + (y− yr)
dV(y)

dy

∣∣∣
yr
+

(y−yr)2

2!
d(2)V(y)

dy(2)

∣∣∣
yr
+ ... + (y−yr)γv

γv !
d(γv )V(y)

dy(γv )

∣∣∣
yr
+ . . . (18)

As V(1)(yr) = . . . = V(γv−1)(yr) = 0 and V(γv)(yr) = V(qv+1)(yr) 6= 0, the last
equation reduces to

V(y) ∼= V(yr) +
(y− yr)γv

γv!
d(γv)V(y)

dy(γv)

∣∣∣∣∣
yr

+ . . . (19)

The error is proportional to |y− yr|γv+1 = |y− yr|qv+2, where |y− yr| � 1 because
the laminar interval is also small: |F−1(x)− F−1(xr)| � 1. Then, the lower-order non-zero
derivative governs Series (18). Accordingly, this theory works accurately for c� 1.

3. Real Exponent

In the previous section, we studied the RPD evaluation for maps where the exponent
γ is limited to integer numbers or rational numbers 1/j, where j is an integer number.

Here, the formulation presented in Section 2 is extended to maps that can generate
exponents γ and α represented by any real number (integer, rational, and irrational). At
pre-reinjection points, the map derivatives verify

d(j) F(x)
dx(j)

∣∣∣∣∣
xr

= 0 , j ≤ q and lim
x→xr

d(q+1) F(x)
dx(q+1)

−→ ∞ (20)

where q is an integer number, q = 0, 1, 2 . . .. Therefore, from Equation (11), the limit

γ− q = lim
x→xr

F(q+1)(x)
x− xr

F(q)(x)
. (21)

is indeterminate. Note the theory developed in previous papers and described in Section 2
does not include these cases. To solve it, we approximate F(q)(x) as

F(q)(x) ∼= w (x− xr)
γ

F(q) , γF(q) > 0 . (22)

Therefore, the derivative F(q+1)(x) results in

F(q+1)(x) ∼= w γF(q) (x− xr)
γ

F(q)
−1 . (23)

If we introduce Equations (22) and (23) into Equation (21), we obtain

lim
x→xr

F(q+1)(x)
x− xr

F(q)(x)
∼= γF(q) ⇒ γ = q + γF(q) . (24)

To evaluate γF(q) (see Equation (22)) for maps F(x) verifying lim
x→xr

F(q+1)(x)→ ∞ and

F(j)(x) = 0 for j = 0, 1, 2 . . . , q, we calculate the inverse of F(q)(x) and approximate it by

V(y) =
(

F(q)
)−1

(y) ∼= V(yr) + wq (y− yr)
γq , (25)
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where yr = F(q)(xr), and γq is calculated by Equation (16). If the derivatives of V(y) satisfy

V(j)(y)
∣∣∣
yr
= 0, j = 1, 2 . . . , q1

V(q1+1)(y)
∣∣∣
yr
6= 0, and finite .

(26)

Therefore, using Equation (17), we obtain γF(q) = 1/γq, where γq = q1 + 1. Now,
following Equations (21) and (24), the exponent γ results in

lim
x→xr

F(q+1)(x)
x− xr

F(q)(x)
∼=

1
γq

, γ = q +
1

γq
. (27)

However, we could find that the derivatives V(j)(yr) are zero for j ≤ q1 and the
derivative V(q1+1)(y) tends to infinity at yr:

V j(y)
∣∣
yr
= 0, j = 1, 2 . . . , q1

lim
y→yr

V(q1+1)(y)→ ∞ .
(28)

In this case, we cannot directly apply Equation (17). Then, we use Equation (22) and
approximate the inverse function of V(q1)(y) as

V1(z) =
(

V(q1)
)−1

(z) ∼= V1(zr) + wq1(z− zr)
γq1 , (29)

where zr = V(q1)(yr) and wq1 is a constant. If the derivatives of V1(z) verify

V(j)
1 (z)

∣∣∣
zr
= 0, j = 1, 2 . . . , q2

V(q2+1)
1 (z)

∣∣∣
zr
6= 0, and finite .

(30)

Then, γv1 = q2 + 1, and V(q1) can be approximated by

V(q1)(y) ∝ (y− yr)
γv = (y− yr)

1/γv1 . (31)

Accordingly, the exponent γ results in (see Equation (27))

γ = q0 +
1

q1 +
1

γq1

. (32)

Note that q in Equation (27) is called q0 in Equation (32).

On the other hand, if V1(z) verifies Equation (28), we can generalize Equations (27)
and (32) as follows

γ = q0 +
1

q1 +
1

q2+
1

q3+
1
...

. (33)

Consequently, a simple continued fraction determines the exponent γ, where qi with
i = 1, 2, 3, . . . are positive integer numbers and q0 is zero or a positive integer number.

Once γ is obtained, we can evaluate α using Equation (4). Therefore, the exponent α
also can be written as a continued fraction

α = −1 +
1
γ
= −1 +

1
q0 +

1
q1+

1
q2+

1
q3+

1
...

. (34)
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Then, γ and α are determined by simple continued fractions [46,47].

γ = [q0, q1 . . . , qn], α = [−1, q0, q1 . . . , qn], (35)

where q0, q1 . . . are called partial quotients, and they depend on the map derivatives at
pre-reinjection points.

If the simple continued fractions provided by Equation (35) are finite, α and γ are
rational numbers. However, if Equation (35) includes infinite simple continued fractions, α
and γ are irrational numbers [46,47]. Therefore, the γ and α exponents can acquire integer,
rational, and irrational numbers. Accordingly, the dynamic of the non-linear reinjection
map determines the exponents γ and α together with their associated continued fractions.

On the other hand, the characteristic relation determines the evolution of the average
laminar length l̄ as a function of the control parameter ε: l̄ = l̄(ε), where the average
laminar length is

l̄ =
∫ lm

0
ψ(l, c)l(x, c)dl =

∫
L(c)

φ(x)l(x, c)dx (36)

where l(x, c) is the laminar length, lm is the highest laminar length, and L(c) is the laminar
interval.

For type I, II, and III intermittencies, the characteristic relation can be written as l̄ ∝ εβ [2,6,7].
For several cases, the exponent of the characteristic relation satisfies β = const α [6,7]. Accord-
ingly, for these cases, β is also provided by a continued fraction.

We note that Equation (33) can be related to the Gauss map. We can write this equation as

γ = q0 +
1

q1 +
1

q2+
1

q3+δq3

, (37)

where the sequence δqn verifies

δqn+1 = G(δqn) =
1

δqn

−
[

1
δqn

]
(38)

where
[

1
δn

]
is the integer part of 1

δn
. Equation (38) is the Gauss map [48,49].

If we relate Equations (37) and (38), we obtain the following relation

qn+1 =
1

δqn

− δqn+1 =
1

δqn

− G(δqn) =

[
1

δqn

]
. (39)

Therefore, once we know δqn , we can calculate qn+1 and δqn+1 , where the partial
quotients qn are the highest-order derivative equal to zero of the map.

Any irrational number has a unique representation by continued fractions. Accord-
ingly, the golden mean w∗ = 0.5

√
5− 1 is described by a simple continued fraction. Let us

define the following ratio

wn =
fn

fn+1
=

1
1 + 1

1+ 1
1+...

(40)

where fn are the Fibonacci numbers [2]

fn+1 = fn + fn−1 ; f0 = 0 , f1 = 1 n = 0, 1, 2 . . . (41)

From Equation (40), the golden mean can be calculated

w∗ = lim
n→∞

wn =
1

1− w
=

√
5− 1
2

(42)
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Let us analyze a particular case for the reinjection mechanism: γ = α. Accordingly,
the following equation must be satisfied

α =
1
α
− 1 , (43)

which possesses as a solution the golden mean w∗. Therefore, we obtain γ = α = w∗.
On the other hand, the M function methodology establishes that the exponent α

is [6,7,38]

α =
2 m− 1
1−m

, (44)

where m is a free parameter that can be calculated from the data series. For the particular
case α = m, we find α = m = w∗.

In consequence, for α = γ = m = w∗, there is a particular reinjection process that
generates the following RPD function

φ(x) = b xw∗ ∼= b x0.618033989 . (45)

Indirect Reinjection Mechanism

We analyze the indirect reinjection process, in which pre-reinjection points spend more
than one iteration to reinject in the laminar zone.

Let us start with points xn close to a point with zero derivatives that need more than
one interaction to reinject. Therefore, the map is a composition of functions

xn+1 = F(xn) = Fs ◦ Fs−1 ◦ Fs−2... ◦ F1(xn) (46)

where F1(x) is the only function that possesses a point with zero derivative at xr, which is
mapped inside the laminar interval by consecutive application of the single functions Fi
forming the complete map F(x)

d F1(xr)

d x
= 0 , F(xr) ∈ L (47)

where L is the laminar interval.
In this case, the exponent γ to determine the complete RPD function is calculated by

applying Equation (11) only to function F1(x) instead of using it regarding the composed
map F(x) [39].

Let us consider the indirect reinjection for the composed Map (46) when the function
F1(x) verifies

lim
x→xr

d F1(x)
d x

→ ∞ , F(xr) ∈ L . (48)

Because the derivative tends to infinity at xr, we have to use the inverse map of
Equation (46), which is provided by

yn+1 = V(yn) = V1 ◦V2 . . . ◦Vs−1 ◦Vs(yn) (49)

where the function Vi(y) is the inverse of Fi(x). The V1(y) function possesses an extreme
point at yr = F(xr), which corresponds with the infinite slope of the map at xr. The other
Vi functions with i 6= 1 do not have extreme points. To determine the exponents γ, α, and
the RPD function for the composed Map (46), we analyze the function V1 by applying the
methodology described in this section.

4. Numerical Results

We introduce some numerical tests to verify the accuracy of the analytical method
described in previous sections.
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For a broad comparison, we study three maps with different laminar dynamics and
reinjection mechanisms. The first one shows type I intermittency, but the second and third
maps display type II intermittency. On the other hand, the first and second maps have one
reinjection mechanism. However, the third map possesses two reinjection processes.

4.1. First Test

This test considers the following map

F(x) ≡



F1(x) = ε + x + a xp, x < xr

F2(x) =

(
x
√

1− ln(x)
ln(xr)

−
√

π xr erf
(√

1− ln(x)
ln(xr)

√
ln(xr)

)
2
√

ln(xr)


1−
√

π xr erf
(√

ln(x)
ln(xr)

) , x ≥ xr

(50)

where xr is calculated from ε + xr + a xp
r = 1, and erf(x) is the error function. For ε = 0, the

map provided by Equation (50) has a fixed point at x0 = 0. For 0 < ε� 1, the fixed point
vanishes, there is a channel between the map and the bisector, and type I intermittency
occurs. Note that F1(x) is the local map, and F2(x) determines the reinjection mechanism.
Figure 1 shows Map (50) for a = 1, ε = 0.001 and p = 2.

0 0.5 1
0

0.2

0.4

0.6

0.8

1

Figure 1. Map provided by Equation (50) for a = 1, ε = 0.001, and p = 2. Blue line: the map. Dashed
black line: the bisector.

The first derivative of F2(x) in Equation (50) is

d F2(x)
dx

= − 2
√

ln(xr)− ln(x)
√

π xr erf
(√

ln(xr)
)
− 2

√
ln(xr)

. (51)

For x = xr, it verifies d F2(x)
dx

∣∣∣
xr
= 0.

We highlight that Equation (51) is similar to Equation (21) of Ref. [40]. However,
there is a fundamental conceptual difference. Equation (21) of Ref. [40] is directly the map.
On the other hand, Equation (51) is the map derivative. Therefore, we use Equation (50)
to show that the methodology described in Ref. [40] is only a particular case of the theory
introduced in this work.
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The second derivative of F2(x) results in

d2 F2(x)
dx2 = −

x−1
(√

ln(xr)− ln(x)
)−1

√
π xr erf

(√
ln(xr)

)
− 2

√
ln(xr)

, (52)

which verifies lim
x→xr

d2 F2(x)
dx2 → ∞. Therefore, we cannot directly apply the theory devel-

oped in previous papers. We have to use the analytical method described in Section 3.
From Equations (33), (51), and (52), we deduce that q0 = 1 and 1 < γ < 2.

We calculate the inverse function of d F2(x)
dx

V(y) =
(

d F2(x)
dx

)−1

= x1−(y/k)2

r (53)

where k is

k =
2
√

ln(xr)

xr
√

π erf
(√

ln(xr)
)
− 2
√

ln(xr)
. (54)

Note that yr =
d F2(x)

dx

∣∣∣
xr
= 0.

The first derivative of V(y) is

d V(y)
d y

= −2 x1−(y/k)2

r y ln(xr)

k2 . (55)

Then, d V(y)
d y

∣∣∣
yr
= 0. Then, we have to calculate the second derivative of V(y)

d2 V(y)
d y2 = −

2 x1−(y/k)2

r ln(xr)
(
k2 − 2 y2 ln(xr)

)
k4 . (56)

Therefore, d2 V(y)
d y2

∣∣∣
yr
6= 0 and finite. Accordingly, it implies γv = 2 and γ

F(1)
2

= 1/γv =

1/2. From Equation (33), we obtain

γ = q0 +
1
q1

= 1 +
1

γv
= 1 +

1
2
=

3
2

(57)

and, using Equation (9), the exponent α is evaluated

α = −1 +
1
γ
= −1 +

1
q0 +

1
q1

= −1
3

. (58)

Then, by applying Equation (35), we can write

γ = [1, 2], α = [−1, 1, 2] . (59)

Finally, for a laminar interval L = [0, c], the RPD function results in

φ(x) =
α + 1
cα+1 xα . (60)

To verify these results, we carry out numerical tests. We use a = 1, c = 0.025, and
N = 80,000, where N is the number of reinjected points (which is obtained after millions of
iterations). To obtain the numerical data, first, we produce an iterative process using Map
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(50). Later, we split the laminar interval L into Ns sub-intervals, and, finally, we calculate
the reinjection histogram and the numerical RPD function. In this test, we use Ns = 500.

Also, to compare with the new theoretical results, we implement the M function
methodology. We calculate the parameter m and the exponent αM [6]. The RPD evaluated
by the M function methodology results in

φM(x) =
αM + 1
cαM+1 xαM . (61)

To calculate Equation (61), we have utilized the function M(x), which is defined as

M(x) =


∫ x

xs τ φ(τ) dτ∫ x
xs φ(τ) dτ

if
∫ x

xs
φ(τ)dτ 6= 0,

0 if
∫ x

xs
φ(τ)dτ = 0,

(62)

where xs < x for all reinjected points x. Note that the function M(x) can be calculated
as the average of reinjection points in the interval [xs, x]. Then, if we sort the reinjection
points following the relation xj < xj+1, a very simple evaluation of the function M(x) can
be obtained

M(xl) =
∑l

j=1 xj

l
. (63)

We emphasize that, to apply Equation (63), we do not need to know the function φ(x).
For the RPD provided by Equation (61), M(x) is a linear function [6,38]

M(x) = m x , x > xs (64)

where αM in Equation (61) depends on the slope m

αM =
2 m− 1
1−m

. (65)

The M function methodology finds αM = −0.343, which is very close to the analytical
result provided by Equation (58). The relative percentage difference is eα = 100 αM−α

αM
< 3%.

Figure 2 shows the RPD functions obtained using the M function methodology, the an-
alytical method described in this paper, and the numerical results. We can observe that
the three RPDs are very close. Also, φ(x) and φM(x), provided by Equations (60) and (61),
respectively, verify with high accuracy the numerical data.

To analyze the difference between numerical data and the RPD functions obtained by
the new method and those provided by the M function methodology, we calculate

Dr =

√√√√∑
j=Ns
j=1

(φt(j)−φn(j))2

(φt(j))2

N2
s

, Er =
∑

j=Ns
j=1

|φt(j)−φn(j)|
φt(j)

Ns
, (66)

where φn(j) is the numerical RPD in the sub-interval j, and φt(j) is the RPD calculated by
the new framework or by the M function methodology. The results are in Table 1. We can
observe good agreement between the analytical RPDs with the numerical data. We note
that, for small c, the new analytical method approaches slightly better the numerical data
than the M function methodology.

After obtaining the RPD function, we can calculate the characteristic relation for Map
(50), l̄ ∝ εβ. From Ref. [6] with p = 2 and −1 < α < 0, we obtain β = α/2. Accordingly, β
is also provided by a generalized continued fraction

βt = [−1/2, 1/2, 1] = −1
6

. (67)
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We evaluate numerically the average laminar length, l̄, for ε = 1× 10−7 − 1× 10−13.
The numerical exponent results in βn ∼= −0.18, which is close to the exponent analytically
obtained (see Equation (67)). We highlight that the numerical results verify βn → βt for
ε→ 0.

0 0.01 0.02
0

50

100

150

Figure 2. Map (50). Comparison between the RPD functions for a = 1, ε = 0.001, p = 2, and c = 0.025.
Red points: numerical RPD. Dashed green line: RPD calculated by the M function methodology. Blue
line: theoretical RPD evaluated by Equation (60).

Table 1. Dr and Er for the map provided by Equation (50). N = 100,000, ε = 0.001, a = 1, p = 2,
c = 0.025.

Dr Er

M function 3.944968 × 10−3 7.01789627 × 10−2

Theory 3.439094 × 10−3 6.06325347 × 10−2

4.2. Second Test

The second test analyzes the following map

F(x) ≡



F1(x) = (1 + ε) x + a xp, x < xr

F2(x) =
(

3(ex−xr − 1)− ln
(

1 + (ex−xr )1/3
)

−
√

3 arctan
(
−1+2(1−ex−xr )

1/3

√
3

)
+ 1

2 ln
(

1− (ex−xr )1/3 + (ex−xr − 1)2/3
)
− π

2
√

3

)
h, x ≥ xr

(68)

where xr is calculated from (1 + ε) xr + a xp
r = 1 and h is a constant provided by

h−1 =
(

3
(
e1−xr − 1

)
− ln

(
1 + (e1−xr )1/3

)
−
√

3 arctan
(
−1+2(1−e1−xr )

1/3

√
3

)
+ 1

2 ln
(

1− (e1−xr )1/3 + (e1−xr − 1)2/3
)
− π

2
√

3

)
.

(69)

For ε = 0, Equation (68) has a fixed point at x0 = 0. For 0 < ε � 1, the fixed
point becomes unstable and type II intermittency occurs. Again, F1(x) is the local map,
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and F2(x) governs the reinjection mechanism. Figure 3 shows the map for a = 1, ε = 0.0001,
and p = 2.

0 0.5 1
0

0.2

0.4

0.6

0.8

1

Figure 3. Map provided by Equation (68), a = 1, ε = 0.0001, and p = 2. Blue line: the map. Dashed
black line: the bisector.

The first derivative of F2(x) is

d F2(x)
d x

= h
(
ex−xr − 1

)1/3 . (70)

Note that d F2(x)
d x

∣∣∣
xr
= 0. The second derivative of F2(x) is

d2 F2(x)
d x2 =

h ex−xr

3 (ex−xr − 1)2/3 . (71)

It verifies lim
x→xr

d2 F2(x)
d x2 → ∞. Therefore, we can deduce that q0 = 1 and 1 < γ < 2.

To evaluate γ, we calculate the inverse function of y = d F(x)
d x , which results in

V(y) =
(

d F(x)
d x

)−1

= xr + ln
(

1 +
y3

h3

)
. (72)

The derivatives of this function, for yr = 0, are

dV(y)
dy

∣∣∣∣
yr

= 0,
d2V(y)

dy2

∣∣∣∣
yr

= 0,
d3V(y)

dy3

∣∣∣∣
yr

6= 0 and finite . (73)

Then, γv = 3 and γ
F(1)

2
= 1/3. Now, we can calculate γ and α

γ = q0 +
1
q1

= 1 +
1

γv
= 1 +

1
3
=

4
3

. (74)

By Equation (34), the exponent α results in

α = −1 +
1
γ
= −1 +

1
q0 +

1
q1

= −1
4

. (75)



Symmetry 2023, 15, 1591 15 of 22

Then, we can write
γ = [1, 3], α = [−1, 1, 3] . (76)

To validate these results, we develop computational tests. We calculate α numeri-
cally and by the M function methodology. Figure 4 shows the RPD functions for a = 1,
ε = 0.0001, p = 2, and c = 0.02. Points are the numerical data, the black line is the RPD
calculated analytically (α = −1/4), and the dashed green line is the RPD obtained by the
M function methodology.

The M function methodology obtains αM = −0.2548; therefore, the percentage differ-
ence results in eα = 1.88%.

0 0.005 0.01 0.015 0.02

50

100

150

Figure 4. Equation (68). Comparison between the RPD functions for a = 1, ε = 0.0001, p = 2,
and c = 0.02. Red points: numerical RPD. Dashed green line: RPD calculated by the M function
methodology. Black line: theoretical RPD with α = −1/4.

We calculate Dr and Er for the RPD functions using Equation (66). The results are in
Table 2. We can observe that both RPD functions have accuracy with the numerical data.
Again, the new analytical RPD approaches slightly better the numerical results than the
RPD calculated by the M function methodology.

Table 2. Dr and Er for the map provided by Equation (50). N = 100,000, ε = 0.0001, a = 1, p = 2,
c = 0.02.

Dr Er

M function 3.0698612 × 10−3 5.5695538 × 10−2

Theory 3.0650469 × 10−3 5.5637473 × 10−2

As the theory considers the limit x → xr, the accuracy between αM and α should
increase when c decreases. We carry out several numerical tests and calculate the percentage
difference, eα. The results are shown in Table 3. Note that the agreement between α and αM
increases as c decreases.
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Table 3. N = 100,000, ε = 0.0001, a = 1, p = 2.

c α αM eα

0.02 −0.25 −0.2548 1.88%
0.05 −0.25 −0.2633 5.05%
0.10 −0.25 −0.2800 10.71%
0.20 −0.25 −0.2964 15.65%

The characteristic relation for Map (68) with p = 2 and −1 < α < 0 has the following
form: l̄ ∝ εα (type II intermittency) [6]. Accordingly, β is provided by

βt = α = [−1, 1, 3] = −1
4

. (77)

We calculate the numerical average laminar length l̄ for ε from 1× 10−4 to 1× 10−9,
and the exponent results in βn ∼= −0.249, very close to the theoretical βt = −0.25 provided
by Equation (77).

4.3. Third Test

For the last test, we consider a map with two reinjection processes

F(x) ≡



F1(x) = (1 + ε)x + a xp, 0 ≤ x < xr

F2(x) = (F1(x)− 1)δ, xr ≤ x < xz

F3(x) =
(

1 + ln
(

1
x1/ ln(xr)

))θ
, xz ≤ x ≤ 1

(78)

where xr verifies (1 + ε)xr + a xp
r = 1, and xr < xz ≤ 1. For ε = 0, the map provided by

Equation (78) has a fixed point x0 = 0. For 0 < ε � 1, the fixed point becomes unstable,
and type II intermittency happens. The local map is determined by F1(x). However, F2(x)
and F3(x) govern the reinjection mechanism. Figure 5 shows the map for a = 3, ε = 0.001,
p = 2, δ = 0.4, and θ = 2/3.

0 0.5 1
0

0.2

0.4

0.6

0.8

1

Figure 5. Map provided by Equation (78) for ε = 0.001, a = 3, δ = 0.4, θ = 2/3, c = 0.1, p = 2, and
xz = 0.65. Blue line: the map. Dashed black line: the bisector.
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Note F2(x) and F3(x) generate two different reinjection processes. The map deter-
mined by F1(x) and F2(x) is a generalization of the traditional map introduced by Man-
neville [42], which was studied using the M function methodology in [38].

We analyze the two reinjection mechanisms separately and calculate the RPD function
by adding these processes [6]. We start with the reinjection generated for F2(x) with δ = 0.4.
We apply the analytical framework developed in Section 3. We find

lim
x→xr

dF2(x)
dx

→ ∞ (79)

which implies q0 = 0, and 0 < γ < 1. The inverse function of F2(x) is

V(y) =
−1− ε +

√
(1 + ε)2 + 4 a (1 + y5/2)

2 a
. (80)

From this equation, we obtain

d V(y)
d y

∣∣∣∣
yr

= 0;
d2 V(y)

d y3

∣∣∣∣
yr

= 0; lim
y→yr

d3 V(y)
d y3 → ∞ (81)

where yr = F2(xr). From Equation (81), we obtain q1 = 2. Now, we have to calculate the

inverse function V1(z) =
(

d2 V(y)
d y2

)−1
and its derivatives

d V1(z)
dz

∣∣∣∣
zr

=
1

d3V(y)
dy3

∣∣∣∣∣∣
yr

= 0 (82)

d2V1(z)
dz2

∣∣∣∣
zr

= −
d4V(y)

dy4(
d3V(y)

dy3

)3

∣∣∣∣∣∣∣
yr

= 0 (83)

d3V1(z)
dz3

∣∣∣∣
zr

= 3

(
d4V(y)

dy4

)2

(
d3V(y)

dy3

)5 −
d5V(y)

dy5(
d3V(y)

dy3

)4

∣∣∣∣∣∣∣
yr

6= 0 and finite , (84)

where zr =
d2 V(y)

d y2

∣∣∣
yr

. From Equations (82)–(84), we found q2 = 2.

The exponents γF2 and αF2 are calculated by Equations (33) and (34)

γF2 = [0, 2, 2] =
1

2 + 1
2
=

2
5

, (85)

and
αF2 = [−1, 0, 2, 2] = −1 +

1
1

2+ 1
2

=
3
2

. (86)

To evaluate the second reinjection process, we analyze F3(x). The first derivative of
F3(x) is

d F3(x)
d x

= −
θ
(

1 + ln
(

1
x1/ ln(xr)

))θ−1

x ln(xr)
. (87)

For θ < 1, we obtain

lim
x→xr

d F3(x)
d x

→ ∞ . (88)
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From this equation, we find q0 = 0. Then, we have to calculate the inverse function of
F3(x)

V(y) = x1−y1/θ

r . (89)

Note that yr = F3(xr) = 0. The derivative of V(y) is

dV(y)
dy

= − x1−y1/θ

r y
1
θ−1 ln(xr)

θ
. (90)

From this last equation, we obtain

dV(y)
dy

∣∣∣∣
yr=0

= 0, lim
y→yr

d2V(y)
dy2 → ∞ . (91)

From the Equation (91), we find q1 = 1.

We call V1(z) =
(

dV(y)
dy

)−1
and we use ε = 0.001, a = 1, p = 2, and θ = 2/3.

To determine the derivatives of V1(z), we use

d V1(z)
dz

∣∣∣∣
zr

=
1

d2V(y)
dy2

∣∣∣∣∣∣
yr

= 0 (92)

d2V1(z)
dz2

∣∣∣∣
zr

= −
d3V(y)

dy3(
d2V(y)

dy2

)3

∣∣∣∣∣∣∣
yr

6= 0 and finite . (93)

Therefore, we obtain q2 = 2. The exponents γF3 and αF3 are calculated by Equations (33)
and (34)

γF3 = [0, 1, 2] =
1

1 + 1
2
=

2
3

, (94)

αF3 = [−1, 0, 1, 2] = −1 +
1
1

1+ 1
2

=
1
2

. (95)

The complete reinjection process (the RPD function) is obtained by the addition of
each contribution of F2(x) and F3(x) functions

φ(x) = b
(

xαF2 + xαF3
)

(96)

where b is calculated from the normalization condition

b =
(αF2 + 1)(αF3 + 1)

cαF2+1(αF3 + 1) + cαF3+1(αF2 + 1)
(97)

To verify the accuracy of Equations (96) and (97), we perform several tests to compare
these equations with numerical data and the RPDs obtained by using the M function
methodology and the Perron–Frobenius operator technique [41,50]. We utilize the following
parameters: ε = 0.001, a = 3, δ = 0.4, θ = 2/3, c = 0.1, p = 2, xz = 0.65, and N = 250,000.
For these values, we obtain xr = 0.6179284. Figure 6 displays the RPD functions. Red
points are the numerical data. The dashed blue line is the RPD calculated using the M
function methodology with two contributions (two α). The dashed magenta line is the RPD
obtained by the M function methodology using only one contribution (one α). The green
points are the RPD calculated by the Perron–Frobenius operator technique, and the black
line is the RPD evaluation from Equations (96) and (97). The figure shows high accuracy
between the RPD functions and numerical data.
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Figure 6. Comparison between the RPD functions for ε = 0.001, a = 3, δ = 0.4, θ = 2/3, c = 0.1,
p = 2, xz = 0.65, and N = 250,000. Red points: numerical RPD. Dashed blue line: RPD calculated by
the M function methodology using two contributions. Dashed magenta line: RPD calculated by the
M function methodology using one contribution. Green points: theoretical RPD calculated using the
Perron–Frobenius operator. Black line: theoretical evaluation using Equations (96) and (97).

The differences between numerical data and the RPD functions calculated by the
new method, the M function methodology (using one and two contributions), and the
Perron–Frobenius operator technique are in Table 4. We note that all RPD functions show
accuracy with the numerical data. However, the M function methodology with only one α
shows the worst result.

Table 4. Dr and Er for the map provided by Equation (78). N = 250,000, ε = 0.001, a = 3, p = 2,
c = 0.1.

Dr Er

M one contribution 2.629546 × 10−3 4.138744 × 10−2

M two contributions 2.233368 × 10−3 3.854898 × 10−2

Perron–Frobenius 2.234401 × 10−3 3.782073 × 10−2

Theory 2.235191 × 10−3 3.845706 × 10−2

The characteristic relation for type II intermittency depends on the α values. For this
test, the exponents α generated by F2(x) and F3(x) are positive: αF2 > 0 and αF3 > 0.
Therefore, they verify the relation α > p− 2, where p = 2. In this case, following Ref. [6],
we obtain βF2 = βF3 = 0, and the characteristic relation can be written as l̄ = const.

To verify this result, we evaluate numerically the average laminar for ε from 1× 10−4

to 1× 10−9. We find l̄m ∼= const in agreement with the theoretical evaluation.

5. Conclusions

Based on the well-confirmed results for several one-dimensional maps, the reinjection
probability density function can be approached by the power law provided by Equation (2).
In this work, we analyze how that RPD function is generated in return maps. We show that
the non-uniform RPD is generated around pre-reinjection points where the map derivative
verifies d F(x)

d x

∣∣∣
xr

= 0 or lim
x→xr

dF(x)
dx → ∞. Based on this fact, we present an analytical
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methodology providing the RPD function; henceforth, by simple calculus, it is possible to
evaluate the RPD function provided by Equation (2). In particular, we propose a scheme
that provides the exponent α without any restriction on the possible values of it.

Once the exponent α is obtained, the value of the characteristic relation exponent β
is also calculated. This analytical estimation is compared with numerical results showing
good agreement between both.

The exponent α depends on the return map at pre-reinjection points. From Equation (9),
α is a function of the parameter γ. Therefore, to describe the reinjection mechanism is
necessary to calculate the exponent γ. We introduce a methodology to evaluate γ directly
from the map, which includes the previous studies as particular cases. The new scheme
allows γ and α to acquire any real number.

Additionally, this paper relates the continued fractions with the reinjection process in
chaotic intermittency. The exponents γ and α are provided by simple continued fractions.
Furthermore, the exponent of the characteristic relation β can be defined by continued
fractions.

We find two general cases:

1. Let F(x) be a one-dimensional map defined by Equation (6). If, for a positive integer
q, F(i)(xr) = 0 with i ≤ q and F(q+1)(xr) 6= 0 and finite, the exponent γ = q + 1 is an
integer number.

2. Let F(x) be a one-dimensional map defined by Equation (6). If, for a positive integer q,

F(i)(xr) = 0 with i ≤ q and lim
x→xr

d(q+1)F(x)
dx(q+1) → ∞, the exponent γ is a non-integer real

number with [γ] = q.

Also, we can establish:

3. Let F(x) be a one-dimensional map defined by Equation (6). If lim
x→xr

dF(x)
dx → ∞,

the exponent γ is a real number that verifies 0 < γ < 1.
4. Let V(y) be a function defined by Equation (25). If, for a positive integer q, V(i)(yr) = 0

with i ≤ q and lim
y→yr

d(q+1)V(y)
dy(q+1) → ∞, a new partial quotient is added in Equation (34).

5. Let F(x) be a one-dimensional map defined by Equation (6). A constant RPD function
is recovered if the map derivative at pre-reinjection points is different to zero and finite.

Three numerical studies for different maps validate the new methodology. Two maps
show type II intermittency and the third has type I intermittency. On the other hand,
two maps have only one reinjection mechanism, and the remaining map possesses two
reinjection processes. Aside from this, we compare the new theoretical results with those
calculated by validated methodologies such as the M function and the Perron–Frobenius
operator technique. The new theory works very accurately in all tests.

We highlight that only with the map equation the new theory allows us to evaluate
the fundamental statistical variables for describing chaotic intermittency. If we know the
map, we do not need to work with numerical or experimental data series to understand
the intermittency behavior.

Note that the laminar map determines the intermittencies type. On the other hand,
the chaotic zone of the map specifies the RPD function. Therefore, the new methodology
could be utilized in systems possessing other intermittencies.
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