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Abstract: Aiming at the problem of poor detection performance under the environment of imbalanced
type distribution, an intrusion detection model of genetic algorithm to optimize weighted extreme
learning machine based on stratified cross-validation (SCV-GA-WELM) is proposed. In order to
solve the problem of imbalanced data types in cross-validation subsets, SCV is used to ensure that
the data distribution in all subsets is consistent, thus avoiding model over-fitting. The traditional
fitness function cannot solve the problem of small sample classification well. By designing a weighted
fitness function and giving high weight to small sample data, the performance of the model can
be effectively improved in the environment of imbalanced type distribution. The experimental
results show that this model is superior to other intrusion detection models in recall and McNemar
hypothesis test. In addition, the recall of the model for small sample data is higher, reaching 91.5%
and 95.1%, respectively. This shows that it can effectively detect intrusions in an environment with
imbalanced type distribution. Therefore, the model has practical application value in the field of
intrusion detection, and can be used to improve the performance of intrusion detection systems in
the actual environment. This method has a wide application prospect, such as network security,
industrial control system, and power system.

Keywords: intrusion detection; weighted extreme learning machine; stratified cross-validation;
weighted fitness function; imbalanced dataset

1. Introduction

With the wide application of computer technology and network in various fields,
the network security situation is becoming more and more serious. The firewall, an early
security measure, cannot meet the current network security requirements. How to find
attacks using the network has become the primary goal of preventing network intrusion [1].
The core of intrusion detection system (IDS) is to collect and analyze the data in the network
and check whether behaviors in the network are safe. According to the detection results, the
corresponding defensive measures are started. As a proactive security defense technology,
intrusion detection can effectively guarantee the security of the network [2]. Intrusion
detection technology can generally be divided into two different detection types: misuse
and anomaly [3,4]. Misuse detection is used to match the data in the host or network
according to the known attack type information. If the matching results are consistent, it is
defined as attack behavior. This detection method can only detect existing attack types in
the sample database, but cannot detect unknown attack types [5]. The anomaly detection
method is used to establish normal trajectory characteristics in the database, and regards
all behaviors that deviate from the normal trajectory as intrusion [6].

With the success of machine learning technology in the fields of image classification,
language translation, and speech recognition, the research of machine learning in intrusion
detection has attracted more and more attention from network security researchers. Ma-
chine learning algorithms such as support vector machine (SVM) [7], BP neural network [8],
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extreme learning machine (ELM) [9], decision tree [10], and K-nearest neighbor method [11]
have achieved good results in intrusion detection. Traditional machine algorithms are
based on balanced data. They pay more attention to the large sample data while ignoring
the small sample data during training. As a typical imbalanced dataset, the number of
normal behaviors in intrusion detection dataset is much larger than the number of attack
behaviors [12]. When using machine learning algorithm for intrusion detection, even if all
data are classified as normal behaviors, good accuracy can be achieved. In order to solve the
problem of data imbalance, many algorithms for imbalanced datasets have been proposed.

Among them, undersampling [13] and oversampling [14] are the most widely used. As

another sample rebalancing method, weighted extreme learning machine (WELM) can also

solve this problem [15]. In addition, as a training method, stratified cross-validation (SCV)

can also improve the detection ability of the model for small sample data [16].

When designing a machine learning model, designers tend to subjectively take a
default value for the hyperparameters of the model [17]. The default value may perform
well on some datasets, but may not perform well on others. This is because different types
of datasets have obvious differences in data distribution and size. Therefore, there will not
be a fixed hyperparameter that can be well adapted to all types of datasets [18]. In order to
train a suitable model, many researchers often pre-set the value of the hyperparameters
before training the machine learning model. The quality of the value will directly affect the
performance of the model [19]. The commonly used hyperparameter selection methods
include trial and error method [20], expert experience method [21], and meta-heuristic
optimization algorithm [22]. The trial and error method takes a finite number of hyperpa-
rameter values, uses each value for training, and finally takes the value corresponding to
the best training result as the hyperparameter value of the model. The expert experience
method estimates a suitable value based on one’s own research experience, or directly
uses the value scheme in other people’s research results. The meta-heuristic optimization
algorithm uses an optimization model to iterate the hyperparameter values for a limited
number of times in a certain range, and finally gets the optimal solution. Designing a good
fitness function is very important for the optimization ability of meta-heuristic optimization
algorithm [23].

The specific contributions of this paper are as follows:

(1) A model combining SCV and WELM is proposed. SCV improves the generalization
performance of the model from a macro perspective based on data distribution. WELM
effectively addresses the issue of data imbalance from a micro perspective based on
model structure. The model organically integrates macro and micro solutions.

(2) Anovel weighted fitness function is designed. Giving different weights to different
data types can artificially control the evolution direction of genetic algorithm (GA).
This makes the hyperparameters optimized by GA more suitable for solving data
imbalance problems.

(38) The improved GA is used to optimize the weight w and bias b of WELM.

The other parts of this study are as follows. In Section 2, the related work is discussed.
Section 3 describes the methods used in this paper. In Section 4, the simulation experiments
and results analysis are carried out. Section 5 gives the research conclusion.

2. Related Work

In the field of intrusion detection, more and more researchers are paying attention to
the study of machine learning. It has achieved remarkable results in its theoretical devel-
opment, key technology research, and application. ELM is a machine learning algorithm
proposed by Huang et al. [24], which has received more attention since its proposal. It also
shows good performance in intrusion detection. Ali et al. [25] proposed a method to detect
software-defined networking (SDN) intrusion. The traffic of each forwarding unit in SDN
was supervised by the controller. ELM could be used to detect the traffic of each unit. The
accuracy of the proposed method on NSL-KDD and KDDCUP99 benchmark datasets is
95% and 99.2%, respectively. Al-Yaseen et al. [26] used a differential evolution algorithm to
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select useful features. After feature selection, ELM classifier was applied to evaluate the
selected features. This method can reduce redundant information in the dataset, improve
the performance of IDS, and reduce its processing time. Lin et al. [27] designed a multi
feature extraction ELM (MFE-ELM) algorithm for cloud computing, added a multi feature
extraction process to cloud servers, and used the MFE-ELM algorithm deployed on cloud
nodes to detect and discover network intrusion on cloud nodes. The proposed algorithm
can effectively detect and recognize most network data packets with good model perfor-
mance. Although these methods perform well on accuracy, due to the fact that ELM is a
model oriented towards balanced datasets, they often do not perform well when facing
imbalanced datasets.

In order to solve this problem, various processing methods for imbalanced datasets
have been proposed. Park et al. [28] used generative adversarial network (GAN) to generate
reasonable synthetic data for small sample data, which alleviates the data imbalance in an
intrusion detection dataset. Finally, the superiority of the proposed method is proved on
a variety of intrusion detection datasets. However, the data synthesized by GAN cannot
guarantee the authenticity, that is, whether this data are reasonable in the real network.
Therefore, the model trained by using GAN technology may not perform well in the actual
network. Yan et al. [29] designed a method to optimize WELM based on an improved
grey wolf algorithm. This method uses the improved grey wolf algorithm to optimize
the weight and bias of WELM, which avoids the problems of low search speed and local
optimization. This achieves high search efficiency. However, WELM increases the detection
rate of small sample data at the expense of large sample data. Ma et al. [30] used a cross-
validation method to divide the dataset, then used extreme gradient boosting (XGboost) to
classify it. The F1 value and average AUC of this method are 0.72 and 0.89, respectively.
Ma et al. [31] implemented a mixed sampling technique in combination with the Borderline
SMOTE and Gaussian mixture model (GMM), which can effectively alleviate the serious
class imbalance problem in intrusion detection datasets. The quantum particle swarm
optimization algorithm can optimize and select the optimal number of convolution kernels
for each one-dimensional convolution layer, and improve the detection rate of the model for
small sample data. The precision rates for the small sample data classes R2L and U2R are
improved by 68% and 66%, respectively. However, using the SMOTE sampling technique
destroys the data distribution of the original dataset, and the model does not adequately
mine the distributional patterns in the data. However, cross-validation only improves the
data utilization rate and mines the deep-seated rules in the data, but does not improve the
performance of the model in essence.

In order to solve the unscientific problem of ELM hyperparameter selection, the
method of using an optimization algorithm for hyperparameter optimization has been
widely used. Du et al. [32] proposed a lightweight SVM intrusion detection model based
on cloud-fog collaboration. The SVM optimized by particle swarm optimization is used
to train the dataset and obtain the optimal SVM intrusion detection classifier. This model
is superior to other similar algorithms in detection time, detection rate, and accuracy on
the KDD CUP 99 dataset, and can effectively solve the intrusion detection problem in
fog environment. Zivkovic et al. [33] used the improved firefly algorithm to adjust and
optimize the hyperparameter of XGBoost classifier, which was verified on the NSL-KDD
dataset and USNW-NB15 dataset. The experimental results show that the optimized model
has improved both classification accuracy and average accuracy. Yamin [34] designed a
chaotic metaheuristics with optimal multi-spiking neural network-based intrusion detection
(CMOMSNN-ID) model. By using the whale optimization algorithm to optimize the
hyperparameters of the model, the performance of the model was optimized and the
classification ability was improved. The simulation results show that the performance
of the proposed model is superior to other existing models, with a maximum accuracy
of 99.20%.

The above optimization algorithms choose accuracy as fitness function. However, in
the face of imbalanced datasets, the models with over-optimized hyperparameters will be
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more biased towards large sample data, resulting in the optimization process not being
carried out in the envisaged direction.

This paper proposes a GA-WELM model based on SCV (SCV- GA-WELM), which can
effectively detect small sample attacks. Firstly, the training set is divided into multiple SCV
datasets to improve the data reuse rate. In the stage of optimizing WELM with GA, a novel
fitness function is proposed which improves the detection rate of small sample data.

3. Materials and Methods
3.1. Evaluation Indicators

Compare the real label with the predicted label, and calculate the values of true
positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). The
definitions of accuracy, recall, and precision are as follows:

B TP+ TN 0
Ay = TP FP+ FN+ TN
TP
l=_— " 2
el = TP EN @)
. TP
preCISlon = 7TP + FP (3)

3.2. WELM

In this paper, a WELM classification model is established based on ELM. Suppose N training
samples {x;, ti}il\il are given, where x; = [xj1, X, - - - ,xin]T € R" t; = [tq, tin, -+ ,tim}T € R™,
7 is the feature number of the sample, and 1 is the type number of the sample. A feedforward
neural network output model with L hidden layer nodes can be expressed as follows:

L
Y BuG(wp, by, x) = 0;,i=1,2,--- N 4)
h=1

where B, is the output weight of the /-th hidden layer neuron, G is the activation function
of neurons in the hidden layer, wy, and by, are the weight and bias of neurons in the h-th
hidden layer, respectively, x is the input sample, o; is the actual output value of the i-th
training sample, and ¢; is the expected output of the i-th training sample.

For a training sample with a quantity of N, {x;, tl-}il\i 1, Xi € R", there are (wy, by) and

L
Bn, with Y ||o; — t;|| = 0, so that the single-hidden layer feedforward network (SLFN) can
i=1

approach the training set {x;, ti}f\il with zero error, namely,

L
ZﬁhG(wh,bh,xi) :ti,i:1,2,--- ,N (5)
h=1

Equation (5) can be further simplified as:
HB=T (6)

where H is the hidden layer output matrix, § is the output weight matrix of hidden layer,
and T is the expected output matrix corresponding to the training sample.

In the training process of ELM, the hidden layer weight w;, and hidden layer bias b,
are randomly generated when initializing the network hyperparameters, and they remain
unchanged throughout the training and testing process. Since the input training samples,
the input weight, and bias of hidden layer and the expected output are all known, the
whole training process is to find out the hidden layer output weight matrix g in the ELM
model, thus obtaining a complete classification model.



Symmetry 2023, 15,1719

5o0f 14

It can be solved by Moore-Penrose generalized inverse matrix H* of hidden layer
output matrix H.
The Moore-Penrose generalized inverse matrix H* of the hidden layer output matrix
H can be solved to obtain
B=H'T 7)

In the equation, there are many ways to calculate H*. In ELM, the orthogonal pro-
jection method (KKT) is usually used to solve H*. When H'H is a nonsingular matrix,
H* = (H'H)"'H"; when HH" is a nonsingular matrix, H* = H'(HH") 1.

In order to solve Equation (7), a small enough regular term % is added to the di-
agonal of H'H or HH', which makes the classification model have better stability and

generalization performance. The output weight of the hidden layer can be expressed as

H' (& —|—HHT)_1T,N <L

A

p= -1 ®)
(¢+H™H) H'TN>L
The output function of ELM can be expressed as
-1
. h(x)HT(%—f—HHT) T,N <L
flx) =h(x)p = )

n(x) (¢ +HTH>_1HTT,N > L

In the classification problem, not all the classified sample data are evenly distributed.
In order to solve the classification problem of imbalanced samples, Zong et al. [35] proposed
WELM on the basis of ELM. Give each sample a weight according to the weighting scheme.
Weighting scheme W:
1

Wi=—-—
1™ Count(t;)

(10)
where Count(t;) is the number of samples with the class of ¢; in the training samples.

Weighting scheme W;: Push the ratio of small sample data to large sample data
towards 0.618:1 (golden ratio). This scheme actually sacrifices the classification accuracy of
large sample data in exchange for the classification accuracy of small sample data.

0.618
W, = Count(f;)” t; belongs to large sample data an
ﬁf(h‘)’ t; belongs to small sample data
The output weight of the WELM hidden layer can be expressed as
-1
; H({+WHHT) WI,N <L
B=H'T (12)

(& +H'WH) THWIN > L

where the weighting matrix is a diagonal matrix of N x N. N main diagonal elements
correspond to N samples, and different weights are given to different sample classes, in
which the same class has the same weight. In order to get better detection performance of
small sample data, this paper adopts weighting scheme W.

3.3. SCV

Cross-validation [36] is a statistical analysis method used to verify the performance of
classifiers. The basic idea is to group the training data, one part as the training set and the
other part as the test set. Firstly, the classifier is trained with the training set, and then the
trained model is tested with the test set, which is used as the performance index to evaluate
the classifier.
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K-fold cross-validation is used to divide the training data into K independent subsets,
extract one subset as a test set without repetition, and combine the rest K-1 subset data as a
training set. Figure 1 shows the 10-fold cross-validation principle.

D
¥ Partition
D, D, Dy Dy Ds Dg D; Dy Dg Dy

Dy Dy, Dy Dy Ds Dy D7 Dy Dy Dy

A
DA by Y pY Df o DY DA D, D VETIES Retumn
. results

Dl DZ D3 D4 DS DG D7 D8 D9 DIO

Training set Test set

Figure 1. Ten-fold cross-validation principle.

The specific steps of K-fold cross-validation are as follows:

(1) The original training set D is randomly divided into K equal parts (D1, Dy, ..., Dk),
one of which is taken as the K-fold test set, and the rest K — 1 is taken as the K-fold training
set. The K-fold training set is used to train the classifier, and the K-fold test set is classified.

(2) Repeat Step (1) until each fold of data has been tested.

(3) Take the average accuracy of K classifiers obtained from K tests, and the average
accuracy obtained is used as the accuracy of K-fold cross-validation.

For most datasets, K-fold cross-validation can avoid over-fitting and under-fitting.
However, in the face of the imbalanced dataset such as intrusion detection, the number of
normal behaviors is far greater than the number of attack behaviors. K-fold cross-validation
randomly assigns different classes of data to each fold. If a small number of attacks are
concentrated in a fold, the classification performance of the classifier will be reduced. K-fold
SCV is based on K-fold cross-validation to ensure that the proportion of class samples in
each fold is roughly the same. SCV is a technique to rearrange data to ensure that each fold
can well represent all classes appearing in the data. In this paper, 10-fold SCV is selected.

3.4. Weighted Fitness Function

In this paper, GA is used to optimize hyperparameters in WELM. GA, proposed by
Professor Holland in 1975, is a global probabilistic search optimization algorithm based on
the theory of natural selection and genetic mutation [37]. When using GA for optimization,
it is necessary to encode the candidate solution of the problem, that is, one candidate
solution corresponds to one code. The code is usually binary, which is represented by “0”
and “1”. “1” means that the candidate solution is selected. All candidate solutions are
combined together to form chromosomes. In the process of iterative evolution, the fitness
function is constructed to calculate the fitness of each individual. The greater the fitness
value, the greater the possibility that the individual will be retained.

The setting of fitness function is very important for the optimization ability of GA,
and in different optimization problems, the setting of fitness function needs to be based on
specific optimization problems. For common classification problems, accuracy is usually
used as a fitness function to evaluate the optimization effect.

According to the different proportion of each class of data in the dataset, the dataset
can be divided into balanced dataset and imbalanced dataset. Let the dataset consist of
three classes of data: A, B, and C, and the number of data is at, by, and ¢y in turn. The
model is used to classify datasets, and the correct number of each classification is 4, b, and c
in turn.
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Scenario 1: The dataset is a balanced dataset.
Because the amount of all kinds of data in the balanced dataset is roughly equal, then
ar = bt = cr. The accuracy of the model can be expressed as:

_aT+bT+cT_ 3ar 3

1
— 4 — = —(R R R 1
ar b Ty (RA+Rp+Rc) (13)

g a+b+c _a+b+c_1<a b+c>
3
In the equation, R4, Rp and R¢ are recall of three classes of data: A, B, and C, respectively.
Scenario 2: The dataset is an imbalanced dataset.
Assuming that Class A represents large sample data, and Class B and Class C represent
small sample data, then ar > br, ar > cr. The accuracy of the model can be expressed as:

a+b+c a+b+c a b c
ar +br +cr ar ar ar ar 4 (14)

In the equation, m = % + é ; because by > b and ¢t > ¢, it can be concluded that
ar > band ar > ¢, so m is a very small number.

From Equations (13) and (14), it can be seen that the changes of R4, Rp, and R¢ have
equal influence on S when facing a balanced dataset. This shows that GA will not focus
on improving the detection ability of a certain kind of data in the optimization process.
In the face of imbalanced datasets, the change of R4 directly determines the size of S.
When the model classifies unknown data, it tends to predict Class B and Class C as Class
A, which leads to a serious decline in recall of these two classes of data. This shows
that there are serious defects in using accuracy as the fitness function of GA when facing
imbalanced datasets.

Intrusion detection dataset is a typical imbalanced dataset. In order to overcome the
defects of GA in optimizing intrusion detection model, we design a novel weighted fitness
function based on the evaluation index of recall. Let a certain intrusion detection dataset
have E classes of data in total. The recall of a certain class of data is R; (j represents the data
type), and its corresponding weight is h;. Therefore, the weighted fitness function F can be
expressed as:

E
F=Y Rjh (15)
j=1

In Equation (15), by setting a higher weight for small sample data and a lower weight
for large sample data, the GA is guided to evolve more appropriate hyperparameters. The
optimized model can detect both small sample data and large sample data with excellent
performance. Compared with Equation (14), the contribution of small sample data to
fitness values is reflected, and GA will inevitably tilt towards small sample data during the
optimization process. Due to the scarcity of small sample data, GA needs to consume more
computing resources to improve the corresponding recall. GA instinctively searches for
more resource-saving evolutionary direction during the process of optimization. In order
to make GA violate its “instinct”, we must artificially control the evolution direction of
GA by adjusting the weight h. Therefore, designing a reasonable weight / is crucial for the
evolution of GA. The definition of weight / is as follows:

num(min)
b {(E x 2 num(j) )J , j is small sample data
P =

, j is large sample data

(16)

where num(min) is the minimum number of types among the E classes of data. num(j) is
the number of Class j data. |- | represents a downward rounding operation.

The weight of large sample data is uniformly assigned to 1, which is a lower weight
value. The purpose is to passivate the sensitivity of GA to large sample data. For small
sample data, two factors should be considered, one is the number of data types E, and the
other is the number of Class j data numy(j). E and h are proportional because the larger the
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E, the smaller the proportion of small sample data, and the easier it is to be “sacrificed” in
the optimization process of GA. Therefore, the larger the value of E, the larger / should be
set. numy(j) is inversely proportional to h. The smaller the value of numy(j), the easier it is for
GA to ignore Class j data. Therefore, in order to improve the detection rate of Class j data,
it is necessary to increase the value of i. Using an index based on 2 to appropriately reduce
num (j) does not change the correlation between num (j) and #, but compresses the scale of
the variable. GA can more sensitively perceive the subtle changes of fitness function and
find a more suitable direction for the subsequent evolution.

3.5. SCV-GA-WELM

The flow chart of SCV-GA-WELM is shown in Figure 2, and the N-5 flow chart of
SCV-GA-WELM is shown in Figure A1. The specific workflow is as follows:

(1) Input the training set into the model;

(2) According to the requirements of SCV, the training set is divided into K-fold subsets
Z,i=1,2,..,K

(38) Use GA to update the weight w and bias b of WELM;

(4) Each fold subset Z; trains one WELM, and the fitness function values of K WELM are
taken as the arithmetic average F;

(5) Compare the best fitness value Fy,g with F. If Fy.s; > F, set Fy,s; = F, and record the
best w and b corresponding to Fpg;

(6) If the iteration number # is not greater than the generations of GA, repeat Step (3);

(7)  Substitute the best w and b corresponding to Fp,s into WELM, and conduct experi-
ments on the test set.

According to the requirement Using GA to optimize
of SCV, the training set is » the weight @ and bias
divided into K subsets. b of WELM.
¢ ¢ v
The subset Z, is The subset Z, is The subset Z is
used to train used to train used to train
WELM, and then WELM, and then " WELM, and then
the fitness value F the fitness value F, the fitness value Fyg
is calculated. is calculated. is calculated.

I

Get the average

Update the best fitness

fitness value £ value Fy,,.

Use test set to verify Get the optimal
model performance. w and b

Figure 2. Flow chart of the model in this paper.

4. Results and Analysis
4.1. Experimental Preparation

The operating system of the selected server is CentOS 7, the CPU processor is 64 x AMD
7452@2.35 GHz, and the memory is 256 G. The simulation software is MATLAB R2022a. In
this paper, the NSL-KDD dataset is selected as the experimental dataset, and KDDTrain+
and KDDTest+ in the NSL-KDD data packet are selected as the training set and test set,
respectively. The dataset has 42 dimensions of data, with the first 41 dimensions being
dataset features and the 42nd dimension being dataset labels [38]. Labels include normal
behaviors and 39 types of attacks, among which the 39 types of attacks belong to four types
of attack behaviors: DoS, Probe, U2R and R2L, respectively. Mark the five classes of labels
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as 1-5, respectively. The training set includes 21 types of attacks, while 18 types of attacks
that are not in the training set appear in the test set. These attack types, which only appear
in the test set, can be used to evaluate the detection ability of the intrusion detection model
in this paper to unknown attacks.

4.2. Comparison of Experimental Settings and Results

Five models, ELM, WELM, GA-WELM, SCV-GA-WELM(I), and SCV-GA-WELM(II),
were selected for comparative experiments. Random generation of hyperparameters is
used for ELM and WELM. Choose Equation (1) as the fitness function of GA-WELM and
SCV-GA-WELM(I). Choose Equation (15) as the fitness function of SCV-GA-WELM(II), and
the weight hj of five classes of data is (1,1,1,10,5). The experimental results are presented
in the form of confusion matrix, which is shown in Figure 3. In Figure 3, the diagonal of
the confusion matrix is the correct number of classification. Below the confusion matrix is
precision, and on the right is recall. The comparison of accuracy, recall, and precision of
different models is shown in Tables 1-3, respectively.

Table 1. Accuracy comparison of different models.

Model Accuracy
FLM 76.11%
WELM 77.94%
GA-WELM 95.79%
SCV-GA-WELM(I) 96.41%
SCV-GA-WELM(II) 96.36%

Note: Bold is the maximum value.

Table 2. Recall comparison of different models.

Recall
Model
1 2 3 4 5
ELM 97.5% 81.8% 62.7% 4.0% 2.2%
WELM 93.8% 73.7% 81.3% 25.5% 34.4%
GA-WELM 98.0% 97.1% 96.2% 80.0% 85.4%
SCV-GA-WELM() 98.1% 97.3% 96.5% 85.0% 89.0%
SCV-GA-WELM(II) 97.0% 96.1% 96.3% 91.5% 95.1%
Note: Bold is the maximum value.
Table 3. Precision comparison of different models.
Precision
Model
1 2 3 4 5
ELM 67.0% 95.7% 79.0% 80.0% 53.6%
WELM 71.7% 96.5% 76.0% 10.6% 88.3%
GA-WELM 94.2% 99.4% 93.2% 60.6% 98.3%
SCV-GA-WELM() 95.0% 99.5% 94.3% 67.2% 98.2%
SCV-GA-WELM(II) 96.6% 99.3% 92.5% 51.4% 97.2%

Note: Bold is the maximum value.

4.3. Results Analysis

Comparing ELM with WELM, it can be seen from Figure 3a,b, Tables 2 and 3 that the
recall of WELM in Class 4 and Class 5 data has increased by 21.5% and 32.2%, respectively,
and the correct number of classification has increased by 43 and 886. This is because Class
4 and Class 5 data are small sample data, and WELM will give them more attention in the
process of classification, so the corresponding recall and the correct number of classification
have been significantly improved. However, this promotion is based on the premise on
sacrificing the recall for large sample data, resulting in a decrease in recall for Class 1 and
Class 2 data.



10 of 14

Symmetry 2023, 15,1719
1 61 171 2 7 1 46 305 | 132 | 115
2| 1185 139 31 2| 1752 160 52 1
3| 706 | 183 | 1518 14 3| 283 | 156 | 1968 | 13 1 81.3% LX)
2} [}
& 3
24| 123 6 63 8 84| 28 113 51 8
[0) (0]
3 E:
F5| 2640 | 24 30 60 5| 1534 43 231 | 946

95.7%

79.0%

80.0%

96.5%

76.0% MM[JGY M 88.3%

11.7%

1 2 3 4 5 1 2 3 4 5
PredictClass Predict Class
(a) ELM (b) WELM
1 14 100 42 38 2.0% 1 9526 14 88 42 41 1.9%
2| 188 28 4 2.9% 2| 176 22 7 2.7%
3| 57 31 2329 4 3.8% 3| 64 21 2336 3.5%
w 12
8 8
54 5 32 160 3 20.0% 54 5 22 170 3 15.0%
@ @
E E
Fs| 339 10 54 | 2351 14.6% Fs5| 260 9 34 | 2451 11.0%

94.2%

99 4%

94 3%

95.0%

99.5%

PredictClass

PredictClass

(c) GA-WELM (d) SCV-GA-WELM(I)
1 L 23 143 65 56 3.0%
2| 217 5 36 7 1 3.9%
3| 53 29 2332 6 1 3.7%
A
Sa| 1 8 183 8 8.5%
[o}
E
Fs5| 40 1 95 2618 4.9%

96.6% 99.3% 92.5%
3.4% 0.7% 75% | 486% | 2.8%
1 2 3 4 S

Predict Class

(e) SCV-GA-WELM(II)

Figure 3. Models’ performance comparison. The darker the color, the higher the value; Conversely,
the lighter the color, the lower the value.

As large sample data, the recall of Class 3 data has obviously increased, because it is a
large sample compared with Class 4 and Class 5 data, but it is small sample data compared
with Class 1 and Class 2 data. As can be seen from Table 1, the accuracy of WELM and
ELM is basically the same, which cannot reflect the performance improvement of WELM
on small sample data, and the evaluation index is distorted. Therefore, it is not appropriate
to use accuracy as the main evaluation index and fitness function for imbalanced dataset.
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The precision of WELM on Class 4 data decreased obviously, which deviated from the fact
that the correct number of classifications increased by 43, so we could not choose precision
as the main evaluation index and fitness function.

Comparing WELM and GA-WELM, it can be seen from Figure 3¢, Tables 1-3 that GA-
WELM is superior to WELM in recall of all data classes, and the precision and accuracy of
GA-WELM have also improved, indicating that GA-WELM has higher detection ability than
WELM. The reason is that GA optimizes the hyperparameters of WELM. The WELM model
optimized by GA can effectively detect small sample data and also has good detection
ability for large sample data.

Compared with GA-WELM and SCV-GA-WELM (I), SCV-GA-WELM (I) achieved
the best results in recall and accuracy, and achieved the best results in the precision of the
first four classes of data. The precision of the Class 5 data is basically equal to GA-WELM,
indicating that SCV-GA-WELM (I) has better classification performance. The recall of
SCV-GA-WELM(]) is improved by 0.1%,0.2% and 0.3%, respectively, on large sample data,
and by 5% and 3.6%, respectively, on small sample data. Compared to large sample data,
the improvement in model performance is more significant on small sample data. This
is because the use of SCV can improve the detection ability of GA-WELM, especially for
small sample data.

Compared with SCV-GA-WELM(I) and SCV-GA-WELM(II), SCV-GA-WELM(II) has
a higher recall on the latter two classes of data. SCV-GA-WELM(I) has a higher recall
on the first three classes of data. It is also higher on accuracy. This is because SCV-GA-
WELM(II) using weighted fitness function is more sensitive to small sample data, so it
has achieved good results in small sample data detection. The fitness function used in
SCV-GA-WELM(]) is accuracy, so it focuses more on the performance of large sample data
and has achieved good results in detecting large sample data. The fitness function used
in SCV-GA-WELM(]) is accuracy, so it pays more attention to the performance of large
sample data and has achieved good results in large sample data detection. The value of
accuracy mainly depends on the performance of the model on large sample data, so the
accuracy of SCV-GA-WELM(]) is also the highest. The precision of SCV-GA-WELM(II) for
the Class 4 data has dropped sharply, because the weight of the Class 4 data is much higher
than that of the other four classes, so many other classes data are misclassified into Class
4 data. SCV-GA-WELM(II) is not the highest precision for Class 5 data, and the same is
true. It is proved that the evolutionary direction of GA can be controlled artificially by the
weighted fitness function. The accuracy of SCV-GA-WELM(II), and the precision of the
Class 1,2,3 and 5 data, have little change compared with SCV-GA-WELM(I). This proves
that although SCV-GA-WELM (II) sacrifices large sample data to improve recall of small
sample data, it can reasonably balance the relationship between large sample data and
small sample data, and does not blindly divide large sample data into small sample data.
SCV-GA-WELM(II) performs well on small sample data and also has high detection ability
on large sample data.

4.4. McNemar Hypothesis Test Results

To verify the superiority of SCV-GA-WELM, the McNemar hypothesis test was per-
formed using the SCV-GA-WELM as a benchmark model. The McNemar hypothesis test
confirmed the statistical significance of differences between the two methods. The McNe-
mar hypothesis test is a nonparametric test on a 2 x 2 confusion matrix, and it is based on
the standardized normal test statistic, which can be expressed as follows:

,_ Jr—fa 17)
V2 + fa

where f;; denotes the number of occurrences of elements (i, j) in the confusion matrix; the
square of z obeys the chi-square distribution of one degree of freedom.
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The test equation can be expressed by:

2 (fz—fa)’ (18)

fi2+ fa1

Select four existing models [39-42] as comparison models. In the test, a p < 0.05 was
considered to indicate statistical significance. The McNemar hypothesis test results of the
comparison model and the benchmark model SCV-GA-WELM are shown in Table 4. As
shown in Table 4, the p values between the SCV-GA-WELM and the other models were less
than 0.05, indicating that the McNemar hypothesis was true. Thus, the detection capability
of the SCV-GA-WELM was statistically superior to those of the comparison models.

Table 4. The McNemar hypothesis test results.

V-GA-WELM
Model SCV-G

p-Value
HDLNIDS [39] 2.74 x 1074
HC-DTTSVM [40] 1.36 x 107
MCLDM [41] 6.20 x 1073
two-stage LSTM and DNN [42] 6.21 x 1077

5. Conclusions

Aiming at the problem of data imbalance in intrusion detection, this paper proposes a
SCV-GA-WELM model, which adopts a brand-new weighted fitness function to guide the
evolution direction of GA and improve its optimization ability. At the same time, SCV is
used to divide a fairer sample dataset, reduce over-fitting, and improve data utilization.
The experimental results show that the SCV-GA-WELM model has excellent performance
on recall and McNemar hypothesis tests, especially on small sample data. The selection
of hyperparameters in GA has a significant impact on the optimization results. We will
conduct detailed discussions and research on how to select appropriate hyperparameters
in subsequent work. At the same time, we will consider using conditional generation
antagonistic network (CGAN) to construct countermeasures samples with small sample
data. On the one hand, it can solve the problem of uneven data distribution, and on the
other hand, it can improve the security of the detection model itself.
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Appendix A. The N-S Flow Chart of SCV-GA-WELM

Input training set

According to the requirement of SCV, the training
set is divided into K subsets Z;, i=1,2,--- . K

n=1, less than or equal to the generations of GA

Use Z, to train
the WELM
model to obtain
the fitness
function value F;

Use Z, to train
the WELM
model to obtain
the fitness
function value F,

Use Z to train
the WELM
model to obtain
the fitness
function value Fy

_ K
Get the average fitness function value F’ =%ZE
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Y F‘best > F N
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Get the trained WELM model

Input test set

Get the predicted value

Figure A1. N-S flow chart of the model in this paper.
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