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Abstract: From the previous work, when solving the LQ optimal control problem with random
coefficients (SLQ, for short), it is remarkably shown that the solution of the backward stochastic
Riccati equations is not regular enough to guarantee the robustness of the feedback control. As a
generalization of SLQ, interesting questions are, “how about the situation in the differential game?”,
“will the same phenomenon appear in SLQ?”. This paper will provide the answers. In this paper, we
consider a closed-loop two-person zero-sum LQ stochastic differential game with random coefficients
(SDG, for short) and generalize the results of Lü–Wang–Zhang into the stochastic differential game
case. Under some regularity assumptions, we establish the equivalence between the existence of the
robust optimal feedback control strategy operators and the solvability of the corresponding backward
stochastic Riccati equations, which leads to the existence of the closed-loop saddle points. On the
other hand, the problem is not closed-loop solvable if the solution of the corresponding backward
stochastic Riccati equations does not have the needed regularity.

Keywords: stochastic differential game; random coefficients; robust optimal feedback; backward
stochastic Riccati equations

1. Introduction

In this paper, we consider the following controlled linear stochastic differential equa-
tion (SDE, for short) on a finite horizon [s, T]:

dx(t) =[A(t)x(t) + B1(t)u1(t) + B2(t)u2(t)]dt

+
d

∑
i=1

[Ci(t)x(t) + D1i(t)u1(t) + D2i(t)u2(t)]dWi(t), t ∈ [s, T]

x(s) =θ,

(1)

with the following quadratic objective functional:

Jθ(u1, u2) =
1
2

E
{
〈Gx(T), x(T)〉Rn +

∫ T

s
[〈R(t)x(t), x(t)〉Rn

+ 〈N1(t)u1(t), u1(t)〉Rm1 + 〈N2(t)u2(t), u2(t)〉Rm2 ]dt
}

;
(2)

for simplicity of notion, sometimes we denote m = m1 + m2 and:

B =
[
B1 B2

]
, Di =

[
D1i D2i

]
, i = 1, 2, . . . , d,

u =

[
u1
u2

]
, N =

[
N1 O
O N2

]
.
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1.1. Literature Review

Thanks to the key role of economics and finance in the real world, much attention
has been paid by many researchers to mathematical financial problems, including the
differential game theory, not only because of its useful basic theory, but also because of its
practical applications to financial markets. The differential game (DG, for short), which
involves the decision-making of multiple players being affected by each other, could be
traced back to 1965 and the work carried out by Isaacs [1], which inspired later research in
this field. For research in the early years, we refer to the literature [2–7] and the references
therein. Among them, Ho-Bryson-Baron [7] may be the first paper about deterministic
two-person zero-sum differential games (DG, for short) where the stochastic perturbation is
absent. In 1989, Fleming-Souganidis [6] generalized the DG in the deterministic framework
to the stochastic case, which is considered the major work of the research on the problem
(SDG). After that, Hamadè-Lepeltier [8] investigated the SDG using the BSDEs approach.
Then, Yong and Mou-Yong [9,10] generalized the SDG into a leader–follower case and
investigated it in the open-loop form using a Hilbert space method. In 2008, Buckdahn-
Li [11] focused on the existence of players’ value through the viscosity solution theory.
Yu [12] obtained the existence result of the corresponding Riccati equation by virtue of
Hamadè’s linear transform, which enriched the related Riccati equation theory, and studied
the general case of SDG (i.e., D1i 6= 0 and D2i 6= 0). Very recently, Moon [13] studied the LQ
stochastic leader–follower Stackelberg differential games for jump-diffusion systems with
random coefficients. In addition, Wang-Wu [14] considered a kind of time-inconsistent
linear-quadratic non-zero sum stochastic differential game problem with random jumps.
For more details, we refer to [13–18] and the references therein.

To some extent, the problem of SDG can be treated as the generalization of a stochastic
LQ optimal control problem with two controls. From this viewpoint, these two problems
have a close relationship with each other and benefit from each other. In 2003, Tang [19]
obtained the equivalence between the existence of the solution for the Riccati equation and
the homomorphism of the stochastic flows derived from the optimally controlled system,
which solved the long-standing open problem proposed by Bismut [20] in 1978. After that,
Tang [21] improved the well-posedness results in [19] through dynamic programming. In
2017, Lü-Wang-Zhang [22] showed the nonexistence of feedback controls to a solvable SLQ
with random coefficients, which is significantly different from its deterministic counterpart.
Very recently, Zhang-Dong-Meng [23] investigated the well-posedness of stochastic Riccati
equations associated with stochastic linear quadratic optimal control with jumps and
random coefficients using an approach similar to that introduced in [21]. For more essential
details on SLQ, one can refer to [23–27] and the rich references therein.

1.2. Main Contributions of This Paper

As is well-known, when solving the closed-loop SLQ or SDG, the key point is
the solvability of the corresponding backward stochastic Riccati equations in the form
of the following: dP =− F(A, B, Ci, Di; R, N; P, Qi)dt +

d

∑
i=1

QidWi(t), t ∈ [s, T]

P(T) =G, Q := (Q1, Q2, . . . , Qd),

which is a highly nonlinear backward stochastic differential equation; the coefficients will be
specified later. Fortunately, Tang [19] obtained a unique solution,
(P, Q) ∈ L∞

Ft
(0, T;S(Rn))× Lp

Ft
(Ω; L2(0, T;S(Rn))) for p ∈ [1, ∞). After that, Lü-Wang-

Zhang [22] remarkably showed that it is not regular enough to establish the feedback
control because the second part of the solution Q ∈ Lp

Ft
(Ω; L2(0, T;S(Rn))) will be in-

volved in the feedback control (for details please see Remark 3). This phenomenon is
interesting and important. As a generalization of SLQ, a natural question is,“will the same
phenomenon appear in SDG?” Obviously, the answer is affirmative and this paper will



Symmetry 2023, 15, 1726 3 of 24

show that the same remarkable phenomenon appears in the SDG problem. Then, inspired
by the idea from [16,22], we establish the equivalence between the existence of the robust
optimal feedback control-strategy operators (please see Section 2 for the definition) and the
solvability of the corresponding backward stochastic Riccati equations. Furthermore, the
existence of a closed-loop saddle point will be obtained by way of some suitable conditions.
Finally, from the example, the SDG problem is not closed-loop solvable without the needed
regularity of the solution for the corresponding backward stochastic Riccati equations.

Note that, in the literature mentioned above, no works focus on the above phenomenon
in SDG. Especially, when considering recent works [13,14,18,23] ([14,18] only consider the
deterministic coefficients case [13,23] and do not pay attention to the robustness of the
feedback control), to the best of our knowledge, the robustness of the feedback control-
strategy pair in SDG with random coefficients has not yet been studied. This paper
can be viewed as a nontrivial extension of [22] in the differential game case. The main
generalizations and technical challenges of this paper are compared with [22] as follows:

(a) The inclusion of two controls appears in Equations (1) and (2).
(b) The explicit dependence of two controls on both the drift and diffusion terms

in Equation (1).
(c) The backward stochastic Riccati equations above with a high dimension.

1.3. Problem Statement

Throughout the paper, we let Rn be the n-dimensional Euclidean space with Euclidean
norm | · |Rn and Euclidean inner product 〈·, ·〉Rn . We also let S(Rn) be the set of all
(n× n) symmetric matrices, S+(Rn) be the set of (n× n) positive definite matrices, and
S−(Rn) be the set of (n× n) negative definite matrices. Furthermore, we suppose that
(Ω,F , (Ft)t≥s, P) is a complete filtered probability space with the natural filtration (Ft)t≥s
generated by a d-dimensional standard Brownian motion {Wt = (W1, W2, . . . , Wd)

′; s ≤
t ≤ T} augmented by all P-null sets, where the superscript (·)′ denotes the transpose of
vectors or matrices.

In Equations (1) and (2) above, x(·) is the state variable in Rn, the matrix-valued
stochastic processes A(·), B1(·), B2(·), Ci(·), D1i(·), D2i(·), R(·), N1(·), N2(·) are given F s

t -
progressively measurable processes, and G is given F s

T-measurable random variables
satisfying suitable assumptions to be given later such that Equation (1) admits a unique
strong solution. In what follows, the time variable t is sometimes suppressed in the form
A, B1, Ci, D1i, etc. For any s ∈ [0, T) and i = 1, 2, we introduce the following collections of
all admissible controls:

Ui[s, T] :=
{

ui ∈ Rmi |ui(·) is F s
t -progressively measurable, E

∫ T

s
|ui(t)|2dt < ∞

}
.

We also need to introduce the following collections of all admissible non-anticipative
strategies for Player i, i = 1, 2 on [s, T], which is adopted from Buckdahn and Li [11] and
Yu [12]:

Ai[s, T] :=
{

γi : Uj[s, T]→ Ui[s, T]|γi(uj) ≡ γi(u∗j ) on [s, τ], if uj ≡ u∗j on [s, τ]

}
,

where j = 3− i and τ : Ω→ [s, T] is any stopping time. In the above collection, for i = 2,
then j = 1, γ2(u1) means the admissible strategy for Player 2 to deal with the control of
Player 1 in the game. Further, Player 1 aims to maximize (2) and Player 2 wants to minimize
it. So, Jθ(u1, u2) can be regarded as the payoff for Player 1 and the cost for Player 2. Above
all, the two-person zero-sum linear quadratic stochastic differential game (SDG, for short)
can be stated as follows.



Symmetry 2023, 15, 1726 4 of 24

Problem (SDG) For each pair (s, θ), find an admissible control ū1 ∈ U1[s, T] and an
admissible strategy γ̄2 ∈ A2[s, T] such that:

Jθ(ū1, γ̄2(ū1)) = inf
γ2∈A2[s,T]

sup
u1∈U1[s,T]

Jθ(u1, γ2(u1)), (3)

which is called Player 1’s value, and (ū1, γ̄2) is called an optimal control-strategy pair
of Player 1. On the other hand, if we find an admissible control ū2 ∈ U2[s, T] and an
admissible strategy γ̄1 ∈ A1[s, T] such that:

Jθ(γ̄1(ū2), ū2) = sup
γ1∈A1[s,T]

inf
u2∈U2[s,T]

Jθ(γ1(u2), u2), (4)

which is called Player 2’s value and (γ̄1, ū2) is called an optimal control-strategy pair of
Player 2.

In the case that the two players’ values are equal, we call this common value the value
of the game and (ū1, ū2) is called the saddle point, where ū1 = γ̄1(ū2) and ū2 = γ̄2(ū1),
these two conditions can be replaced by another two matrices (please see
Remark 7 in Section 3).

This paper is organized as follows. Some preliminary results and definitions are
provided in Section 2. Section 3 is devoted to presenting the main results of this paper.
Finally, two examples are provided to illustrate our results.

2. Preliminaries

The following collections will be used in this paper: here, p, p1, p2 ∈ [1, ∞):

Lp
FT

(Ω;Rn) =

{
ξ : Ω→ Rn|ξ is FT-measurable, E|ξ|pRn < ∞

}
,

Lp
Ft
(Ω; C(s, T;Rn)) =

{
x : Ω× [s, T]→ Rn|x(t) is Ft-adapted, continuous,

(
E sup

t∈[s,T]
|x(t)|pRn

) 1
p

< ∞
}

,

Lp1
Ft
(Ω; Lp2 (s, T;Rn)) =

{
x : Ω× [s, T]→ Rn|x(t) is Ft-adapted, E

(∫ T

s
|x(t)|p2

Rn dt
) p1

p2
< ∞

}
,

Lp2
Ft
(s, T; Lp1 (Ω;Rn)) =

{
x : Ω× [s, T]→ Rn|x(t) is Ft-adapted,

∫ T

s

(
E|x(t)|p1

Rn

) p2
p1

dt < ∞
}

.

All the collections above are Banach spaces with the canonical norms. L∞
Ft
(Ω; Lp2(s, T;Rn)),

Lp1
Ft
(Ω; L∞(s, T;Rn)) and L∞

Ft
(Ω; L∞(s, T;Rn)) can be defined in the same way. For simplic-

ity of notation, we denote Lp1
Ft
(s, T; Lp1(Ω;Rn)) by Lp1

Ft
(s, T;Rn). In Problem (SDG), we

adopt the following assumptions:

Assumption 1. (AS1) The coefficients of the state Equation (1) satisfy the following:{
A(·) ∈ L∞

Ft
(Ω; L1(0, T;Rn×n)), B1(·) ∈ L∞

Ft
(Ω; L2(0, T;Rn×m1 )), D1i(·) ∈ L∞

Ft
(0, T;Rn×m1 ),

Ci(·) ∈ L∞
Ft
(Ω; L2(0, T;Rn×n)), B2(·) ∈ L∞

Ft
(Ω; L2(0, T;Rn×m2 )), D2i(·) ∈ L∞

Ft
(0, T;Rn×m2 ).

Assumption 2. (AS2) The weighting coefficients in Equation (2) satisfy the following:{
R(·) ∈ L∞

Ft
(Ω; L1(0, T;S(Rn)), G ∈ L∞

FT
(Ω;S(Rn))

N1(·) ∈ L∞
Ft
(0, T;S(Rm1)), N2(·) ∈ L∞

Ft
(0, T;S(Rm2)).
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Lemma 1 ([16]). Suppose the assumption (AS1) holds. For any (s, θ) ∈ [0, T)× L2
Fs
(Ω;Rn),

and u1 ∈ U1 ≡ L2
Ft
(s, T;Rm1)), u2 ∈ U2 ≡ L2

Ft
(s, T;Rm2)), the state Equation (1) admits a

unique solution x(·; s, θ, u1(·), u2(·)) ∈ L2
Ft
(Ω; C(s, T;Rn)).

Remark 1. Further, under the assumption (AS2), Equation (2) is well-defined for any (s, θ) ∈
[0, T)× L∞

Fs
(Ω;Rn) and u1 ∈ U1[s, T], u2 ∈ U2[s, T]. So the Problem (SDG) provided before is

meaningful.

Next, we present some well-known results, which will be used later.

Lemma 2. For any (s, θ) ∈ [0, T)× L2
Fs
(Ω;Rn), the stochastic differential equation:dx(t) =(A(t)x(t) + f (t))dt +

d

∑
i=1

(Bi(t)x(t) + gi(t))dWi(t),

x(s) =θ

(5)

admits a unique Ft-adapted solution x(·) ∈ L2
Ft
(Ω; C(s, T;Rn)), if the coefficients A(·) ∈

L∞
Ft
(Ω; L2(s, T;Rn×n)), B(·) ∈ L∞

Ft
(Ω; L2(s, T; (Rn×n)d)), f (·) ∈ L2

Ft
(s, T;Rn×n) and g(·) ∈

L2
Ft
(s, T; (Rn×n)d).

For details of the existence and uniqueness results of Equation (5), we refer to [27,28].

Lemma 3 ([29]). Suppose that the coefficient f satisfies that:

(i) f (·, 0, 0) ∈ L∞
Ft
(Ω; L1(s, T;Rn)),

(ii) | f (·, α1, β1)− f (·, α2, β2)| ≤ k1(·)|α1− α2|+ k2(·)|β1− β2|, ∀α1, α2, β1, β2 ∈ Rn, where

k1(·) ∈ L∞
Ft
(Ω; L1(s, T;R)) and k2(·) ∈ L∞

Ft
(Ω; L2(s, T;R)). Then, for any ξ ∈ L∞

FT
(Ω;Rn),

the backward stochastic differential equation:dy(t) = f (t, y(t), zi(t))dt +
d

∑
i=1

zi(t)dWi(t),

y(T) =ξ

(6)

admits a unique solution (y(·), z(·)) ∈ L∞
Ft
(Ω; C(s, T;Rn))× Lp

Ft
(Ω; L2(s, T;Rn×d)), which is

Ft-adapted.

Further, we would like to recall the Pontryagin-type maximum principle for differential
games; for further details, we refer to [30] and the references therein.

For any (ω, t, x, y, z, u1, u2) ∈ Ω× [0, T]×Rn ×Rn ×Rn×d ×Rm1 ×Rm2 , we define a
Hamiltonian function associated with Problem (SDG) by (the variable t is suppressed),

H(t, x, y, z, u1, u2) =〈Ax + B1u1 + B2u2, y〉+
d

∑
i=1
〈Cix + D1iu1 + D2iu2, zi〉

+
1
2

[
〈Rx, x〉+ 〈N1u1, u1〉+ 〈N2u2, u2〉

]
.

(7)
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Lemma 4. Let (x̄(·), ū1(·), ū2(·)) ∈ L2
Ft
(Ω; C(s, T;Rn))× L2

Ft
(s, T;Rm1)× L2

Ft
(s, T;Rm2) be

an optimal pair of Problem (SDG). Then there exists a pair (ȳ(·), z̄(·)) ∈ L2
Ft
(Ω; C(s, T;Rn))×

L2
Ft
(s, T;Rn×d) satisfying the following BSDE:dȳ(t) =−

[
A′ȳ(t) +

d

∑
i=1

(Ci)
′ z̄i(t) + Rx̄(t)

]
dt +

d

∑
i=1

z̄i(t)dWi(t),

ȳ(T) =Gx̄(T),

(8)

such that 
(B1)

′ȳ(·) +
d

∑
i=1

(D1i)
′ z̄i(·) + N1ū1(·) = 0,

(B2)
′ȳ(·) +

d

∑
i=1

(D2i)
′ z̄i(·) + N2ū2(·) = 0.

As is well-known, stochastic Hamiltonian systems are very useful for deriving the
open-loop form control-strategy for Problem (SDG), which is closely linked with the
stochastic Riccati equation. Next, in order to investigate the closed-loop form (SDG), the
associated backward stochastic Riccati equation takes the following form: dP =− F(A, B, Ci, Di; R, N; P, Qi)dt +

d

∑
i=1

QidWi(t), t ∈ [s, T]

P(T) =G, Q := (Q1, Q2, . . . , Qd),

(9)

where the variable t is suppressed, and for any A ∈ Rn×n, B ∈ Rn×m, C = (C1, . . . , Cd) ∈
(Rn×n)d, D = (D1, . . . , Dd) ∈ (Rn×m)d; R ∈ Rn×n, N ∈ Rm×m, P ∈ Rn×n,
Q = (Q1, Q2, . . . , Qd) ∈ (Rn×n)d with P and Qi(i = 1, . . . , d) being symmetric, the genera-
tor F is defined by:

F(A, B, Ci, Di; R, N; P, Qi)

:= A′P + PA + R +
d

∑
i=1

(Ci)
′PCi +

d

∑
i=1

[(Ci)
′Qi + QiCi]

−
[

PB +
d

∑
i=1

(Ci)
′PDi +

d

∑
i=1

QiDi

][
N +

d

∑
i=1

(Di)
′PDi

]−1

×
[

PB +
d

∑
i=1

(Ci)
′PDi +

d

∑
i=1

QiDi

]′
.

(10)

It is well-known that Equation (9) is a backward stochastic differential equation with the
generator F(A, B, Ci, Di; R, N; P, Qi) being nonlinear in P and Q. For the simplicity of
notation, we denote:

Ñ11 := N1 +
d

∑
i=1

(D1i)
′PD1i, Ñ22 := N2 +

d

∑
i=1

(D2i)
′PD2i, Ñ12 :=

d

∑
i=1

(D1i)
′PD2i,

Ñ := N +
d

∑
i=1

(Di)
′PDi =

[
Ñ11 Ñ12

(Ñ12)
′ Ñ22

]
,

B̃1 := PB1 +
d

∑
i=1

(Ci)
′PD1i +

d

∑
i=1

QiD1i, B̃2 := PB2 +
d

∑
i=1

(Ci)
′PD2i +

d

∑
i=1

QiD2i,

B̃ := PB +
d

∑
i=1

(Ci)
′PDi +

d

∑
i=1

QiDi =
[
B̃1 B̃2

]
.

(11)



Symmetry 2023, 15, 1726 7 of 24

Remark 2. The backward stochastic Riccati equation (BSRE, for short) above becomes the Riccati
equation for SLQ when SDG involves only one player (i.e., B2, D2i, N2 ≡ 0) in the suitable
dimensions, for the formal derivation about the Riccati equation for SLQ, we refer to Bismut [20,31].
Yu [12] solved Equation (9) without a stochastic part by virtue of Hamadè’s linear transform, which
needed to restrict the matrices B and Di(i = 1, 2 . . . , d) to some special case,

Bj = k0Kj, Dij = kiKj, i = 1, 2, . . . , d; j = 1, 2,

where K1 ∈ L∞
Ft
(0, T;S(Rn×m1)) and K2 ∈ L∞

Ft
(0, T;S(Rn×m2)). In this paper, we release this

restriction under some sharp regularity on feedback control-strategy operators (the definition will be
given later).

With the notation above, Equation (10) can be rewritten as:

F(A, B, Ci, Di; R, N; P, Qi) =A′P + PA + R +
d

∑
i=1

(Ci)
′PCi +

d

∑
i=1

[(Ci)
′Qi + QiCi]

− B̃Ñ−1(B̃)′.

(12)

From the above notations, along with Yu’s [12] observation on the following,
algebra equations, {

Ñ11u1(·) + Ñ12u2(·) + (B̃1)
′x(·) = 0,

(Ñ12)
′u1(·) + Ñ22u2(·) + (B̃2)

′x(·) = 0,
(13)

solve them in a useful expression for studying the game problem with strategy, then derive
the following two control-strategy forms for Player 1 and Player 2, respectively:

ū1(·) = −
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]−1[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
]′

x(·),

γ̄2(u1(·)) = −Ñ−1
22

[
(B̃2)

′x(·) + (Ñ12)
′u1(·)

] (14)

and 
γ̄1(u2(·)) = −Ñ−1

11

[
(B̃1)

′x(·) + Ñ12u2(·)
]

,

ū2(·) = −
[

Ñ22 − (Ñ12)
′Ñ−1

11 Ñ12

]−1[
B̃2 − B̃1Ñ−1

11 Ñ12

]′
x(·).

(15)

Taking advantage of these two expressions, Equation (10) can be rewritten in the following
two forms:

(i) From Equation (14), F can be rewritten in the following Form (I):

F(A, B, Ci , Di ; R, N; P, Qi)

=A′P + PA + R +
d

∑
i=1

(Ci)
′PCi +

d

∑
i=1

[(Ci)
′Qi + QiCi ]

− B̃2 Ñ−1
22 (B̃2)

′ −
[

B̃1 − B̃2 Ñ−1
22 (Ñ12)

′
][

Ñ11 − Ñ12 Ñ−1
22 (Ñ12)

′
]−1[

B̃1 − B̃2 Ñ−1
22 (Ñ12)

′
]′

.

(16)

(ii) From Equation (15), F can be rewritten in the following Form (II):

F(A, B, Ci, Di; R, N; P, Qi)

=A′P + PA + R +
d

∑
i=1

(Ci)
′PCi +

d

∑
i=1

[(Ci)
′Qi + QiCi]

− B̃1Ñ−1
11 (B̃1)

′ −
[

B̃2 − B̃1Ñ−1
11 Ñ12

][
Ñ22 − (Ñ12)

′Ñ−1
11 Ñ12

]−1[
B̃2 − B̃1Ñ−1

11 Ñ12

]′
.

(17)
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These two forms are convenient for completing the square of Players’ control strategies and
also investigating the Players’ values.

Remark 3. In 2003, Tang [19], connected the existence of a solution of the Riccati equation for
Problem (SLQ) to the homomorphism of the stochastic flows derived from the optimally controlled
system, and obtained a unique solution (P, Q) ∈ L∞

Ft
(0, T;S(Rn))× Lp

Ft
(Ω; L2(0, T;S(Rn)))

for a given p ∈ [1, ∞), from which we know that the optimal feedback operator for SLQ (denoted
by Λ) only with the regularity Λ ∈ Lp

Ft
(Ω; L2(0, T;S(Rn))). Although it showed that if x̄ is an

optimal state, then Λx̄ ∈ L2
Ft
(0, T;Rn) is the desired optimal control, and such feedback control is

not robust, even with regard to some small perturbation, i.e., one cannot conclude that Λ(x̄ + εx)
(εx ∈ L2

Ft
(Ω; C(0, T,Rn)) is a small perturbation) is an admissible control because the second part

of solution Q will be involved in the feedback representation, which is not regular enough. Only
when the optimal feedback operator has the sharp regularity Λ ∈ L∞

Ft
(Ω; L2(0, T;S(Rn))), does it

become a robust optimal feedback.

Remark 4. In Problem (SDG), because of the closed relationship with SLQ, it also meets the same
difficulty stated in Remark 3, which denies the robustness of the control-strategy pair. Actually,
taking advantage of the same direction of Yu’s [12] approach, i.e., Hamadè’s linear transform, we
can obtain the solvability of Equation (9) with the existence results of BSRE in Tang’s paper [19];
nevertheless, the second part of the solution Q ∈ Lp

Ft
(Ω; L2(0, T;S(Rn))) is not regular enough to

design a robust feedback control strategy.

Next, let us give the notions of robust optimal feedback control-strategy operators for
Problem (SDG).

Definition 1. The pair of stochastic processes (ψ1(·), Ψ2(·)) is called a robust optimal feedback
control-strategy operator of Player 1 for Problem (SDG) if

(i) ψ1(·) ∈ L∞
Ft
(Ω; L2(0, T; (Rm1×n)), Ψ2(ψ1(·)) ∈ L∞

Ft
(Ω; L2(0, T; (Rm2×n)).

(ii) For all (s, θ) ∈ [0, T) × L2
Fs
(Ω;Rn) and u1(·) ∈ U1[s, T], γ2(·), γ̄2(·) ∈ A2[s, T], it

holds that

Jθ(u1(·), γ̄2(u1(·))) ≤ Jθ(u1(·), γ2(u1(·))), (18)

and
Jθ(ψ1(·)x̄(·), Ψ2(ψ1(·))x̄(·)) ≥ Jθ(u1(·), γ̄2(u1(·))), (19)

where x̄(·) is the solution of
dx(t) =[A(t) + B1(t)ψ1(t) + B2(t)Ψ2(ψ1(t))]x(t)dt

+
d

∑
i=1

[Ci(t) + D1i(t)ψ1(t) + D2i(t)Ψ2(ψ1(t))]x(t)dWi(t),

x(s) =θ.

(20)

Similarly, we can give the same notion of the robust optimal feedback control-strategy
operator of Player 2.

Definition 2. The pair of stochastic processes (ψ2(·), Ψ1(·)) is called a robust optimal feedback
control-strategy operator of Player 2 for Problem (SDG) if

(i) ψ2(·) ∈ L∞
Ft
(Ω; L2(0, T; (Rm2×n)), Ψ1(ψ2(·)) ∈ L∞

Ft
(Ω; L2(0, T; (Rm1×n)).

(ii) For all (s, θ) ∈ [0, T)× L2
Fs
(Ω;Rn) and u2(·) ∈ U2[s, T], γ1(·), γ̄1(·) ∈ A1[s, T], it holds

that

Jθ(γ̄1(u2(·)), u2(·)) ≤ Jθ(γ1(u2(·)), u2(·)), (21)

and
Jθ(Ψ1(ψ2(·))x̄(·), ψ2(·)x̄(·)) ≥ Jθ(γ̄1(u2(·)), u2(·)), (22)
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where x̄(·) is the solution of
dx(t) =[A(t) + B1(t)Ψ1(ψ2(t)) + B2(t)ψ2(t)]x(t)dt

+
d

∑
i=1

[Ci(t) + D1i(t)Ψ1(ψ2(t)) + D2i(t)ψ2(t)]x(t)dWi(t),

x(s) =θ.

(23)

Remark 5. In the Definitions above, γ̄1(u2(·)) and γ̄2(u1(·)) are the feedback strategies for Player
1 and Player 2, respectively, which means Player 1 (Player 2) in the game knows how to deal with
the control for Player 2 (Player 1) in the following feedback control-strategy form:

γ̄1(u2(·)) = −Ñ−1
11

[
(B̃1)

′ x̄(·) + Ñ12u2(·)
]

,

γ̄2(u1(·)) = −Ñ−1
22

[
(B̃2)

′ x̄(·) + (Ñ12)
′u1(·)

]
.

Remark 6. Taking Definition 1, for example, the optimal feedback control-strategy operator
(ψ1(·), Ψ2(·)) is required to be independent of the initial state θ ∈ L2

Fs
(Ω;Rn). For a fixed

(s, θ) ∈ [0, T)× L2
Fs
(Ω;Rn), Equations (18) and (19) imply that the control-strategy pair

ū1(·) = ψ1(·)x̄(·) = −
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]−1[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
]′

x̄(·)

γ̄2(ū1(·)) = Ψ2(ψ1(·))x̄(·) = −Ñ−1
22

[
(B̃2)

′ − (Ñ12)
′ψ1

]
x̄(·)

is optimal for Player 1 for Problem (SDG). Therefore, the existence of a robust optimal feedback
operator implies the existence of an optimal control-strategy pair (ū1(·), γ̄2(ū1(·))) for Player 1.
Player 2’s situation can be stated similarly.

3. Main Results

In this section, we state the main results of this paper, inspired by the idea from
[12,16,22].

Theorem 1. Suppose that the assumptions (AS1)–(AS2) hold. Then, Problem (SDG) admits a
robust optimal feedback control-strategy operator (ψ1(·), Ψ2(·)) for Player 1 if and only if:

(i) The Equation (9) admits a Ft-adapted solution, for p ∈ [1, ∞),

(P(·), Q(·)) ∈ L∞
Ft
(0, T;S(Rn))× Lp

Ft
(Ω; L2(0, T; (S(Rn))d))

;
(ii) The matrices Ñ22 are positive, and Ñ11 − Ñ12Ñ−1

22 (Ñ12)
′ are negative—we denote this condi-

tion Condition (I);
(iii) The feedback operator of Player 1 can be written as:

ψ1 = −
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]−1[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
]′
∈ L∞

Ft
(Ω; L2(0, T; (Rm1×n))),

Ψ2(ψ1) = −Ñ−1
22

[
(B̃2)

′ − (Ñ12)
′ψ1

]
∈ L∞

Ft
(Ω; L2(0, T; (Rm2×n)));

(24)
(iv) The value of Player 1 is:

inf
γ2∈A2[s,T]

sup
u1∈U1[s,T]

Jθ(u1, γ2(u1)) =
1
2

E〈P(s)θ, θ〉. (25)
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Proof. “⇐” Suppose the Equation (9) admits a unique solution,

(P(·), Q(·)) ∈ L∞
Ft
(0, T;S(Rn))× Lp

Ft
(Ω; L2(0, T; (S(Rn))d)), p ∈ [1, ∞),

such that Conditions (ii) and (iii) hold. Then, the function pair (ψ1(·), Ψ2(·)) is a robust
feedback operator. We only need to show it is an optimal one.

Let u1(·) ∈ U1[s, T], u2(·) = γ2(u1(·)) ∈ A2[s, T] be any given admissible control for
Player 1 and strategy for Player 2, respectively, and also suppose x(·) ∈ L2

Ft
(Ω; C(s, T;Rn))

is the corresponding state trajectory of state Equation (1). By using state Equation (1) and
Equation (16), and applying the Itô formula to Px(t), we obtain:

d(Px(t)) =
{
− A′Px(t)− Rx(t)−

d

∑
i=1

[(Ci)
′PCi + QiCi]x(t) + PB1u1(t) + PB2u2(t)

+ B̃2Ñ−1
22 (B̃2)

′x(t) +
d

∑
i=1

[QiD1iu1(t) + QiD2iu2(t)]

+

[
B̃1 − B̃2Ñ−1

22 (Ñ12)
′
][

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]−1[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
]′

x(t)
}

dt

+
d

∑
i=1

[P(Cix(t) + D1iu1(t) + D2iu2(t)) + Qix(t)]dWi(t).

Further, applying the Itô formula to 〈Px(t), x(t)〉, and noticing the Equation (11) for simple
computing, we obtain:

d〈Px(t), x(t)〉

=

{
− 〈Rx(t), x(t)〉+ 2〈B̃1u1(t), x(t)〉+ 2〈B̃2u2(t), x(t)〉+ 〈B̃2Ñ−1

22 (B̃2)
′x(t), x(t)〉

+
d

∑
i=1
〈(D1i)

′PD1iu1(t), u1(t)〉+
d

∑
i=1
〈(D2i)

′PD2iu2(t), u2(t)〉+ 〈Ñ12u2(t), u1(t)〉

+

〈[
B̃1 − B̃2Ñ−1

22 (Ñ12)
′
][

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]−1[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
]′

x(t), x(t)
〉}

dt

+
d

∑
i=1

[2〈P(Cix(t) + D1iu1(t) + D2iu2(t)), x(t)〉+ 〈Qix(t), x(t)〉]dWi(t).

(26)

From Equation (24), we have:

ψ1(·) = −
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]−1[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
]′

,

together with the symmetry of [Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′], which implies that:[
B̃1 − B̃2Ñ−1

22 (Ñ12)
′
]
= −(ψ1)

′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]

.
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Since ψ1(·) ∈ L∞
Ft
(Ω; L2(0, T; (Rm1×n)) and [Ñ11 − Ñ12Ñ−1

22 (Ñ12)
′] are bounded, we have

[B̃1 − B̃2Ñ−1
22 (Ñ12)

′] ∈ L∞
Ft
(Ω; L2(0, T; (Rm1×n)). Moreover, from Equation (24), we derive

that:[
B̃1 − B̃2Ñ−1

22 (Ñ12)
′
][

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]−1[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
]′

= −(ψ1)
′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
][

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]−1[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
]′

= (ψ1)
′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]

ψ1.

Therefore, we rewrite Equation (26) as:

d〈Px(t), x(t)〉

=

{
− 〈Rx(t), x(t)〉+ 2〈B̃1u1(t), x(t)〉+ 2〈B̃2u2(t), x(t)〉+ 〈B̃2Ñ−1

22 (B̃2)
′x(t), x(t)〉

+
d

∑
i=1
〈(D1i)

′PD1iu1(t), u1(t)〉+
d

∑
i=1
〈(D2i)

′PD2iu2(t), u2(t)〉+ 〈Ñ12u2(t), u1(t)〉

+

〈
(ψ1)

′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]

ψ1x(t), x(t)
〉}

dt

+
d

∑
i=1

[2〈P(Cix(t) + D1iu1(t) + D2iu2(t)), x(t)〉+ 〈Qix(t), x(t)〉]dWi(t).

(27)

In order to ensure that the stochastic integral above makes sense, we introduce the following
stopping times τk as, for any s ∈ [0, T),

τk := inf
{

r ≥ s|
d

∑
i=1

∫ r

s
|Qi(t)|2dt ≥ k

}
∧ T.

Obviously, when k→ ∞, then τk → T a.s.. Integrating from s to T and having an expectation
on both sides of Equation (27), we have:

E〈P(τk)x(τk), x(τk)〉 − 〈P(s)θ, θ〉

=E
∫ T

s
X [s, τk]

{
− 〈Rx(t), x(t)〉+ 2〈B̃1u1(t), x(t)〉+ 2〈B̃2u2(t), x(t)〉

+ 〈B̃2Ñ−1
22 (B̃2)

′x(t), x(t)〉+
d

∑
i=1
〈(D1i)

′PD1iu1(t), u1(t)〉+
d

∑
i=1
〈(D2i)

′PD2iu2(t), u2(t)〉

+ 〈Ñ12u2(t), u1(t)〉+
〈
(ψ1)

′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]

ψ1x(t), x(t)
〉}

dt.

(28)

Clearly,
|〈P(τk)x(τk), x(τk)〉| ≤ |P|L∞

Ft
(0,T;S(Rn))|x|2L2

Ft
(Ω;C(0,T;Rn))

by virtue of the Dominated Convergence Theorem, we have:

lim
k→∞
〈P(τk)x(τk), x(τk)〉 = 〈P(T)x(T), x(T)〉 = 〈Gx(T), x(T)〉.

Similarly, since all the terms in the integral can be dominated by some bounded functions,
we can prove the right hand side of Equation (28):
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lim
k→∞

E
∫ T

s
X [s, τk]

{
− 〈Rx(t), x(t)〉+ 2〈B̃1u1(t), x(t)〉+ 2〈B̃2u2(t), x(t)〉

+ 〈B̃2Ñ−1
22 (B̃2)

′x(t), x(t)〉+
d

∑
i=1
〈(D1i)

′PD1iu1(t), u1(t)〉+
d

∑
i=1
〈(D2i)

′PD2iu2(t), u2(t)〉

+ 〈Ñ12u2(t), u1(t)〉+
〈
(ψ1)

′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]

ψ1x(t), x(t)
〉}

dt

=E
∫ T

s

{
− 〈Rx(t), x(t)〉+ 2〈B̃1u1(t), x(t)〉+ 2〈B̃2u2(t), x(t)〉+ 〈B̃2Ñ−1

22 (B̃2)
′x(t), x(t)〉

+
d

∑
i=1
〈(D1i)

′PD1iu1(t), u1(t)〉+
d

∑
i=1
〈(D2i)

′PD2iu2(t), u2(t)〉+ 〈Ñ12u2(t), u1(t)〉

+

〈
(ψ1)

′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]

ψ1x(t), x(t)
〉}

dt.

(29)

Then, letting k→ ∞, and adding the same term:

E
∫ T

s
[〈Rx(t), x(t)〉+ 〈N1u1(t), u1(t)〉+ 〈N2u2(t), u2(t)〉]dt

on both sides of Equation (28), and by the Equation (11), it follows that:

2Jθ(u1, u2)− 〈P(s)θ, θ〉

=E
∫ T

s

{
− 〈Rx(t), x(t)〉+ 2〈B̃1u1(t), x(t)〉+ 2〈B̃2u2(t), x(t)〉

+ 〈B̃2Ñ−1
22 (B̃2)

′x(t), x(t)〉+
d

∑
i=1
〈(D1i)

′PD1iu1(t), u1(t)〉+
d

∑
i=1
〈(D2i)

′PD2iu2(t), u2(t)〉

+ 2〈Ñ12u2(t), u1(t)〉+
〈
(ψ1)

′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]

ψ1x(t), x(t)
〉}

dt

+ E
∫ T

s
[〈Rx(t), x(t)〉+ 〈N1u1(t), u1(t)〉+ 〈N2u2(t), u2(t)〉]dt

=E
∫ T

s

{
2〈B̃1u1(t), x(t)〉+ 2〈B̃2u2(t), x(t)〉+ 〈B̃2Ñ−1

22 (B̃2)
′x(t), x(t)〉

+ 〈Ñ11u1(t), u1(t)〉+ 〈Ñ22u2(t), u2(t)〉+ 2〈Ñ12u2(t), u1(t)〉

+

〈
(ψ1)

′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]

ψ1x(t), x(t)
〉}

dt,

from the notation γ̄2(u1) in Remark 5, using the completion of a square for u2, we get:

2Jθ(u1, u2)− 〈P(s)θ, θ〉

=E
∫ T

s

{
〈Ñ22u2(t), u2(t)〉 − 2〈Ñ22u2(t), γ̄2(u1(t))〉+ 〈Ñ22γ̄2(u1(t)), γ̄2(u1(t))〉

+ 2〈B̃1u1(t), x(t)〉+ 〈B̃2Ñ−1
22 (B̃2)

′x(t), x(t)〉+ 〈Ñ11u1(t), u1(t)〉 − 〈Ñ22γ̄2(u1(t)), γ̄2(u1(t))〉

+

〈
(ψ1)

′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]

ψ1x(t), x(t)
〉}

dt

=E
∫ T

s

{〈
Ñ22(u2(t)− γ̄2(u1(t))), (u2(t)− γ̄2(u1(t)))

〉
+

〈[
Ñ11 − Ñ12Ñ−1

22 (Ñ12)
′
]

u1(t), u1(t)
〉

+ 2
〈[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
]

u1(t), x(t)
〉
+

〈
(ψ1)

′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]

ψ1x(t), x(t)
〉}

dt,

noticing that: [
B̃1 − B̃2Ñ−1

22 (Ñ12)
′
]
= −(ψ1)

′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]

,
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and using the completion square for u1, we have:

2Jθ(u1, γ2(u1)) =2Jθ(ψ1 x̄, Ψ2(ψ1)x̄) + E
∫ T

s

{〈
Ñ22(u2(t)− γ̄2(u1(t))), (u2 − γ̄2(u1(t)))

〉
+

〈[
Ñ11 − Ñ12Ñ−1

22 (Ñ12)
′
]
(u1(t)− ψ1x(t)), (u1(t)− ψ1x(t))

〉}
dt.

(30)

From Condition (ii), we obtain

Jθ(u1, γ̄2(u1)) ≤ Jθ(u1, γ2(u1)), ∀u1 ∈ U1[s, T], u2 = γ2(u1) ∈ A2[s, T],

and
Jθ(ψ1 x̄, Ψ2(ψ1)x̄) ≥ Jθ(u1, γ̄2(u1)), ∀u1 ∈ U1[s, T],

which means that (ψ1(·), Ψ2(·)) is an optimal operator for Player 1 by Definition 1.
“⇒” In this part, we prove the necessity in Theorem 1 and we divide the proof into

three steps.
Step 1. We provide some existence and uniqueness results of SDEs. Suppose that

(ψ1(·), Ψ2(·)) is a robust optimal feedback control-strategy operator for Player 1. Then,
from Lemmas 2–4, for any µ ∈ Rn, there is the following forward–backward SDE:

dx(t) =[A + B1ψ1 + B2Ψ2(ψ1)]x(t)dt +
d

∑
i=1

[Ci + D1iψ1 + D2iΨ2(ψ1)]x(t)dWi(t),

dy(t) =−
[

A′y(t) +
d

∑
i=1

(Ci)
′zi(t) + Rx(t)

]
dt +

d

∑
i=1

zi(t)dWi(t), t ∈ [0, T],

x(0) =µ, y(T) = Gx(T),

(31)

which admits a unique solution:

(x(t), y(t), z(t)) ∈ L2
Ft
(Ω; C(0, T;Rn))× L2

Ft
(Ω; C(0, T;Rn))× L2

Ft
(0, T;Rn×d)

such that: 
(B1)

′y(t) +
d

∑
i=1

(D1i)
′zi(t) + N1ψ1x(t) = 0,

(B2)
′y(t) +

d

∑
i=1

(D2i)
′zi(t) + N2Ψ2(ψ1)x(t) = 0.

(32)

Additionally, we introduce another SDE:

dx̃(t) =[−A− B1ψ1 − B2Ψ2(ψ1) +
d

∑
i=1

(Ci + D1iψ1 + D2iΨ2(ψ1))
2]′ x̃(t)dt

−
d

∑
i=1

[Ci + D1iψ1 + D2iΨ2(ψ1)]
′ x̃(t)dWi(t), t ∈ [0, T],

x(0) =µ.

(33)

From Lemma 3, Equation (33) admits a unique solution x̃(t) ∈ L2
Ft
(Ω; C(0, T;Rn)).

Moreover, consider the following Rn×n-valued SDEs:

dX(t) =[A + B1ψ1 + B2Ψ2(ψ1)]X(t)dt +
d

∑
i=1

[Ci + D1iψ1 + D2iΨ2(ψ1)]X(t)dWi(t),

dY(t) =−
[

A′Y(t) +
d

∑
i=1

(Ci)
′Zi(t) + RX(t)

]
dt +

d

∑
i=1

Zi(t)dWi(t), t ∈ [0, T],

X(0) =In, Y(T) = GX(T),

(34)
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and, 

dX̃(t) =[−A− B1ψ1 − B2Ψ2(ψ1) +
d

∑
i=1

(Ci + D1iψ1 + D2iΨ2(ψ1))
2]′X̃(t)dt

−
d

∑
i=1

[Ci + D1iψ1 + D2iΨ2(ψ1)]
′X̃(t)dWi(t), t ∈ [0, T],

X̃(0) =µ.

(35)

Equations (34) and (35) above also admit unique solutions X̃(t) ∈ L2
Ft
(Ω; C(0, T;Rn×n)) and

(X(t), Y(t), Z(t)) ∈ L2
Ft
(Ω; C(0, T; Rn×n))× L2

Ft
(Ω; C(0, T; Rn×n))× L2

Ft
(0, T; (Rn×n)d).

Obviously, from Equations (32) and (37), we obtain:
(B1)

′Y(t) +
d

∑
i=1

(D1i)
′Zi(t) + N1ψ1X(t) = 0,

(B2)
′Y(t) +

d

∑
i=1

(D2i)
′Zi(t) + N2Ψ2(ψ1)X(t) = 0.

(36)

Also from Equations (31) to (35), for any µ ∈ Rn, it easily follows that:

x(t; µ) = X(t)µ, y(t; µ) = Y(t)µ, z(t; µ) = Z(t)µ, x̃(t; µ) = X̃(t)µ, a.e. t ∈ [0, T], (37)

where Z(·) = (Z1(·), . . . , Zd(·)) and z(·) = (z1(·), . . . , zd(·)). Further, for any µ, ν ∈ Rn

and t ∈ [0, T], applying the Itô formula to 〈x(t; µ), x̃(t; ν)〉, we have:

〈x(t; µ), x̃(t; ν)〉 − 〈µ, ν〉

=
∫ t

0
〈[A + B1ψ1 + B2Ψ2(ψ1)]x(r; µ), x̃(r; ν)〉dr

+
∫ t

0

〈 d

∑
i=1

[Ci + D1iψ1 + D2iΨ2(ψ1)]x(r; µ), x̃(r; ν)

〉
dWi(r)

+
∫ t

0

〈
x(r; µ), [−A− B1ψ1 − B2Ψ2(ψ1) +

d

∑
i=1

(Ci + D1iψ1 + D2iΨ2(ψ1))
2]′ x̃(r; ν)

〉
dr

−
∫ t

0

〈
x(r; µ),

d

∑
i=1

[Ci + D1iψ1 + D2iΨ2(ψ1)]
′ x̃(r; ν)

〉
dWi(r)

−
∫ t

0

〈 d

∑
i=1

[Ci + D1iψ1 + D2iΨ2(ψ1)]
2x(r; µ), x̃(r; ν)

〉
dr = 0.

Therefore, from Equation (37), it follows that:

〈x(t; µ), x̃(t; ν)〉 = 〈X(t)µ, X̃(t)ν〉 = 〈µ, ν〉, a.s.,

which implies that X(t)[X̃(t)]′ = In, i.e., [X̃(t)]′ = X(t)−1.
Step 2. We try to prove that Equation (9) admits a solution through the idea of making

the connection between the solvable SDG and the solvability of the Riccati equations.
We assume that:

P(t) := Y(t)[X̃(t)]′, Υi(t) = Zi(t)[X̃(t)]′. (38)
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Applying the Itô formula to P(t), we have:

dP =

{
−
[

A′Y +
d

∑
i=1

(Ci)
′Zi + RX

]
X−1 −

d

∑
i=1

ZiX−1[Ci + D1iψ1 + D2iΨ2(ψ1)]

+ YX−1
[
− A− B1ψ1 − B2Ψ2(ψ1) +

d

∑
i=1

(Ci + D1iψ1 + D2iΨ2(ψ1))
2
]}

dt

+

[ d

∑
i=1

ZiX−1 −
d

∑
i=1

YX−1[Ci + D1iψ1 + D2iΨ2(ψ1)]

]
dWi(t)

=

{
− A′P−

d

∑
i=1

(Ci)
′Υi − R−

d

∑
i=1

Υi[Ci + D1iψ1 + D2iΨ2(ψ1)]

+ P
[
− A− B1ψ1 − B2Ψ2(ψ1) +

d

∑
i=1

(Ci + D1iψ1 + D2iΨ2(ψ1))
2
]}

dt

+
d

∑
i=1

[
Υi − P[Ci + D1iψ1 + D2iΨ2(ψ1)]

]
dWi(t).

Put Qi := Υi − P[Ci + D1iψ1 + D2iΨ2(ψ1)], then (P(·), Q(·)) solves the following SDE:

dP =−
{

A′P + PA +
d

∑
i=1

(Ci)
′PCi +

d

∑
i=1

[(Ci)
′Qi + QiCi]

+ B̃1ψ1 + B̃2Ψ2(ψ1) + R
}

dt +
d

∑
i=1

QidWi

P(T) = G. t ∈ [0, T].

(39)

From Lemma 3, we deduce that (P, Q) ∈ L∞
Ft
(Ω; C(0, T;Rn×n))× Lp

Ft
(Ω; L2(0, T; (Rn×n)d)).

Next, we show that (P, Q) are symmetric. We introduce the following forward–
backward SDEs, for any t ∈ [0, T) and α ∈ L2

Ft
(Ω;Rn),

dxt(r) =[A + B1ψ1 + B2Ψ2(ψ1)]xt(r)dr +
d

∑
i=1

[Ci + D1iψ1 + D2iΨ2(ψ1)]xt(r)dWi(r),

dyt(r) =−
[

A′yt(r) +
d

∑
i=1

(Ci)
′zt

i (r) + Rxt(r)
]

dr +
d

∑
i=1

zt
i (r)dWi(r), r ∈ [t, T],

xt(t) =α, yt(T) = Gxt(T),

(40)

and,

dXt(r) =[A + B1ψ1 + B2Ψ2(ψ1)]Xtdr +
d

∑
i=1

[Ci + D1iψ1 + D2iΨ2(ψ1)]Xt(r)dWi(r),

dYt(r) =−
[

A′Yt(r) +
d

∑
i=1

(Ci)
′Zt

i (r) + RXt(r)
]

dr +
d

∑
i=1

Zt
i (r)dWi(r), r ∈ [t, T],

Xt(t) =In, Yt(T) = GXt(T).

(41)

Clearly, the above two SDEs admit unique solutions:

(xt, yt, zt) ∈ L2
Ft
(Ω; C(t, T;Rn))× L2

Ft
(Ω; C(t, T;Rn))× L2

Ft
(t, T;Rn×d)

and,

(Xt, Yt, Zt) ∈ L2
Ft
(Ω; C(t, T;Rn×n))× L2

Ft
(Ω; C(t, T;Rn×n))× L2

Ft
(t, T; (Rn×n)d).
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Obviously, from Equations (40) and (41), we have:

xt(r; α) = Xt(r)α, yt(r; α) = Yt(r)α, zt(r; α) = Zt(r)α, a.e. r ∈ [t, T]. (42)

Due to the uniqueness of the solution to Equation (31), for any µ ∈ Rn and t ∈ [0, T], it
follows that:

xt(r; X(t)µ) = Xt(r)X(t)µ = x(r; µ), a.s.

therefore,
yt(t; X(t)µ) = Yt(t)X(t)µ = Y(t)µ, a.s.

which implies that:
Yt(t) = Y(t)[X̃(t)]′ = P(t). a.s.

Further, let α, β ∈ L2
Ft
(Ω;Rn) and apply the Itô formula to 〈xt(r; α), yt(r; β)〉, noticing

xt(r; α) = Xt(r)α, yt(r; β) = Yt(r)β; then, we have:

E〈α, P(t)β〉 =E
∫ T

t

{
〈Xt(r)α, RXt(r)β〉 − 〈[B1ψ1 + B2Ψ2(ψ1)]Xt(r)α, Yt(r)β〉

−
d

∑
i=1
〈[D1iψ1 + D2iΨ2(ψ1)]Xt(r)α, Zt

i (r)β〉
}

dr + E〈Xt(T)α, GXt(T)β〉.

Noticing that Equation (36), we obtain:

E〈P(t)β, α〉 =E
∫ T

t

{
〈RXt(r)β, Xt(r)α〉+ 〈N1ψ1Xt(r)β, ψ1Xt(r)α〉

+ 〈N2Ψ2(ψ1)Xt(r)β, Ψ2(ψ1)Xt(r)α〉
}

dr + E〈GXt(T)β, Xt(T)α〉

=E
〈
[Xt(r)]′GXt(T)β +

∫ T

t

{
[Xt(r)]′RXt(r)β + [Xt(r)]′[ψ1]

′N1ψ1Xt(r)β

+ [Xt(r)]′[Ψ2(ψ1)]
′N2Ψ2(ψ1)Xt(r)β

}
dr, α

〉
,

which means:

P(t) =E
{
[Xt(r)]′GXt(T) +

∫ T

t

{
[Xt(r)]′RXt(r) + [Xt(r)]′[ψ1]

′N1ψ1Xt(r)

+ [Xt(r)]′[Ψ2(ψ1)]
′N2Ψ2(ψ1)Xt(r)

}
dr
∣∣∣∣Ft

}
;

therefore, P(t) is symmetric, since G, R(·), N1(·), N2(·) are symmetric in (AS2). On the
other hand, (P′, Q′) satisfies that:

dP′ =−
{

A′P′ + P′A +
d

∑
i=1

(Ci)
′P′Ci +

d

∑
i=1

[(Ci)
′(Qi)

′ + (Qi)
′Ci]

+ (ψ1)
′(B̃1)

′ + [Ψ2(ψ1)]
′(B̃2)

′ + R
}

dt +
d

∑
i=1

(Qi)
′dWi(t),

[P(T)]′ = G. t ∈ [0, T]

(43)

Let Equation (39) minus Equation (43) and integrate from 0 to t; noticing that P(t) is
symmetric, we obtain the diffusion term:

d

∑
i=1

∫ t

0
[Qi − (Qi)

′]dWi(r) = 0
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and then we conclude that Q(t) is symmetric due to the uniqueness of the decomposition
of semi-martingale.

Next we show that (P, Q) is the solution of Equation (9) in which F is in the Equation (16)
and the matrices Ñ22 and Ñ11 − Ñ12Ñ−1

22 (Ñ12)
′ are invertible. Actually, multiply X−1 on both

sides of Equation (36); it follows that:
(B1)

′P +
d

∑
i=1

(D1i)
′Υi + N1ψ1 = 0,

(B2)
′P +

d

∑
i=1

(D2i)
′Υi + N2Ψ2(ψ1) = 0.

(44)

By the definition of Q and by Equations (11) and (44), we obtain:{
(B̃1)

′ + Ñ12Ψ2(ψ1) + Ñ11ψ1 = 0,

(B̃2)
′ + (Ñ12)

′ψ1 + Ñ22Ψ2(ψ1) = 0,
(45)

from which we have:
ψ1 = −

[
Ñ11 − Ñ12Ñ−1

22 (Ñ12)
′
]−1[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
]′

Ψ2(ψ1) = −Ñ−1
22

[
(B̃2)

′ − (Ñ12)
′ψ1

]
.

(46)

Putting these two equalities into Equation (39), for simplicity of computing, we have:

B̃1ψ1 + B̃2Ψ2(ψ1)

=− B̃2Ñ−1
22 (B̃2)

′ −
[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
][

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]−1[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
]′

,

which implies that (P, Q) ∈ L∞
Ft
(Ω; C(0, T;S(Rn))) × Lp

Ft
(Ω; L2(0, T; (S(Rn))d)) solves

the Equation (9) and ends the proof of Condition (i).
Step 3. In this part, we show that Conditions (ii)–(iv) hold. Obviously, from Equation (46)

and (ψ1(·), Ψ2(·)) being robust, it easily follows that Condition (iii) holds. We only need to
prove Conditions (ii) and (iv). Actually, from Equation (46), it follows that:[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
][

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]−1[

B̃1 − B̃2Ñ−1
22 (Ñ12)

′
]′

= (ψ1)
′
[

Ñ11 − Ñ12Ñ−1
22 (Ñ12)

′
]

ψ1,

and repeating the procedures to derive (30), we have:

2Jθ(u1, γ2(u1))

=〈P(s)θ, θ〉+ E
∫ T

s

{〈
Ñ22(u2(t)− γ̄2(u1(t))), (u2(t)− γ̄2(u1(t)))

〉
+

〈[
Ñ11 − Ñ12Ñ−1

22 (Ñ12)
′
]
(u1(t)− ψ1x(t)), (u1(t)− ψ1x(t))

〉}
dt.

=2Jθ(ψ1 x̄, Ψ2(ψ1)x̄) + E
∫ T

s

{〈
Ñ22(u2(t)− γ̄2(u1(t))), (u2(t)− γ̄2(u1(t)))

〉
+

〈[
Ñ11 − Ñ12Ñ−1

22 (Ñ12)
′
]
(u1(t)− ψ1x(t)), (u1(t)− ψ1x(t))

〉}
dt.
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Hence, from the optimality of feedback control-strategy operator (ψ1(·), Ψ2(·)), we obtain
that Condition (iv) holds, and from Definition 1 we have:

E
∫ T

s

〈
Ñ22(u2(t)− γ̄2(u1(t))), (u2(t)− γ̄2(u1(t)))

〉
dt ≥ 0, ∀u2(t) = γ2(u1(t)) ∈ A2[s, T],

E
∫ T

s

〈[
Ñ11 − Ñ12Ñ−1

22 (Ñ12)
′
]
(u1(t)− ψ1x(t)), (u1(t)− ψ1x(t))

〉
dt ≤ 0, ∀u1(t) ∈ U1[s, T],

from which we obtain that Condition (ii) holds and we finish the proof of the necessity.

A similar statement of Player 2 is made in the following sense.

Theorem 2. Suppose that the Assumptions (AS1)–(AS2) hold. Then, Problem (SDG) admits a
robust optimal feedback control-strategy operator (ψ2(·), Ψ1(·)) for Player 2 if and only if:

(i) The Equation (9) admits a Ft-adapted solution for p ∈ [1, ∞),

(P(·), Q(·)) ∈ L∞
Ft
(0, T;S(Rn))× Lp

Ft
(Ω; L2(0, T; (S(Rn))d))

;
(ii) The matrices Ñ11 are negative, Ñ22 − (Ñ12)

′Ñ−1
11 Ñ12 is positive, we denote this condition by

Condition (II).
(iii) The feedback operator of Player 2 can be written as:

Ψ1(ψ2) = −Ñ−1
11

[
(B̃1)

′ − Ñ12ψ2

]
∈ L∞
Ft
(Ω; L2(0, T; (Rm1×n))).

ψ2 = −
[

Ñ22 − (Ñ12)
′Ñ−1

11 Ñ12

]−1[
B̃2 − B̃1Ñ−1

11 Ñ12

]′
∈ L∞
Ft
(Ω; L2(0, T; (Rm2×n))).

(47)

(iv) The value of Player 2 is:

sup
γ1∈A1[s,T]

inf
u2∈U2[s,T]

Jθ(γ1(u2), u2) =
1
2

E〈P(s)θ, θ〉. (48)

Proof. This theorem can be proved with the same approach in Theorem 1, so we omit it
here.

Corollary 1. Suppose that the Assumptions (AS1)–(AS2) hold. Then, Problem (SDG) admits
robust optimal feedback control-strategy operators (ψ1(·), Ψ2(·)) and (ψ2(·), Ψ1(·)) with:

ψ1(·) = Ψ1(ψ2(·)), ψ2(·) = Ψ2(ψ1(·)). (49)

if and only if:

(i) The Equation (9) admits a unique Ft-adapted solution (P(·), Q(·)) ∈ L∞
Ft
(0, T;S(Rn))×

Lp
Ft
(Ω; L2(0, T; (S(Rn))d)) (where p ∈ [1, ∞));

(ii) The matrices Ñ11 is negative, Ñ22 is positive, we denote it by Condition (III);
(iii) ψ1(·), Ψ2(ψ1(·)), Ψ1(ψ2(·)), ψ2(·) satisfy the condition given by Equations (24) and (47);
(iv) Further, the value of Problem (SDG) is:

inf
γ2∈A2[s,T]

sup
u1∈U1[s,T]

Jθ(u1, γ2(u1)) = sup
γ1∈A1[s,T]

inf
u2∈U2[s,T]

Jθ(γ1(u2), u2) =
1
2

E〈P(s)θ, θ〉. (50)

Proof. “⇒” If (i)–(iv) hold, we can obtain that robust optimal feedback control-strategy
operators (ψ1(·), Ψ2(·)) and (ψ2(·), Ψ1(·)) exist from Theorems 1 and 2, because Condition
(III) in this Corollary holds if and only if Condition (I) and Condition (II) hold, which are
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the conditions (ii) in Theorems 1 and 2, respectively. Furthermore, from Condition (III) in
this Corollary,

(ū1, γ̄2(ū1)) = (ψ1 x̄, Ψ2(ψ1)x̄), (γ̄1(ū2), ū2) = (Ψ1(ψ2)x̄, ψ2 x̄) (51)

are the unique solution of the algebra Equation (13), which leads to the Equation (49).
“⇐” If Problem (SDG) admits robust optimal feedback control-strategy operators

(ψ1(·), Ψ2(·)) and (ψ2(·), Ψ1(·)) with:

ψ1(·) = Ψ1(ψ2(·)), ψ2(·) = Ψ2(ψ1(·)).

We can easily prove the results (i)–(iv) from Theorems 1 and 2, which ends the proof.

Remark 7. Equation (49) can be replaced by the following matrices form if the matrices Ñ11 and
Ñ22 are invertible:

(Ñ′12)
−1Ñ22Ñ−1

12 (B̃1)
′ = Ñ−1

11

[
I − Ñ12Ñ−1

22 (Ñ12)
′Ñ−1

11

]
(B̃1)

′,

Ñ−1
12 Ñ11(Ñ′12)

−1(B̃2)
′ = Ñ−1

22

[
I − (Ñ12)

′Ñ−1
11 Ñ12Ñ−1

22

]
(B̃2)

′.
(52)

These two conditions can be obtained by using Equations (24), (47) and (49) with the observation
that Ñ11 and Ñ22 are symmetric matrices.

Remark 8. Actually, the solution (P, Q) of the Equation (9) is also unique, because the Lemma 3
ensures the uniqueness of the solution for the Equation (39), which is another form of Equation (9).

Remark 9. In the Corollary 1, if the Equation (9) admits a solution (P, Q) with the feedback
operator having the sharp regularity, i.e., Equation (24) and (47) hold, then Problem (SDG) admits
robust optimal feedback control-strategy operators (ψ1(·), Ψ2(·)) and (ψ2(·), Ψ1(·)), and we can
obtain that Problem (SDG) is closed-loop solvable and the saddle point exists in the following sense:

(ū1, ū2) = (Ψ1(ψ2)x̄, Ψ2(ψ1)x̄)

and,

Jθ(ū1, ū2) = inf
γ2∈A2[s,T]

sup
u1∈U1[s,T]

Jθ(u1, γ2(u1)) = sup
γ1∈A1[s,T]

inf
u2∈U2[s,T]

Jθ(γ1(u2), u2)

=
1
2

E〈P(s)θ, θ〉 = Jθ(Ψ1(ψ2)x̄, Ψ2(ψ1)x̄).

However, if the solution (P, Q) does not have the needed regularity, Problem (SDG) may fail to
obtain a robust optimal feedback control-strategy; this phenomenon is different from the deterministic
case.

4. Examples

In this section, we provide two examples to illustrate our theoretical results. Example 1
shows that the solvability of the backward stochastic Riccati equation is not sufficient
enough to guarantee that Problem (SDG) admits a robust optimal feedback control-strategy.
Example 2 shows that there does exist a feedback control-strategy pair under some suitable
conditions. These two examples are inspired by [16,22,26,32].
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Example 1. Firstly, we introduce the following stochastic processes Γ(·), σ(·) and stopping time τ1:
Γ(t) :=

∫ t

0

1√
T − r

dW(r), t ∈ [0, T),

σ(t) :=
π

2
√

2
√

T − t
χ[0,τ1]

(t), t ∈ [0, T),

τ1 := inf{t ∈ [0, T), |Γ(t)| > 1} ∧ T.

(53)

From [22,32], we have:∣∣∣∣ ∫ T

0
σ(r)dW(r)

∣∣∣∣ = π

2
√

2

∣∣∣∣ ∫ τ1

0

1√
T − r

dW(r)
∣∣∣∣ = π

2
√

2
|Γ(τ1)| ≤

π

2
√

2
, (54)

E
[

exp
( ∫ T

0
|σ(r)|2dr

)]
= ∞. (55)

In this example, we consider Problem (SDG) with the following form:{
dx(r) =[u1(r) + u2(r)]dW(r), r ∈ [0, T]

x(0) =θ,

and the objective functional:

Jθ(u1, u2) =
1
2

κ−1Ex(T)2 +
1
2

E
∫ T

0
u2(r)2dr,

for any θ ∈ L2
F0
(Ω;R), where m = n = d = 1. Obviously, we have the following data:{

A = 0, B1 = 0, B2 = 0, C = 0, D1 = 1,

D2 = 1, R = 0, N1 = 0, N2 = 1, G = κ−1,
(56)

where κ = ϕ(T) and (ϕ(t), φ(t)) satisfy the following backward stochastic differential equation:

ϕ(t) =
∫ T

0
σ(r)dW(r) +

π

2
√

2
+ 1−

∫ T

t
φ(r)dW(r), t ∈ [0, T].

It admits a unique solution (ϕ(t), φ(t)) in the following sense:

ϕ(t) =
∫ t

0
σ(r)dW(r) +

π

2
√

2
+ 1, φ(t) = σ(t), t ∈ [0, T].

By Equations (53), (54), and (55) above, it has:1 ≤ ϕ(t) ≤ π√
2
+ 1,

φ(t) /∈ L∞
Ft
(Ω; L2(0, T;R)).

(57)

Then, from Equations (11) and Data (56) above, for simple computing, it follows that:

Ñ11 = P, Ñ22 = P + 1, Ñ12 = P, B̃1 = Q, B̃2 = Q,

and the Equation (9), in which F is in the Form (I) in (16), is given by:{
dP(r) =P(r)−1Q(r)2dr + Q(r)dW(r), r ∈ [0, T]

P(T) =κ−1.
(58)
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Applying theItô formula to ϕ(·)−1, we deduce that (P(·), Q(·)) = (ϕ(·)−1,−ϕ(·)−2φ(·)) is the
unique solution of Equation (58). Furthermore, from Theorem 1 and Equation (57), we obtain:

ψ1 = ϕ(·)−1φ(·) /∈ L∞
Ft
(Ω; L2(0, T;R)),

Ψ2(ψ1) =
2ϕ(·)−2φ(·)
ϕ(·)−1 + 1

/∈ L∞
Ft
(Ω; L2(0, T;R)).

(59)

Therefore, there is no robust feedback control-strategy operator for Player 1, that is, Problem (SDG)
is not closed-loop solvable.

Example 2. In this example, we shall apply the Itô formula to cos W(t), which shows that:

cos W(T)− cos W(t) =
∫ T

t
− sin W(s)dW(s)− 1

2

∫ T

t
cos W(s)ds. (60)

From the above equality, we suppose that:

δ =
3
2
+

T
2
+ cos W(T) +

1
2

∫ T

0
cos W(s)ds,

γ(t) =
3
2
+

T
2
+ cos W(t) +

1
2

∫ t

0
cos W(s)ds. Υ(t) = − sin W(t), t ∈ [0, T].

(61)

From Equation (61), we have:

1
2
≤ γ(·) ≤ 5

2
+ T,

1
2
≤ δ ≤ 5

2
+ T.

And (γ(·), Υ(·)) satisfies:

γ(t) = δ−
∫ T

t
Υ(s)dW(s), t ∈ [0, T]. (62)

In this example, we suppose the following data:{
m = n = d = 1, A = 0, B1 = 0, B2 = 0, C = 0,

D1 = 1, D2 = 1, R = 0, N1 = 0, N2 = 1, G = δ−1.
(63)

Then, from Equations (11) and (63) above, for simple computing, it follows that:

Ñ11 = P, Ñ22 = P + 1, Ñ12 = P, B̃1 = Q, B̃2 = Q,

and the Equation (9), in which F is in the Form (I) in (16), is given by:{
dP(r) =P(r)−1Q(r)2dr + Q(r)dW(r), r ∈ [0, T]

P(T) =δ−1.
(64)

Applying the Itô formula to γ(·)−1, we deduce that (P(·), Q(·)) = (γ(·)−1,−γ(·)−2Υ(·)) is the
unique solution of Equation (64). Furthermore, from Theorem 1, we obtain that:

ψ1 = γ(·)−1Υ(·) ∈ L∞
Ft
(Ω; L2(0, T;R)),

Ψ2(ψ1) =
2γ(·)−2Υ(·)
γ(·)−1 + 1

∈ L∞
Ft
(Ω; L2(0, T;R))

(65)

is a robust optimal feedback control-strategy operator. For clear presentation, we shall provide the
following graphs with T = 10. Figure 1 shows one controlled sample path of the state process under
the optimal control-strategy (ū1, ū2). Figure 2 shows the optimal control-strategy (ū1, ū2), which
is the solution of the game.
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Figure 1. One controlled sample path of the state process under the optimal control-strategy (ū1, ū2).
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Figure 2. The trajectory of optimal control-strategy (ū1, ū2).

Remark 10. From the above two examples, although the form of the the Equation (9) is the same,
it remarkably shows that, with different endpoints, the robustness of the feedback control-strategy
operator will be different. Generally, it is interesting to find some suitable conditions to guarantee
that Equation (9) admits a unique solution:

(P(·), Q(·)) ∈ L∞
Ft
(0, T;S(Rn))× L∞

Ft
(Ω; L2(0, T; (S(Rn))d)),

which is unsolved.

5. Concluding Remarks

In this paper, we consider a closed-loop two-person zero-sum LQ stochastic differential
game with random coefficients. As we know, the feedback control-strategy contains the
robustness when facing small perturbations; however, our results show that the same
remarkable phenomenon appears in Problem (SDG) as appeared in the work of Lü-Wang-
Zhang, that the regularity of the solutions for the corresponding backward stochastic Riccati
equations is not enough to establish the closed-loop control-strategies; this phenomenon
has not previously been mentioned in the literature. On the other hand, under some
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suitable conditions, we have established the equivalence between the existence of the
robust optimal feedback control-strategy operators and the solvability of the corresponding
backward stochastic Riccati equations in SDG, which shows the importance of the regularity
of the solutions for the stochastic Riccati equations when trying to solve the closed-loop
SDG. Additionally, the saddle points in the closed-loop case have been obtained by some
sharp regularity assumptions on the control-strategy operators. Finally, from the examples,
Problem (SDG) is not closed-loop solvable without the sharp regularity of the solution for
the corresponding backward stochastic Riccati equations, which illustrate our theoretical
results.

As with the generalization, there are several interesting problems that deserve further
investigation. One is the solvability of the Equation (9), how to obtain a unique solution
(P(·), Q(·)) ∈ L∞

Ft
(0, T;S(Rn))× L∞

Ft
(Ω; L2(0, T; (S(Rn))d)) so that the feedback operator

has the sharp regularity to guarantee the robustness, which is still open. Another one is to
extend the results in this paper to other LQ games, such as the mean-field LQ game, the
indefinite LQ game, and so on.
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