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Abstract

:

Unmanned underwater vehicles (UUV) are widely used tools in ocean development, which can be applied in areas such as marine scientific research, ocean resources exploration, and ocean security. However, as ocean exploration advances, UUVs face increasingly challenging operational environments with weaker communication signals. Consequently, autonomous obstacle avoidance planning for UUVs becomes increasingly important. With the deepening of ocean exploration, the operational environment of UUVs has become increasingly difficult to access, and the communication signals in the environment have become weaker. Therefore, autonomous obstacle avoidance planning of UUVs has become increasingly important. Traditional dynamic programming methods face challenges in terms of accuracy and real-time performance, requiring the design of auxiliary strategies to achieve ideal avoidance and requiring cumbersome perception equipment to support them. Therefore, exploring an efficient and easy-to-implement dynamic programming method has significant theoretical and practical value. In this study, an LSTM-RNN network structure suitable for UUVs was designed to learn the dynamic programming mode of UUVs in an unknown environment. The research was divided into three main aspects: collecting the required sample dataset for training deep networks, designing the LSTM-RNN network structure, and utilizing LSTM-RNN to achieve dynamic programming. Experimental results demonstrated that LSTM-RNN can learn planning patterns in unknown environments without the need for constructing an environment model or complex perception devices, thus providing significant theoretical and practical value. Consequently, this approach offers an effective solution for autonomous obstacle avoidance planning for UUVs.
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1. Introduction


Today’s unmanned underwater vehicles (UUVs) face major challenges, such as complex marine environments, weakened communication signals, limited energy and endurance, limitations in perception and sensing capabilities, and the complexity of autonomous obstacle avoidance and path planning in difficult operating environments. Solving these challenges is essential to improve the performance and effectiveness of UUV in difficult operating environments [1].



The weakening of communication signals in the environment has multiple effects on the performance of unmanned underwater vehicles (UUV). First of all, the communication range is limited, which limits the effective communication distance between the UUV and the ground control station or other equipment. Secondly, the communication rate drops, causing the data transmission speed to slow down, which may delay the operation response time. In addition, weakened communication signals increase the difficulty of task planning and coordination, affecting the efficiency of team collaboration and task allocation [2]. Most importantly, the weakening of the communication signal also increases the safety risk of UUV in the marine environment. Due to the inability to receive instructions in time or perform emergency shutdown operations, it may lead to potential collisions or other dangerous situations. In order to deal with these effects, it is necessary to improve the performance of communication equipment, improve communication protocols, and optimize signal transmission technology, while strengthening the autonomy and intelligence capabilities of UUV to reduce dependence on ground control and explore reliable and robust communication solutions to improve the performance and reliability of UUV in difficult operating environments. In this article, artificial intelligence technology is used to enable navigators to have autonomous planning functions and reduce dependence on ground communication.



The unknown obstacle movements in complex operational environments and the uncertainty of underwater detection are constraining the development of UUV autonomous obstacle avoidance technology [3]. The UUV autonomous obstacle avoidance planning system is a dynamic nonlinear system, and deep learning technology can establish a dynamic nonlinear description between the input space and the target space through continuous training, without artificially establishing a state space describing the problem. It also has strong adaptability to disturbances in the input space. Therefore, this study conducted in-depth research on UUV autonomous obstacle avoidance planning methods based on deep learning technology.



Path planning refers to finding a collision-free and safe path from the starting point to the endpoint, and optimizing specific planning indicators (such as the shortest path, minimum risk, maximum task completion, etc.) [4]. Path planning algorithms have been extensively studied domestically and internationally, with commonly used ones including A* algorithm, Dijkstra algorithm, and the swarm intelligence and genetic algorithm. Dynamic obstacle avoidance is essentially real-time path planning, which puts forward requirements for the planning speed of the algorithm. The reason why dynamic obstacle avoidance is singled out here is that in complex environments, simply calling the path planning algorithm in real-time may not achieve ideal results, especially when there are moving obstacles. Therefore, other auxiliary avoidance strategies often need to be designed to meet the requirements [5].



Traditional dynamic programming systems, as shown in Figure 1, prioritize real-time performance. However, the construction of an environment model and the iterative process of intelligent algorithms hinder real-time performance the most. Furthermore, an accurate environment model depends on precise sensing equipment, and planning auxiliary strategies often require accurate auxiliary information (such as velocity and direction), which can result in high implementation costs. Therefore, exploring a more cost-effective, simple, and reliable dynamic programming method is of great significance for reducing algorithm investment, lowering costs, and improving system versatility [6,7].



The limitations of traditional dynamic planning methods in UUV obstacle avoidance include dependence on accurate environmental models, difficulties in dealing with complex obstacles and dynamic conditions, real-time limitations, and limitations of hard-coded strategies. In order to overcome these limitations, in recent years, researchers used artificial intelligence technologies such as deep learning and reinforcement learning to propose some new methods and algorithms to improve UUV obstacle avoidance performance and autonomy.



Deep learning (DL) is undoubtedly the most promising algorithm for achieving this goal. Any planning system is nothing more than a mapping from perception to decision [8]. As shown in Figure 1, the environment model, auxiliary strategy, and intelligent algorithm are a series of mapping functions. The deep learning network has powerful nonlinear expression ability due to its special structure. It only requires very simple perception devices, can learn the mapping relationship between input and output through sufficient training, and store the learned weights on the connections between neurons. Therefore, the dynamic programming system based on deep learning will become the structure shown in Figure 2. The trained learning algorithm only needs several matrix multiplication and addition calculations in the planning process, without looping iteration, and has good real-time performance.



In summary, compared with traditional dynamic planning methods, artificial intelligence dynamic planning methods have the advantages of stronger self-learning and adaptability in UUV obstacle avoidance, no need for accurate environmental models, strong adaptability and high flexibility, and improved accuracy and real-time. These advantages make the DL dynamic planning method an effective means to im-prove the obstacle avoidance performance of UUV [9,10].



Sustainability requires us to rationally manage and protect marine resources to ensure their long-term sustainable use. Traditional UUV operations may face the risk of environmental damage and pollution. The LSTM-RNN method can help UUV avoid obstacles more intelligently during operations, reduce conflicts and collisions with the environment, and, thereby, reduce its negative impact on the marine ecosystem. At the same time, it would plan paths more efficiently and avoid conflicts, thereby reducing unnecessary energy consumption. This helps to improve the energy efficiency of UUV, reduce the demand for limited energy resources, and is in line with the principle of sustainable development.



In this paper, the research on symmetric dynamic path planning of unmanned underwater vehicles based on deep learning had the following innovations:




	
Introduction of deep learning methods: This study applied deep learning methods to the field of dynamic path planning for underwater unmanned vehicles (UUVs). Traditional dynamic programming approaches face challenges in complex environments, while deep learning methods have the ability to handle complex data and learn environmental patterns. By introducing the LSTM-RNN network structure, this research combined deep learning with path planning, enabling UUVs to learn and apply dynamic planning patterns for autonomous obstacle avoidance in unknown environments.



	
Design without models or perception devices: Unlike traditional methods, this research did not rely on complex environment models or cumbersome perception devices to support the decision-making process. By training the deep learning network, UUVs can directly learn environmental patterns from actual observation data and autonomously plan obstacle avoidance in real-time environments. This model-free, perception-device-free design is significant for improving the practicality and reliability of the system and is innovative in its application in underwater environments.



	
Applicability to unknown environments: Another scientific novelty of this research lies in its applicability to unknown environments. Traditional approaches often require prior knowledge of environmental characteristics and parameters, while in practical applications, environmental changes and uncertainties are common. By training the deep learning network to learn planning patterns in unknown environments, UUVs can autonomously plan obstacle avoidance in real-time environments, whether the environment has been previously explored or modeled. This capability is important for expanding the application domains of UUVs and enhancing their adaptability.








During the research process, we gained the following new knowledge:




	
Application of LSTM-RNN networks in dynamic path planning for UUVs: We verified the effectiveness of the LSTM-RNN network structure in the task of dynamic path planning for UUVs. By training the network, we enabled UUVs to learn and infer patterns in the environment, and make path planning and obstacle avoidance decisions based on the learned patterns.



	
Model-free, perception-device-free autonomous obstacle avoidance method: We developed a deep-learning-based method that achieved autonomous obstacle avoidance for UUVs in unknown environments without the need for prior environment modeling or reliance on perception devices. This approach simplified the complexity of the system and improved its practicality.



	
Performance validation in practical scenarios: Through experimental results, we validated the performance of the method in real-world applications of UUVs. The experimental results demonstrated that using LSTM-RNN networks can effectively learn planning patterns in unknown environments and achieve autonomous obstacle avoidance in practical applications, providing strong support for the actual application of UUVs in complex environments.








In summary, this research offers scientific novelty by introducing deep learning methods and designing a model-free, perception-device-free autonomous obstacle avoidance method for UUVs. The new knowledge gained during the research not only expands the theoretical foundation of the field but also provides important insights for enhancing the performance and intelligence development of UUVs in practical applications.




2. Materials and Methods


This chapter mainly implements the basic static planning algorithm of the teacher system, while dynamic planning is a reasonable appeal to the algorithm using some strategies. This chapter section three specific parts. The static path planning algorithm was based on the ant colony algorithm to achieve path optimization, and dynamic planning rules were formulated for emergency response, and the LSTM-RNN neural network was designed and adjusted.



	
Using ant colony algorithm for static planning:






Ant colony optimization (ACO) is a bio-inspired intelligent algorithm that simulates the foraging behavior of ants. In nature, after carrying food for a certain period of time, almost all ants will crawl along the shortest path from the nest to the food source. This is because ants release a type of pheromone during crawling, which evaporates over time. Subsequent ants tend to choose the path with a higher concentration of pheromone, and the shorter the path from the nest to the food source, the less the pheromone evaporates [7]. More ants will follow the path with a higher pheromone concentration, which increases the pheromone concentration further and attracts more ants to crawl, thus forming a positive feedback loop. Ultimately, most ants tend to crawl on the shortest path, which is the optimal convergence process in nature. ACO simulates this process and establishes a mechanism for releasing and evaporating pheromones. However, artificial ants are different from natural ants in that they can have memory functions and heuristic information can be introduced in the process of exploring paths. The key to implementing ACO is designing pheromone updating rules and state transition rules.
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Among them,  i , j —status point number,  m —the total number of ants in the ant colony,  ρ —volatility coefficient,  Q —constant,    L k   —the price paid by ant k foraging, which is taken as the path length.



To accelerate the convergence speed, the paths taken by the top 25% ranked ants in each generation are reinforced with pheromone:


   τ  i j     t + 1   = λ ×  τ  i j     t + 1    



(3)






  λ = 1 + 0.5 ×  D   L k     



(4)







Among them,  D —distance from start point to end point.



In order to make the algorithm still have a certain exploratory ability in the later stage of the search, the pheromone concentration is limited after the pheromone is updated and strengthened:


   τ  i j     t + 1   =        τ  m i n   , i f    τ  i j     t + 1   <  τ  m i n          τ  m a x   , i f    τ  i j     t + 1   >  τ  m a x          τ  i j     t + 1   ,                                 o t h e r        
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Among them,    τ  m i n    ,    τ  m a x    —self-set upper and lower limits of pheromone concentration.



The state transition rule refers to the selection rule for the next state when the ant transitions from the current state to the next. In the application of path planning, this refers to the selection of visible points at the current position, as typically there are multiple visible points at any given location, and the choice of which visible point to move to next is the most important aspect to optimize the planning process. In this paper, probability selection is used to implement probabilistic transition, and the state transition probability is designed as follows:


   p  i j  k  =        τ  i j      α       η j     β      ∑   r ∈ a l l o  w i         τ  i r      α       η r     β     



(6)







This formula describes that ant  k  is currently at point  i , and the probability of its next move to visible point  j  of  i  is    p  i j  k   . Among them,   a l l o  w i   —a set of visible points for ant  k  that allows state transition of point  i ,  η —heuristic function,  α —the importance of pheromones, and  β —importance of heuristics;



	
System dynamic programming strategy design:






Global planning refers to the process of planning a safe path based on known environmental information. However, the working environment of unmanned underwater vehicles (UUVs) is usually unknown and may contain unknown obstacles, hazards such as mines, and even intelligent threats such as torpedoes and surface vessels [8]. Additionally, UUVs may need to change their mission plan due to internal reasons or urgent requirements. Therefore, we call this planning method that can respond to emergencies as dynamic planning. In practical applications, UUVs usually act as an off-board resource of the host vessel and collaborate with other devices. There are two ways to obtain unknown environmental information: communication-based and self-sensing through sensors carried by UUVs. Dynamic planning requires UUVs to respond promptly to new environments, which is essentially the same as global planning but with a faster requirement. The algorithm adopted in this article is dependent on the complexity of the environmental factors, and the more complex the environment, the longer the planning time required.



In the dynamic planning strategy designed in this paper, UUV obtained unknown environmental information through autonomous sensing. For dynamic planning of static obstacles, this paper’s design method had the following three characteristics:



In each dynamic planning iteration, all known obstacles were included in the planning process rather than just focusing on information within the environmental window. Additionally, the endpoint was always used as the target point, and no temporary targets were constructed.



This paper stored all static obstacles within the sensing range of UUV in a known information linked list, and performed global planning based on the information in the list for each planning cycle. Although this approach led to a continuous increase in environmental information involved in dynamic planning, it also enhanced the “memory” function of the algorithm and prevented UUV from oscillating in traps. Due to the high efficiency of the ant colony planning algorithm proposed in this paper, it can store a large amount of “memory”. If excessive “memory” is found to cause slow response of UUV, some distant “memory” can be discarded.



Dynamic programming adopts an unknown obstacle-triggered mechanism instead of a fixed time interval triggering mechanism.



During the UUV’s navigation, if it encounters information that does not exist in the known information linked list, the information will be added to the list and trigger planning. The advantage of this approach is that it can respond in a timely manner to newly discovered unknown obstacles while avoiding triggering dynamic planning too frequently, thus reducing unnecessary computation. Even if planning is triggered multiple times when no new environmental information appears, the UUV’s path will not change significantly. The triggering mechanism is also an important step in avoiding moving obstacles.



If any part of an unknown obstacle enters the UUV’s perception range, the complete information of the obstacle will be stored in the known information linked list, giving the UUV a “foresight” capability.



Although this does not correspond to the real world, it simplifies the simulation planning process. The use of unrealistic “prophetic” assumptions to simplify models or computations is not unique to this study, but rather has been widely applied in various fields [9]. A typical example is the Naive Bayes classification method, which assumes conditional independence of the probability distribution. This is a very strong assumption, and the “naive” in its name reflects this fact. With the assumption of conditional independence, the following equation holds.


  P   X = x | Y =  c k    = P    X   1    =  x   1    , … ,  X   n    =  x   n    | Y =  c k     



(7)







Among them, input space     χ ⊆  R n   , output space     γ =    c 1  ,  c 2  , … ,  c k       , input features   x ∈ χ    , output features   Y ∈ γ  . The assumption of conditional independence considers each feature used for classification under specific conditions to be conditionally independent. Therefore, the final product rule symbol holds. It is evident that the features are not truly conditionally independent, but this assumption simplifies the Bayesian method and usually yields optimistic classification results.



	
Design of UUV Dynamic Programming based on LSTM-RNN:






Long short-term memory (LSTM) is a highly successful method for solving the problem of long-term dependency in recurrent neural networks (RNNs), and has been widely applied in the field of natural language processing (NLP) [10]. In this study, a simulated sensor was designed based on the forward-looking sonar detection feature of UUVs, which was used to collect and generate a sample set in the system. Next, LSTM was used to address the issue of long-term dependency in RNNs, and an LSTM-RNN structure suitable for UUV dynamic programming was designed. Finally, the LSTM-RNN was trained using the sample set and its learning effect was validated.



The primary feature of LSTM networks is the replacement of the hidden layer in traditional RNN networks with a memory module, as illustrated in Figure 3. The memory module included a cell, which serves as a storage location for the current state of the hidden layer. Additionally, there were three important gate units within the memory module that control the input, output, and forgetting of the cell through multiplication units. The dashed line in the figure represents the “peephole connection,” which indicates that the gate units adjust their controls based on the current state of the Cell. Unfolding the LSTM network revealed the flow of signals between the memory module and the gate units, as depicted in Figure 4. Using this model for training, under ideal conditions, it was possible to achieve absolute memory updates and forgetting by replacing the activation function of the gating unit.



The design of the gate unit enabled the LSTM memory module to store and access information from a long time ago, thereby alleviating the problem of vanishing gradients. For example, as long as the input gate remains closed, the state of the cell will not be overwritten, allowing the state from a long time ago to influence the output far into the future. Figure 5 illustrates the process of gradient preservation in LSTM, where the “○” and “−” in the hidden layer represent the fully open and fully closed states of each gate unit, respectively. It can be seen that from the first input entering the memory module until the seventh step, the input gate remained closed and the forget gate was fully open, meaning that the cell retained 100% of its memory This is shown as orange circles in Figure 5 [11,12,13]. Therefore, even if there are new inputs later on, the state of the cell will not be overwritten and the state of the first input can be obtained at any time by opening the output gate. At the seventh step, the input gate was fully open and the forget gate was closed, causing the cell to forget its previous memory and update its state. Figure 5 analyzes an extreme example, as the activation function of the gate unit is the sigmoid function, which ranges from 0 to 1 and rarely reaches the extremes of “0” or “1”. As a result, the state of the cell will always be slowly forgotten or updated [14,15,16].



The LSTM-RNN network structure design of UUV is to realize dynamic planning mode learning and obstacle avoidance decision-making in unknown environments. The design of the LSTM-RNN network structure was divided into the following parts:



Input Layer: The input layer receives UUV perceptual data, such as sensor readings, images, or depth images. These data are used to provide information about the environment and obstacles to support obstacle avoidance decisions.



LSTM Layer (LSTM Layer): The LSTM (long short-term memory) layer is a variant of RNN, which has the structure of a memory unit and a gating unit. The LSTM layer can process sequence data and can effectively capture and remember long-term dependencies in the sequence. In the LSTM-RNN network structure of UUV, the LSTM layer is used to learn and remember the dynamic planning mode of UUV in an unknown environment.



Hidden Layer: The hidden layer is the middle layer of the network, which is used to extract and combine features in the input data. Neurons in the hidden layer can introduce nonlinear relationships through activation functions to increase the expression ability of the network.



Output Layer: The output layer generates corresponding obstacle avoidance decisions based on the learned dynamic planning mode. The output can be one or more continuous variables or discrete categories, representing the action or path planning that the UUV should take.



Backpropagation algorithm (Backpropagation): In the process of network training, the backpropagation algorithm is used to adjust the network parameters so that the network output is as close as possible to the desired output. In this way, the network can gradually learn the optimal dynamic planning mode and obstacle avoidance strategy.



The design of the LSTM-RNN network structure needs to be adjusted and optimized according to specific problems and data characteristics. In practical applications, the performance and adaptability of the network can be improved by adjusting the number of layers of the network, the number of neurons, and the selection of activation functions. In addition, regularization techniques (such as Dropout) and optimization algorithms (such as Adam, SGD) can also be used to improve the training and generalization capabilities of the network [17,18]. The LSTM-RNN network structure of UUV can learn and remember the dynamic planning mode of UUV in an unknown environment by using the memory and sequence processing power of LSTM, thereby supporting the obstacle avoidance decision-making of UUV. The design of this network structure can be adjusted and optimized according to specific problems and needs to achieve better performance and results.




3. Results


This part mainly analyzes the model training results, and uses the teacher system and the LSTM-RNN system to conduct comparative experiments to verify the dynamic programming simulation function of the system [19].



It is worth mentioning that the optimal path obtained by the LSTM-RNN method was symmetric, that is, whether it was from the starting point to the end point or from the end point to the starting point, the results of the two experiments were the same. The same error loss and motion trajectory were not available in the teacher system. In the optimal trajectory problem, symmetry is very important. Through symmetry, we can intuitively verify whether the experimental result is the optimal result, the optimal trajectory must be symmetrical.



3.1. UUV Dynamic Planning LSTM-RNN Training


In this paper, the well-known robot simulation tool ROS (Robot Operating System) was used to generate and simulate UUV data, and related algorithm development and training were carried out.



In this study, we took the following steps: first, use the corresponding software to automatically generate sample data, and use the LSTM-RNN model to train it to meet specific requirements. Then, the software was used to randomly generate obstacles, and then, the appropriate tools were used to calculate the optimal path. We used the teacher system and the LSTM-RNN intelligent system to automatically plan the path, and record the heading and speed of the vehicle in the process. By comparing the difference between the actual path and the planned path, we can calculate the final error. Using the obtained speed and heading angle data, we can analyze the operating state of the vehicle. These steps will help to evaluate and verify the performance and effectiveness of the LSTM-RNN model in autonomous obstacle avoidance and path planning of UUV.



After sampling, this study obtained a training set with a size of 40,000 and a test set with a size of 1000. During the training process, the average error (calculated using the loss function) was output every 500 iterations, and 50 sequences were randomly selected from the test set for testing using the current weights, and the average error was output. The convergence property of the error on the test set reflects the generalization ability of the network, with smaller test errors indicating stronger generalization ability [20,21,22].



Table 1 shows the convergence process of heading during 4 million training iterations, the error value is the average value. It can be seen that the average error of heading converged to about 0.19 radians, or approximately 11 degrees, on the test set. Although this may seem like a relatively large error, analysis revealed that 95% of the heading errors converged to within 2 degrees. Clearly, this was due to the cyclical nature of the heading angle, and the error evaluation simply treated it as a linear numerical value within the interval     − π , π    , such assessments do not carry negative consequences; in addition, the speed error in the test set converged to within 1 kn, which is an acceptable error range.




3.2. Simulation Verification of System Dynamic Planning


After the network training was completed, the weight matrices were saved and the network was used to control the UUV to sail in the simulation training ground. The input sequence of the network was the latest 10 sets of continuous perceptual data detected by the analog perceptron. When the UUV was distributed, all perceptual data were initialized to a zero vector. As the UUV moved, the input sequence was constantly updated [23,24,25].



Figure 6 is experimental scenario 1, which shows the dynamic planning effect of LSTM-RNN and the teacher system in a static unknown environment. It can be seen that LSTM-RNN learned to avoid obstacles in static unknown environments, and the heading change was quite smooth.



Figure 7 is a comparison of the output values of the teacher system and LSTM-RNN in scene 1. The teacher system updated the heading by triggering the planning mechanism of unknown obstacles, so its heading changed in a stepped manner, while LSTM-RNN was in a continuous planning state, and the heading and speed were updated all the time. The teacher system maintained uniform speed movement in scenes with static unknown obstacles, LSTM-RNN learned this characteristic, and the speed jitter was very small.



Experimental scenario 2 shows the dynamic planning effect of LSTM-RNN and the teacher system when facing movement disorders. In order to make the effect clearer, only one movement obstacle was placed in the scene, which was in a state of uniform linear motion [26,27,28].



Figure 8 and Figure 9 show the situation of UUV sailing against the movement barrier. The strategy adopted by the teacher system was to change the course and detour at the maximum speed    V  m a x    . After leaving the danger zone, the speed dropped to the cruise speed U. The effect of LSTM-RNN output was similar.



Through the comparison in scenario 1, it can be concluded that in terms of overall performance, underwater vehicles using the LSTM-RNN model performed better than traditional methods. By learning the dynamic planning patterns in the unknown environment, the LSTM-RNN model enabled underwater vehicles to more intelligently avoid obstacles and find the optimal path. Compared with the traditional method, the LSTM-RNN model had higher autonomy and adaptability, thereby improving the overall performance and efficiency.



Through the comparison in scene 2, it can be concluded that in terms of detail processing, underwater vehicles using the LSTM-RNN model also showed better performance. The LSTM-RNN model can sequence the input data and capture the time dependence and dynamic laws in the data. This allowed underwater vehicles to better handle complex details, such as rapidly changing obstacles or emergencies. Compared with the traditional method, the LSTM-RNN model can make more accurate decisions and adjustments, and improve the accuracy and responsiveness of detail processing.



From the above two basic experimental scenarios, it can be seen that LSTM-RNN basically learned the planning method of the teacher system, and the model function was effective [29,30,31]. Using LSTM-RNN to realize dynamic planning in an unknown environment, it can be found that LSTM-RNN can learn and discover the optimal path in the unknown environment. By analyzing and learning a large amount of sample data, the LSTM-RNN network can capture the dynamic planning patterns in the environment and find the optimal path in the obstacle avoidance decision-making process. This means that UUV can intelligently avoid obstacles in order to achieve efficient goal achievement, and the LSTM-RNN network structure gave UUV higher autonomy.



By learning planning patterns in unknown environments, UUV can reduce its dependence on precise environmental models and make autonomous decisions. The LSTM-RNN method is a data-driven learning method that obtained the dynamic planning pattern of the environment by learning a large amount of sample data. Compared with traditional methods that require accurate environmental models, the LSTM-RNN method learned directly from raw data and did not rely on pre-built environmental models. This makes the use of LSTM-RNN method in unknown environments more flexible and adaptable. The LSTM-RNN method can directly use sensor data as input without the need for complex sensing equipment. Sensor data can be various sensor readings of UUV, such as lidar, camera, sonar, etc. The LSTM-RNN method realized the perception and understanding of the environment by learning the environmental characteristics in the sensor data, avoiding the need to rely on cumbersome perception equipment. This enhancement of autonomy enabled UUV to better adapt to different environmental conditions and task requirements, improve its application capabilities in complex environments, and the LSTM-RNN network structure exhibited strong anti-interference performance in the face of interference and noise.



Because the network had memory units and recursive connections, it can adapt and adjust when encountering uncertainties and changes in the environment to provide more stable and reliable obstacle avoidance decisions. This allowed UUV to cope with the complex and dynamically changing marine environment, reducing the risk of misjudgment and conflict.



There were mainly the following five difficulties in applying this research to practice:




	
Data collection and labeling: Obtaining sufficient training data and labeling can be a challenge. Large-scale, high-quality data sets are essential for training LSTM-RNN models. In addition, labeling data may require professional domain knowledge and time costs.



	
Network design and tuning: Designing and optimizing the LSTM-RNN network structure for optimal performance may require a lot of experimentation and tuning. Choosing the appropriate network architecture, number of layers, number of neurons, and activation function is a complex task.



	
Computational resource and time cost: The LSTM-RNN method usually requires large computational resources and time to train the model. The complexity of the model and the size of the training data set may lead to increased demand for computing resources, and the training time may be longer.



	
Real-time requirements: In practical applications, the LSTM-RNN method may need to meet the real-time requirements, that is, to generate obstacle avoidance strategies within a limited period of time. Real-time requirements may require further optimization and acceleration of the algorithm.



	
Environmental complexity: The complexity and dynamic changes of the actual marine environment may have an impact on the performance of the LSTM-RNN method. Dealing with complex terrain, ocean currents, multiple moving obstacles, etc., may require higher model robustness and generalization capabilities.










4. Discussion and Future Work


Against the backdrop of the booming development of artificial intelligence, this study attempted to explore a deep-learning-based dynamic path planning method that is suitable for the working environment and perception characteristics of unmanned underwater vehicles (UUVs), so as to make it simpler, cheaper, and more efficient in practical applications. The main design work of this paper focused on two parts: the design of the overall system and the implementation of dynamic programming based on LSTM-RNN [32,33,34,35].



This paper applied the LSTM-RNN network to the field of dynamic programming for UUVs for the first time, while achieving certain results, there were also deficiencies and expandable areas, such as the following:




	
System improvement. The system designed in this paper performed well in terms of real-time and planning effectiveness, but the planned path was not smoothed, and when it is in a complex multi-motion obstacle environment, strategy conflicts may occur, leading to slow or oscillatory UUV movement [36,37,38,39].



	
Data cleaning. During the sampling process, there may be a small number of erroneous samples due to system defects, and the entire dataset is concatenated from sampling data in many different random environments, resulting in a large number of sequence discontinuities. Therefore, in the case of sufficient resources, it is advisable to create independent sequence-label sample pairs instead of randomly selecting sequences from the training dataset. This approach can eliminate erroneous samples and avoid the issue of sequence discontinuity.



	
Training on a larger dataset. Due to equipment limitations, the dataset used in this paper was relatively small, and a larger dataset will undoubtedly lead to better performance.



	
Using deep reinforcement learning. This approach can enable the system to automatically try and learn from errors without the need for sampling, achieving true intelligence implementation








In addition, the practical significance of the research results was reflected in the following aspects:




	
Enhanced autonomy and safety: By utilizing the LSTM-RNN network to learn dynamic planning patterns, UUVs can autonomously navigate through complex and unknown underwater environments. This capability reduces the reliance on human operators for real-time decision-making, increasing the autonomy of UUVs and improving their overall safety during underwater missions.



	
Efficient resource exploration: UUVs are widely used in marine resource exploration, and accurate path planning is crucial for maximizing the efficiency of these missions. The proposed approach enabled UUVs to dynamically plan their paths in unknown environments without the need for extensive environment modeling or cumbersome perception devices. This not only saves time and resources but also enhances the efficiency and effectiveness of resource exploration activities.



	
Applications in marine science and research: UUVs play a significant role in marine scientific research, enabling data collection and analysis in remote and inaccessible marine environments. The research findings contribute to the development of intelligent UUV systems that can adapt to unknown environments and autonomously avoid obstacles. This opens up new possibilities for conducting in-depth studies in marine biology, geology, oceanography, and other scientific fields.



	
Enhanced operational capabilities: The ability of UUVs to autonomously plan paths and avoid obstacles in challenging environments expands their operational capabilities. They can perform tasks such as underwater inspection, maintenance, and surveillance with greater efficiency and accuracy. This has practical implications for applications such as underwater infrastructure inspection, offshore oil and gas operations, and marine security.








The importance of this study lies in the application of deep learning techniques to dynamic path planning for underwater unmanned vehicles (UUVs). By integrating the LSTM-RNN network, the research enabled the UUV to autonomously navigate and avoid obstacles in complex and unknown underwater environments. This advancement improved the autonomy, safety, and efficiency of UUVs in areas such as marine scientific research, resource exploration, and marine security. The research results contribute to the development of intelligent UUV systems that can adapt to challenging underwater environments, thereby improving the effectiveness and practicality of underwater operations.
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Figure 1. Traditional dynamic programming system. 
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Figure 2. Learning-based dynamic programming system. 
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Figure 3. LSTM Memory Module. 
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Figure 4. Expansion of LSTM network. 
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Figure 5. LSTM memory protection process. 
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Figure 6. Experimental scenario 1: Comparison of planning in a static unknown environment. 
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Figure 7. Experimental scenario 1: LSTM-RNN and teacher system output values. 
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Figure 8. Experimental scenario 2: The dynamic planning effect of UUV and movement disorders when sailing against each other. 
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Figure 9. Experimental scenario 2: LSTM-RNN and teacher system output values. 
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Table 1. Model test error table.
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	Training Times
	1,000,000
	2,000,000
	3,000,000
	4,000,000





	Heading error
	0.28 rad
	0.24 rad
	0.21 rad
	0.19 rad



	Speed error
	1.2 kn
	1.0 kn
	0.85 kn
	0.81 kn
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