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Abstract: By employing the whale optimization algorithm’s (WOA) capability to reduce the prob-
ability of being stuck in a locally optimal solution, this study proposed an improved WOA-DQN
algorithm based on the Deep Q-Network algorithm (DQN). Firstly, the mathematical model of Fiber
Bragg Grating (FBG) sensor placement was established to calculate the reward of DQN. Secondly, the
effectiveness and applicability of WOA-DQN were validated through experiments in nine cases. It
indicated that the algorithm is far superior to other methods (Noisy DQN, Prioritized DQN, DQN,
WOA), especially with the learning rate of 0.001, the initial noise 0.4, the hidden layer 3–512, and the
updated frequency of 20. Finally, the FBG sensors were placed at [0◦, 27◦, 30◦, 47◦, 51◦, 111◦, 126◦,
219◦, 221◦, 289◦] to detect the accurate deformation of the tunnel with the maximum error 8.66 mm,
which is better than the traditional placement. In conclusion, the algorithm provides a theoretical
foundation for sensor placement and improves monitoring accuracy. It further shows great promise
for deformation monitoring in tunnels.

Keywords: sensor placement; whale optimization algorithm; Deep Q-Network; tunnel monitoring

1. Introduction

Due to factors like changes in the geological environment, changes in hydrological
characteristics, geological disasters, and vehicle loads in the tunnel, tunnel structural
diseases such as cracks, deformation, and water leakage are prone to occur, which affect
the structural health of the tunnel (Tan et al. [1]; Liu et al. [2]; Yang et al. [3]; Pan et al. [4]).
If the tunnel structure is not maintained promptly, it could result in significant financial
losses and casualties. The tunnel’s structural deformation provides information about
the tunnel’s internal structural stress. One of the most efficient ways to guarantee the
safety of the tunnel structure is to analyze deformation from vast field monitoring data
(Huang et al. [5]; Xing et al. [6]; Duan et al. [7]). At present, a large number of researchers
have carried out studies on the 3D deformation of tunnels. Simeoni & Zanei [8] proposed a
procedure to evaluate the accuracy of convergence measurements by using distometers.
The measurements with the distometers for 584 lines took eight days and two workers.
This technique could seem time-consuming and uncomfortable. Puente et al. [9] described
an automatic method for the detection of tunnel luminaires as well as easily obtaining their
3D spatial location using colored 3D point clouds. Wang et al. [10] proposed that the profile-
image method, by which the profile of a tunnel can be determined by a laser-lit profile
in an image, is tested in the study to validate its applicability. According to the theory of
tunnel displacement as measured by a total station with 3D coordinate measurement and
with remote distance measurement, Luo et al. [11] presented the formulas for tunnel crown
settlement and horizontal displacement measurement. The results of these studies have
resulted in a high-quality 3D reconstruction model of tunnel deformation. However, due to
the accuracy of convergent meters, the measurement error cannot be reduced. The cost-
prohibitive ground 3D laser scanning and total station rely on manual on-site data collection,
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so they cannot provide real-time tunnel deformation. Even though video image makes
it possible to create a tunnel deformation model faster and in real time, the demand for
detection precision cannot be met. Fiber grating sensing technology has been extensively
applied in the field of tunnel health monitoring (Kinet et al. [12]; Minardo et al. [13];
Feng et al. [14]). It has stronger anti-interference and anti-corrosion capabilities and higher
detection accuracy compared to traditional methods.

To ensure timely and accurate 3D reconstruction of tunnel deformation, it is necessary
to optimize the placement of Fiber Bragg Grating (FBG) sensors. Numerous researchers
have recently optimized sensor placement of specific monitoring targets using various
methods to improve the effectiveness and accuracy of monitoring. Kammer et al. [15]
obtained the best placement and the number of sensors by removing the degree of freedom
with the least independent contribution. In the past, sensors were installed uniformly
throughout the tunnel section (Lai et al. [16]). Due to the tunnel’s particular design and the
varied stresses at each site, sensors whose placement relies on subjective experience cannot
provide useful monitoring data. Xia et al. [17] proposed a hunting underwater method
based on level sets to optimize the placement of underwater sensors, which improved the
monitoring results of the sensor network. Li Mei et al. [18] employed a genetic algorithm to
optimize the configuration of fiber optic sensor networks with the signal attenuation of the
sensor network as the objective function, and the research indicated that it functioned well
in practical application. The sensor placement produced by these methods cannot provide
the best accuracy for monitoring and a theoretical basis. Therefore, it is essential to keep
researching optimization methods.

In recent studies on the whale optimization algorithm (WOA), Huang et al. [19] con-
ducted a comprehensive systematic review of the theoretical foundation, improvement
strategies, and hybrid algorithms of WOA, revealing its improved optimization perfor-
mance. Sun et al. [20] proposed an improved WOA based on nonlinear parameters and
feedback mechanisms, significantly enhancing its ability to solve high-dimensional opti-
mization problems. Meanwhile, Habib et al. [21] used the improved WOA algorithm to
enhance the stability and transient response performance of an automatic voltage regulator
system, demonstrating its effectiveness in control systems. Furthermore, Li et al. [22]
applied an improved WOA based on a hybrid strategy to the problem of locating electric
vehicle charging stations, demonstrating the algorithm’s application prospects in complex
decision-making. Deep reinforcement learning (DRL) has performed well in optimization
problems in various fields. The agent in RL continuously interacts with the environment to
find new optimal strategies. Currently, RL can be divided into three types, including DRL
based on value function (Luo et al. [23]; Sun et al. [24]), policy function (Meng et al. [25];
Liu et al. [26]), and Actor-Critic framework (Huang et al. [27]). Deep Q-Network (DQN) is
one of the DRL algorithms based on value function. The exploration method of the DQN is
to use the ε-greedy policy to select the exploratory behavior. Although it can theoretically
explore the environment globally, it is limited by the experience replay and cannot achieve
global exploration for actual storage applications. The single DQN has the drawbacks of a
long convergence time or even failure to converge.

In order to improve the shortcoming, this study introduces the Whale Optimization
Algorithm (WOA) which is a swarm intelligence algorithm proposed by Mirjalili et al. [28].
It is divided into three stages including encircling prey, bubble-net attacking, and searching
for prey. All individuals will, with a certain probability, either attack with the bubble-
net method or encircle the prey when trying to find the best solution. Due to its special
searching method, it is utilized frequently in a variety of optimization fields (He et al. [29];
Lou et al. [30]; Pan et al. [31]).

WOA enhances the DQN network by leveraging its powerful global search capabilities,
helping to overcome the limitations of DQN in sensor placement problems such as local
optimality, limited motion space, and insufficient exploration capabilities. Specifically,
WOA can automatically optimize DQN hyperparameters, improve exploration efficiency,
and dynamically adjust action decisions. This enables DQN to find optimal solutions in
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complex sensor placement scenarios, thereby improving monitoring coverage and overall
system performance. Therefore, this study proposed an innovative method WOA-DQN
based on DQN and WOA to enable DQN to effectively and quickly obtain the optimal
FBG placement in tunnel. The adaptability of WOA-DQN was verified by the tunnel
numerical model and the optimal FBG placement was obtained which can get accurate
tunnel deformation. It offers a theoretical basis for the sensor placement in tunnel health
monitoring and a new idea for sensor placement in other fields.

In order to verify the actual effect of the sensor layout, multiple experimental com-
parative tests were conducted, and the results showed that a completely symmetrical
sensor layout cannot achieve the expected monitoring effect in complex environments.
Because in practical environments, it is rare to fully achieve this symmetry. For example,
geological structure, construction errors, material properties, air flow, traffic loads, and
other factors can all lead to the asymmetry of the actual tunnel environment. Therefore,
sensor layouts based on symmetry design may not be able to handle these subtle changes.
The experimental results indicate that in nonideal tunnel environments, symmetric layouts
often overlook important local variations. An asymmetric layout can flexibly respond to
these practical situations and avoid blind spots in data collection in symmetrical design. In
addition, experiments have shown that asymmetric layouts can better cope with dynami-
cally changing environmental conditions, especially in long-term monitoring, exhibiting
stronger robustness and adaptability.

2. Mathematical Model of FBG Sensor Placement
2.1. Problem Description

This study focused on the tunnel deformation during the elastic stage, excluding the
other situations during the plastic deformation stage. Based on the relationship among
axial force, bending moment, and curvature on the section of the tunnel, the objective in
optimizing FBG sensor placement (OSP) is to reconstruct the precise deformation. Root
Mean Square Error (RMSE) is used to measure the performance of reconstruction in this
study. In engineering, the maximum reconstruction error of a monitoring point is below
20 mm. Therefore, the error is constrained as RMSE ≤ 20·N mm when N sensors are
installed and is defined as Equation (1).

RMSE =

√√√√∑N
i=0

(
(xi − x′ i)

2 + (yi − y′ i)
2
)

N
(1)

where (xi, yi) is the real coordinate of monitoring point, and
(
x′i , y′i

)
is the obtained coordi-

nate by the principle of curve reconstruction in Section 2.2.

2.2. Principle of Tunnel Cross-Section Curve Reconstruction

Assuming that X = [θ1, . . . , θN ] is the chosen sensor placement. According to the rules
of the circle, the angle θi between two FBG positions is constrained as 0 ≤ θ1 < θ2 < · · · <
θN < 360, where N is the number of the used sensors.

The curvature of tunnel section can be calculated by the center wavelength variation
obtained (Parent et al. [32]; Zhang et al. [33]), allowing for the tunnel cross-section curve to
be reconstructed. As shown in Figure 1, O1 is the center of the arc, Q0Q1, θ1 is the center
angle and r1 represents the radius. Regardless of the curvature being 0, the coordinates of
Q1(x1, y1) can be calculated as Equation (2).{

x1 = x0 + r1 · sin θ1
y1 = y0 + r1 · (1− cos θ1)

(2)

where κ1 is the curvature of Q1, x0 = 0, y0 = 0, r1 = 1/κ1.
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Figure 1. Reconstruction of tunnel cross-section curve.

The arc Q1Q2 starts at Q1(x1, y1) and ends at Q2(x2, y2), the center is O2(x02, y02),
θ2 denotes the center angle, and r2 represents the radius, so the Q2 can be calculated as
Equation (3). 

θ2 = θ1 + θ′2
x2 = x1 − r2 · sin θ1 + r2 · sin θ2
y2 = y1 + r2 · cos θ1 − r2 · cos θ2

(3)

where κ2 is the curvature of Q2, and r2 = 1/κ2.
Similarly, the arc segment QiQi+1 starts at Qi(xi, yi) and ends at Qi+1(xi+1, yi+1), the

center of Qi+1Qi is Oi+1, ri+1 denotes the radius, θi+1 represents the central angle, so the
Qi+1 can be obtained as Equation (4).

θi+1 = θi + θ′i+1
xi+1 = xi − ri+1 · sin θi + ri+1 · sin θi+1
yi+1 = yi + ri+1 · cos θi − ri+1 · cos θi+1

(4)

where ri+1 = 1/κi+1, κi+1 denotes the curvature of Qi+1.
After analysis, the cases which curvature is negative or zero are shown in Figure 2.

Therefore, the Qi+1(xi+1, yi+1) can be obtained as Equation (5).{
xi+1 = xi + sign(−κi+1) · ri+1 · sin θi + sign(κi+1) · ri+1 · sin θi+1
yi+1 = yi + sign(κi · κi+1) · ri+1 · cos θi − ri+1 · cos θi+1

(5)

where f (x) and θi+1 is calculated as Equations (6) and (7).

sign(x) =
{

1 ,
−1 ,

i f x ≥ 0
i f x < 0

(6)

θi+1 =

{
θi + θ′ i+1 , i f κi · κi+1 ≥ 0
π − θi + θ′ i+1 , i f κi · κi+1 < 0

(7)
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3. Proposed WOA-DQN Optimization Algorithm
3.1. Definition of WOA-DQN

Based on Deep Q-Network (DQN) and Whale Optimization Algorithm (WOA), this
study proposes an intelligent optimization method named WOA-DQN for placement
optimization of FBG sensors. The agent policy network and the cumulative reward value
in DQN is used as the population individual and objective function in WOA, respectively.
After iterating many times in DQN, WOA-DQN carries out a WOA iteration. In this case,
the WOA individual uses the total reward instead of the single-step state to calculate the
fitness. Finally, the optimal FBG placement solution can be obtained.

3.2. Behavior Description of WOA-DQN
3.2.1. Markov Decision Process

In this study, each selected FBG position is defined as an independent state, and
the process of selecting and changing position is redefined as a Markov Decision Process
(Luo et al. [23]; Sun et al. [24]). The state sj is defined as the current sequence of FBG
positions as Equation (8).

si = (P1, P2, . . . , Pk) (8)

where i = 0, 1, 2, . . . , Na. Na is the maximum number of actions in a round, k = 1, 2, . . . , m.
m is the maximum number of optional positions, and the value of Pk is related to the angle.
The initial state s0, where sensors are installed uniformly in the tunnel section is expressed
as Equation (9).

s0 =

(
360× 0

m
,

360× 1
m

, . . . ,
360× j

m

)
(9)

where j = 1, 2, . . . , m − 1. After the agent starts at s0, it chooses the next action ai by
decision-making control to get the next state si+1 and the obtain the reward ri+1 until the
termination condition is met. The agent state formula is expressed as Equation (10).

si+1 = φ(si, ai) (10)

where i = 0, 1, 2, . . . , Na − 1, φ(si, ai) is the state transition function; thus, the MDP of the
algorithm is presented as Equation (11).

a0s0 → (s1, r1)
a1→ (s2, r2) · · · , (sNs−1, rNs−1)

aNs−1→ (sNs , rNs) (11)

3.2.2. Policy

The policy is the way that the agent chooses the FBG position in current state, requiring
the agent to learn continuously. The policy probability function p of choosing a action in
state s is expressed as Equation (12).

p(a
∣∣s) .

= ∏ (s, a) s ∈ S, a ∈ A (12)

where Π(·) is the mapping policy function, Q is the action-value function, S and A are the
state set and action set, respectively. The policy π is defined as π = {π1, π2}., π1 is the
value of position that the agent chooses, π2 is the action after the agent choosing π1, and π
is expressed as Equations (13) and (14).

π1(a|s|) = po po = 0, 1, . . . , n− 1 (13)

π2(a|s, π1(a|s)) =
{
−1
1

(14)

With adding Gauss noise to the DQN network, the agent automatically adjusts the
noise to explore unknown states as much as possible and effectively. The noise formula is
defined as Equation (15).

ω = µ + ∑⊙ε (15)
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where ω is the weight of the noise, µ and Σ are the adaptive noises of the Noisy layer, and ε
is the zero-mean Gauss noise.

3.2.3. Action Value Function

The action-value function Q is the expectation of the cumulative reward that the agent
obtained in the environment. The agent chooses the action in the way of maximizing the
total reward. Due to the optimum reward being Ri = ∑Na

i′=1 γi′−iri′ . The optimal function
Q∗ is Equation (16).

Q∗(s, a) = maxπE[Ri|si = s, ai = a, π] (16)

Since Q*(s, a) obeys the Bellman equation, the updated formula is expressed as
Equation (17).

Qi+1(s, a) = Es′ [r + γmax
a′

Qi(s′, a′)|s, a] (17)

where s′, a′ represent the next state and action respectively.
In the DQN, the Q-network that is composed of multiple hidden layers is used to

gradually approach the Q-function. After the Q-network receives the state, the value
of Q for each possible action will be calculated and output. The loss is expressed as
Equation (18).

L(ω) = E[(Q(s′, a′)− r + γmaxQ̂(s′, a′; w′))2
] (18)

where ω′ is the weight of the objective network Q̂, and ω is the weight of the network Q.
Then, the stochastic gradient descent method is used to update the weight as Equation (19).

ω ← ω + λ · ∇ω L(ω) (19)

where λ is the learning rate of the neural network.

3.2.4. Reward

The reward value ri in the current action is calculated as Equation (20). And the
reward is determined by root mean square error (RMSE). In the reward equation, the
reconfiguration error (e) corresponds to RMSE (Equation (1)) and is further stated in
Equation (20).

ri =
ei − e0

ei + e0
, ei ≥ 0, e0 ≥ 0, i = 1, . . . , Na (20)

where ei is the total error of the fitting curve in the current state si, e0 is the total error of the
fitting curve in the current state s0, and ri is limited in (−1, 1].

In order to enable the agent to explore the environment and affect the latter actions,
the total reward and evaluation function Ri are expressed as Equation (21).

Ri = ri + ∑K
j=1 γjri+j (21)

where γ is the attenuation rate of reward, K is the total action number, ri is the reward of
the action ai.

3.2.5. Experience Replay

In this study, based on prioritized experience replay, the experience memory of each
state is stored into the buffer pool and the experience of the current agent that does not
perform well is prioritized to learn continuously. The priority weight is updated is as
Equation (22).

δi = |Ri + γQt(si−1, ai−1)−Q(si−1, ai−1)| (22)

where Qt(·) is the objective function and Q(·) will be trained in the WOA-DQN.
When there are n FBG sensors that would be installed in m optional positions, the

agent of DQN can only move once to a new state closer that is closer to the current state
in each round. Besides, there are various interference states between two local optimal
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states, the maximum number of actions Na should be limited to avoid wasting too much
computation resources. Therefore, Na is constrained as Na ≤ (m− n)× n. The procedure
of WOA-DQN algorithm is as follows, and the Flowchart of the algorithm is shown in
Figure 3.
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(1) The agent interacts with the environment in order to get enough experience replay to
restore in the experience pool.

(2) The agent extracts a small batch of sample from the experience pool to train the
policy network.

(3) After lots of training, the WOA begins to update the policy network.
(4) The WOA population is initialized to randomly generate many policy networks.
(5) The individual interacts with the environment to explore the better policy network.
(6) Based on the fitness of the individual, the optimal policy network is updated in the

experience pool.
(7) If the termination condition is met, the agent will terminate, otherwise, repeat steps

2 to 6.

4. Verification Experiment and Analysis
4.1. Experiment Settings

In order to verify the effectiveness of WOA-DQN for FBG sensor placement optimiza-
tion, the crossing-river shield tunnel experiment was carried out. The segment of the tunnel
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is 0.65 m thick, 15.5 m in outer diameter, and 14.2 m in inner diameter. The simulation
models of ANSYS in nine loading cases were considered to build datasets. ANSYS [2021 R2]
offers a comprehensive suite of analysis tools, a robust solver, extensive material libraries,
and a user-friendly interface. Its versatility, accuracy, and industry acceptance make it a
popular choice for engineering analyses, enabling researchers to simulate complex systems
efficiently. The loading cases are shown in Table 1. The pressures of the shield tunnel
include water pressure and earth pressure. Finally, the deformation datasets of the tunnel
in each loading case were obtained. WOA-DQN was trained by deformation datasets based
on a Dell (Dell Technologies, headquartered in Round Rock, TX, USA.) PowerEdge 740
server. The server was configured with two Intel (Intel Corporation, headquartered in
Santa Clara, CA, USA.) Xeon Gold 6248 CPUs, an NVIDIA (NVIDIA Corporation, head-
quartered in Santa Clara, CA, USA.) Quadro RTX-8000 graphics card, and the experimental
environment was python3.9-tensorflow2.6.

Table 1. Loading parameters of different cases.

Loading Cases Water Pressure [MPa] Earth Pressure [MPa] Elastic Resistance
Coefficient [MPa/m]

Case 1 2.00 0.50 0.25
Case 2 2.00 1.00 0.50
Case 3 2.00 1.50 0.75
Case 4 2.00 2.00 1.00
Case 5 4.00 0.50 0.25
Case 6 4.00 1.00 0.50
Case 7 4.00 1.50 0.75
Case 8 4.00 2.00 1.00
Case 9 5.00 3.00 1.50

4.2. Verification and Analysis

The WOA-DQN model was trained by using the deformation datasets of Case 1. The
parameters of the model are shown in Table 2. The other initial algorithm parameters are
shown in Table 3. As shown in Figure 4, the total reward became increasingly larger when
the agent interacted with the environment continuously. The result shows that the value of
the total reward increased rapidly in the early stages of exploration, and the WOA-DQN
was convergent to the feasible globally optimal solution in the stable stage gradually.

Table 2. Initial algorithm parameters of WOA-DQN.

Parameters Value

Learning rate λ 0.001
Reward attenuation rate γ 0.95
Number of training sample ne 256
Capacity of experience replay pool Be 500,000
Maximum training times Ne 60,000
Number of hidden layers Hl 3
Number of neurons in hidden layer Hn 512
Initial noise parameter ε0 0.4
Update frequency of objective network Kd 20
Number of WOA population nw 200
Max number of iteration in WOA Nw 5000
Logarithmic spiral constant of WOA b 1
Update frequency of WOA in objective network Kw 100
Number of FBG sensors 10
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Table 3. Other initial algorithm parameters.

Algorithm Parameters

Noisy DQN λ = 0.001, γ = 0.95, ne = 256, Be = 500,000, Ne = 60,000
Prioritized DQN λ = 0.001, γ = 0.95, ne = 256, Be = 500,000, Ne = 60,000

DQN λ = 0.001, γ = 0.95, ne = 256, Be = 500,000, Ne = 60,000
WOA nw = 200, Nw = 5000, b = 1, Kw = 100
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Finally, the optimal positions of sensors in Case 1 are [0◦, 20◦, 27◦, 29◦, 29◦, 50◦, 126◦,
221◦, 222◦, 290◦]. The maximum error is 2.26 mm and the total error is 9.87 mm when the
model is applied to deformation reconstruction of Case 1, as shown in Figure 5. This meets
engineering code and verifies that the algorithm is effective.
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4.2.1. Quantity of FBG Sensors

Due to the excessive sensors, the agent cannot explore the environment fully to sink
into a locally optimal solution as shown in Figure 6. Therefore, the optimal number of
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sensors needs to be discussed. This study discusses the influence of FBG sensor quantity
based on the datasets of all cases. The minimum average error and standard deviation of
different sensors were obtained as shown in Table 4. Obviously, the minimum average
error is the smallest when the number of sensors is 10. In the following, the number of
sensors is set at 10 for discussion and analysis.
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Table 4. The performance comparison of different sensors in Case 1.

Number of Sensors Minimum Average Error [mm] Standard Deviation [mm]

8 85.11 33.32
10 84.48 33.71
12 85.13 35.35
15 108.84 47.30
18 109.59 45.09
20 110.82 47.79
24 109.43 46.04
30 110.17 45.61
36 110.63 41.76
40 112.14 42.09
45 114.68 44.39
60 129.34 48.31
72 137.99 48.33
90 146.61 55.49

4.2.2. Analysis of the Traditional Placement

After the discussion above, the sensor number for each case was set as 10 within the
range [8, 90]. The WOA-DQN was used to search for the optimal placement of all cases. By
analysis of the result shown in Table 5, FBG sensors were installed near the spandrel and
skewback which were the key position on the reconstruction accuracy of the deformation
in the tunnel. Considering the placement of FBG sensors in each case, the position of
FBG sensors is finally [0◦, 27◦, 30◦, 47◦, 51◦, 111◦, 126◦, 219◦, 221◦, 289◦], as shown in
Figure 7.
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Table 5. The optimal placement with 10 sensors for different cases.

Cases
Ours Tradition

FBG Placements [◦]
Total Error [mm] Max Error [mm] Total Error [mm] Max Error [mm]

Case 1 9.87 2.26 62.74 9.42 [0, 20, 27, 29, 30, 50, 126,
221, 222, 290]

Case 2 19.40 4.47 126.54 18.74 [0, 3, 10, 27, 47, 111, 122,
126, 220, 289]

Case 3 28.32 6.62 189.49 27.90 [0, 12, 43, 47, 48, 51, 124,
126, 219, 289]

Case 4 37.58 7.67 237.73 35.24 [39, 40, 125, 127, 215, 216,
217, 219, 223, 311]

Case 5 16.37 3.17 153.08 21.07 [41, 146, 156, 159, 225,
229, 232, 236, 310, 358]

Case 6 19.22 4.95 129.67 19.10 [0, 27, 36, 47, 110, 118,
126, 219, 220, 289]

Case 7 27.67 6.11 191.47 28.41 [0, 1, 2, 21, 23, 24, 49, 53,
221, 290]

Case 8 35.71 8.66 244.18 35.98 [0, 21, 30, 45, 108, 114,
125, 127, 219, 289]

Case 9 17.01 4.21 110.50 16.65 [0, 1, 34, 43, 47, 111, 126,
217, 218, 288]
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4.3. Sensitivity Analysis of Parameters in WOA-DQN

The speed of WOA-DQN network convergence is influenced by the learning rate,
multi-step reward, initial noise, hidden layer in the network, and other hyperparameters.
Therefore, the reasonable selection range of those parameters was discussed to optimize
the algorithm. The initial algorithm parameters of WOA-DQN are shown in Table 2.

4.3.1. Learning Rate

The learning rates for the experiment were set as 0.1, 0.01, 0.005, 0.002, and 0.0001 to
discuss the influence on the WOA-DQN. The change in total reward in each case is shown in
Figure 8. Obviously, the algorithm was convergent to the feasible globally optimal solution
when the learning rates were set as 0.01, 0.005, 0.002, and 0.001. The agent converged
fastest when the learning rate was 0.01. However, the total reward fluctuated the most
after convergence. Especially when the learning rate was 0.001, the total reward had less
fluctuation after convergence; the robustness was the best with a slower convergence speed
than 0.01.
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4.3.2. Noise Parameter

The initial noise parameters were set as 0.1, 0.3, 0.4, 0.5, 0.6 and 0.9. It was observed
that the agent would converge when the initial noise parameter was 0.3 or 0.4, as shown
in Figure 9. After a long period of training, the agents would be close to the optimal
solution in other cases. However, they would converge to the locally optimal solution or
fail to converge finally. Cases where the agent was convergent are shown in Table 6.
Therefore, the initial noise parameter is set as 0.4 to get the best performance in the
placement optimization.
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Table 6. Performance of different noise parameters.

Noise
Parameter

Vault Error
[mm]

Left Waist
Error [mm]

Right Waist
Error [mm]

Total Error
[mm]

Required
Steps

0.3 15.7947 15.8178 15.6888 293.9521 2827
0.4 15.3458 14.1637 14.1785 294.2378 2678



Symmetry 2024, 16, 1400 13 of 18

4.3.3. Hidden Layer

The numbers of hidden layer were 1, 3 and 10, while the numbers of node were 64,
128, and 512 respectively. The compared results of different parameters are illustrated
in Figure 10. Both convergence speed and performance are considered, the hidden layer
number was set as 3 and the node number was set as 512 respectively.
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4.3.4. Update Frequency

The update frequency of WOA was set as 5 to balance the influence of parameters
in estimated network. After the objective network was updated 5 times by DQN, WOA
was used to update the objective network once. The update frequency of DQN was set as
5, 20, 50, 200 and 500, therefore the update frequency of the objective network is 25, 100,
250, 1000 and 2500. By comparing the performance of all cases in Figure 11, it draws the
conclusion that the agent has the fastest convergence speed and the best stability when the
update frequency is 20.

In summary, the WOA-DQN proposed in this study has good applicability. The exper-
imental results have shown that a hidden layer configuration with 3 layers and 512 neurons
per layer can enhance the learning ability of DQN in complex nonlinear relationships,
enabling it to better capture complex features in sensor placement problems. This configura-
tion enhances the expressive power and exploration efficiency of the model, helping to more
accurately determine the optimal sensor position during the optimization process, while
controlling computational complexity to ensure the stability and generalization ability of
the learning process. This enables DQN to achieve higher deployment accuracy in complex
tunnel monitoring environments. And because a smaller learning rate can ensure smooth
parameter updates, avoid oscillations during the convergence process due to large step
sizes, and ensure that the model can gradually approach the optimal solution, the learning
rate λ is set to 0.001. In order to ensure sufficient exploration intensity in the initial stage and
prevent excessive noise from causing the model to converge, the noise parameter is set to 0.4.
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Finally, the sensor placement is set at [0◦, 27◦, 30◦, 47◦, 51◦, 111◦, 126◦, 219◦, 221◦, 289◦]
to get the best accuracy with the learning rate 0.001, the initial noise 0.4, the hidden layer
3–512 and the updated frequency 20. These hyperparameters are used to compare our new
algorithm with other algorithms in this study.
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4.4. Comparison of Different Algorithms for Placement Optimization

The study compared the performance of different algorithms based on the datasets
of Case 1, including Noisy DQN, Prioritized DQN, DQN, WOA, and proposed WOA-
DQN. The total reward of different algorithms for the FBG placement optimization is
shown in Figures 12 and 13. Obviously, it could be seen that the WOA possesses the worst
convergence rate and the final result even is unstable. The proposed WOA-DQN performed
best. The results verified that it is superior to other methods and suitable for optimizing the
placement of FBG sensors when the WOA-DQN was tested further in other cases. When
the number of training rounds is 340, the total reward value of WOA-DQN under case 1,
3, 4, 5, 6, 7, 8, 9 is best shown in Table 7. As can be seen from the Figure 13e, WOA-DQN
quickly outperforms other methods such as Noisy DQN and Prioritized DQN during initial
training (first 100–200 rounds), and eventually shows a more consistent and higher total
return after long-term training. In contrast, the traditional DQN converges slowly and
behaves erringly over some training rounds. Noisy DQN and Prioritized DQN, although
close to WOA-DQN at some stages, are still slightly inferior overall.

Table 7. The total reward value.

Case
WOA-DQN Noisy DQN (Fortunato,

M et al. [34])
Prioritized DQN

(Schaul, T et al. [35])
DQN (Luo Lei

et al. [23])
WOA (Mirjalili

et al. [28])

Total Reward Value

Case1 158 152 136 138 116
Case2 143 150 158 133 108
Case3 158 158 144 148 103
Case4 167 156 158 135 119
Case5 155 150 154 135 89
Case6 153 148 136 139 103
Case7 159 156 148 148 102
Case8 148 148 148 146 128
Case9 156 145 146 140 58
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Figure 13. Performance of 5 algorithms in all Cases.

5. Conclusions

Based the swarm intelligence algorithm, the proposed WOA-DQN algorithm has
better ability of exploration in the deep reinforcement learning algorithm. It improves the
capacity of agent to explore the optimal solution equipped with a loop structure of SIA-DRL.
The datasets of the tunnel were used to train the WOA-DQN model. By discussion above,
the following conclusions could be drawn:

(1) After numerous experiments, the optimal sensor placement in the tunnel for various
cases are obtained. The FBG sensors was finally set as 10 and at [0◦, 27◦, 30◦, 47◦, 51◦,
111◦, 126◦, 219◦, 221◦, 289◦] to detect the precise deformation of the tunnel. Compared
with the traditional layout, the optimized placement obtained has better performance
in all cases.

(2) The results demonstrate the efficacy of the WOA-DQN in resolving the optimal
placement problem of FBG sensors in the tunnel. It provides theoretical basis to
the placement of sensors for structural health monitoring and increases the average
reconstruction accuracy with the max error 8.66 mm.

(3) It was found that the proposed WOA-DQN algorithm has the fastest convergence
speed and the best stability to obtain the optimal sensor placement with the learning
rate 0.001, the initial noise 0.4, the hidden layer 3–512 and the updated frequency 20.

(4) Additionally, the experiments show that the improved algorithm is superior to other
methods including Noisy DQN, Prioritized DQN, DQN and WOA, and more suitable
for optimizing the placement of FBG sensors.
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To sum up, the method in this study is mainly applicable to shield tunnels, and other
types of tunnels are not taken into account. The placement of sensors in other types of
tunnels can be explored in the future. In large-scale tunnel deformation monitoring, this
study relies on a large number of numerical model data for training and optimization, so it
faces the problems of high computational complexity and insufficient real-time process-
ing ability, which makes it difficult to adjust the sensor position in real time during the
monitoring process. Future research can solve these problems by improving computing
speed, optimizing sensor layout algorithms, and developing real-time monitoring systems,
thereby improving the accuracy and efficiency of monitoring.
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