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Abstract: With the continuous development of network security situations, the types of attacks increase
sharply, but can be divided into symmetric attacks and asymmetric attacks. Symmetric attacks such
as phishing and DDoS attacks exploit fixed patterns, resulting in system crashes and data breaches
that cause losses to businesses. Asymmetric attacks such as Advanced Persistent Threat (APT), a highly
sophisticated and organized form of cyber attack, because of its concealment and complexity, realize
data theft through long-term latency and pose a greater threat to organization security. In addition,
there are challenges in the processing of missing data, especially in the application of symmetric
and asymmetric data filling, the former is simple but not flexible, and the latter is complex and
more suitable for highly complex attack scenarios. Since asymmetric attack research is particularly
important, this paper proposes a method that combines causal discovery with graph autoencoder to
solve missing data, classify potentially malicious nodes, and reveal causal relationships. The core is to
use graphic autoencoders to learn the underlying causal structure of APT attacks, with a special focus
on the complex causal relationships in asymmetric attacks. This causal knowledge is then applied
to enhance the robustness of the model by compensating for data gaps. In the final phase, it also
reveals causality, predicts and classifies potential APT attack nodes, and provides a comprehensive
framework that not only predicts potential threats, but also provides insight into the logical sequence
of the attacker’s actions.

Keywords: causal discovery; APT attack; attack predict; graph autoencoder

1. Introduction

In the current network security environment, symmetric attack usually refers to the
power parity between the attacker and the defender, with both sides being relatively
balanced in terms of technology and resources. These attacks often manifest as direct
technical confrontations, where the attacker launches raids or exploits vulnerabilities for
direct assaults. Such attacks are usually easy to detect and have a short impact time duration,
but they can quickly paralyze the system or cause data loss [1]. Most of these attacks are
common means of attacking, and the countermeasures and solutions are relatively mature.
On the other hand, asymmetric attacks are attacks characterized by a significant imbalance
between the attacker and the defender [2,3]. Taking typical APT attacks as an example,
their attacks are usually launched by experienced attack organizations, often with strong
concealment, and achieve the purpose of attack through long-term latency, slow penetration,
and data collection [4]. One characteristic that distinguishes APT attacks from other attacks
is its multi-stage attack strategy, from initial penetration, lateral movement to later data
extraction, the attacker may adjust the means at each stage to bypass the defense. If a
successful attack is carried out, the damage will be enormous. For this type of attack, the
multi-stage attack strategy [5] and complexity [6] will be a major challenge in the research.

Multi-stage attacks. In the field of cybersecurity, the detection and analysis of multi-
stage APT attacks has become a critical area of recent research. Neuschmied et al. [7] utilized
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multi-stage autoencoders for APT attack detection, employing deep learning to capture
the nuanced features of attack behaviors, enhancing detection accuracy. Wilkens et al. [8]
constructed Kill Chain State Machines to track and link alerts across different stages,
thereby building potential multi-stage attack scenarios. Xie et al. [5] proposed a multi-
stage APT attack detection method based on sample enhancement, combining Transformer
encoders with a multi-stage awareness mechanism to improve the selection of normal
traffic. Zhou et al. [9] detected multi-stage attacks using a sequence-to-sequence model,
particularly suited for APT attacks occurring over extended periods. Takey et al. [10]
presented a real-time early detection method for multi-stage attacks, focusing on network
traffic to swiftly identify and respond to multi-stage intrusions. These studies not only
enrich the theoretical and practical aspects of APT attack detection but also provide robust
technical support for network security defenses. While existing methods offer substantial
advancements in APT detection, the integration of causal analysis promises to further
sharpen predictive accuracy and defensive capabilities.

Complexity. Graphs provide an intuitive way to represent complex relationships and
patterns, and the combination of causality and graphs can more intuitively analyze apt
attacks. Like a framework that extends Bayesian causal discovery [11], causal relationships
are modeled by sampling the posterior distribution in the directed acyclic graph (DAG)
space. Additionally, the ability of graph neural networks to generalize beyond the dis-
tribution graph of the training data has also been explored, showing the potential of
causal analysis in ensuring model consistency [12]. Explorations into nonlinear causal
discovery, particularly with latent confounders, open avenues for uncovering obscured
causal relationships, surpassing conventional detection limits [13]. Causality-based neural
network repair methods underscore the importance of causal insights in model correc-
tion and reliability [14]. Moreover, employing causal correlation with semantic analysis
for multi-stage threat detection showcases the utility of causal approaches in identifying
sophisticated cyber threats [15].

In this paper, we develop a causal prediction model for APT attacks, introducing an
innovative approach to more accurately understand and predict APT attack behavior and
outcomes. Using data from the DARPA TC dataset [16], which provides representative
samples of attack behavior within complex network environments, we apply the LADIES
sampling method to efficiently extract representative samples from large-scale datasets.
This method helps to reduce data processing demands while preserving key attack charac-
teristics. The causal structure of APT attack is learned by autoencoders and the potential
causal relationship is revealed. The causal structure is used to make up the missing data
and enhance the robustness of the model. Finally, the causal relationship is revealed to
predict the nodes of APT attacks. The innovation points of this paper are as follows:

• The combination of causal discovery and APT attack motivation analysis reveals event
correlation through causality and infers potential attack strategies and motivations.

• The causal driven data imputation method is used to ensure that the imputation results
are closer to the real data and better reflect the causal mechanism in the data, which is
more accurate than traditional imputation methods.

• The causal mechanism is integrated into the generative model, which is not only used
for data reconstruction, but also can mine the potential causal chain, so as to learn the
causal dependence in the latent space more accurately.

2. Related Work

In this section, we will explore the existing limitations of APT attack detection and
explore what needs to be done from those limitations.

The current detection methods for APT attacks still have some limitations, including
the problem of data sparsity [17]. No matter what kind of system is used for data acquisition,
a certain degree of data loss will inevitably occur in the process of data acquisition, resulting
in data loss [18]. This makes it difficult to comprehensively track the attack behavior.
Traditional APT attack detection methods rely on the integrity of the data, but the missing
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data will lead to the deviation of the behavior pattern analysis, thus missing the key
attack clues. The main existing strategies for solving missing data include linear-based
approaches, interpolation-based approaches, model-based approaches, and deep learning-
based approaches.

The two basic interpolation methods, linear interpolation [19] and mean interpolation,
fail to capture complex patterns and trends in the data, and neither takes causality into
account. The regression-based multiple imputation method [20] is a common statistical
technique for managing missing data, which uses regression models to predict missing
values. Although the effect is best at a particular loss rate, as the loss rate changes, extremely
unstable problems also come out. Model-based approaches [21] illustrate the application of
these data in different statistical models to address data missing problems. For example,
maximum likelihood estimation (MLE) is used, but by comparison, his performance is
mediocre and cannot effectively deal with the nonlinear characteristics of the data. Based
on deep learning technologies such as generative adversarial model GAIN [22], which
can predict missing values by generator and distinguish filling effects by discriminator. In
the experimental part, the method of deep learning is superior to other methods, so the
part of filling missing data is also solved by the deep learning method. Several existing
techniques are evaluated in the selection process. The traditional deep Convolutional
Neural Network (CNN) is very effective in local feature extraction [23], but it mainly
focuses on local information; when dealing with APT attacks, a single feature extraction
method cannot fully capture complex causal relationships [22]. Therefore, when CNN
is used alone, it is difficult to fully capture the multi-level causal relationships in the
face of complex APT attack chains. Similarly, time series models such as recurrent neural
networks (RNN) and long short-term memory networks (LSTM) perform well in processing
continuous time data and capturing time dependence [24], and they can cope with time-
related features in APT attacks to a certain extent. However, these models mainly focus on
temporal dependence and have limited effectiveness in dealing with multi-level causality
and cross-domain dependency of APT attacks. In addition, RNNS and LSTMS often rely
on interpolation or simple filling strategies when faced with missing data, which makes
them perform poorly on high-dimensional sparse datasets, especially when missing values
in the data carry important causal information. This makes them perform poorly on high-
dimensional sparse datasets, especially when missing values in the data carry important
causal information. In contrast, the graph autoencoder (GAE) is better able to model
complex cause-and-effect relationships and dependencies between events by learning
directly on the graph structure [25]. GAE with CNN as encoder and LSTM as decoder, it
overcomes the limitations of previous interpolation methods that rely on oversimplified
assumptions and invalidate the actual data, and also avoids the drawbacks of model-based
methods that may select inappropriate models and lead to biased results. And GAE adds a
causal drive to make the data more causal. This is a cause-driven interpolation strategy [26],
which uses the causal mechanisms implicit in the data to guide the filling of missing data.

Another significant challenge is the identification of complex attack chains [27]. APT
attacks often consist of a series of carefully planned and hidden steps, from reconnaissance,
initial intrusion, lateral movement, and data penetration, forming a complex attack path.
Traditional detection methods rely on predefined rules or pattern matching, and it is
difficult to effectively identify the complete attack chain when facing the flexible tactics
of attackers. Especially when there is no obvious connection between different events,
these methods tend to overlook important links in the attack chain. In order to overcome
this limitation, the model classifies the event types, distinguishes the events of different
attack stages (such as initial intrusion, lateral movement, etc.), and deeply analyzes the
characteristics of each type of event. Through this classification analysis, the model can
more accurately capture the correlation between different stages, so as to reconstruct the
complete attack chain. Combined with causal reasoning techniques, the model can also
reveal implicit causal associations across events, help identify key causal links, and make
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the attack path clearer. This not only improves the accuracy of APT detection, but also
enhances the model’s ability to interpret complex attack chains.

3. Materials and Methods

This scenario uses host-based intrusion detection: the attacker illegally infiltrates the
host, gains system privileges, and steals important information from the host by improper
means. The stages of an APT attack are typically divided into initial breach, command
and control (C&C) system setup, lateral movement, and data exfiltration [8], with various
techniques used at each stage. Assume that log information about apt attacks has been
collected from the host before stealing important information. The overall framework
includes three parts: subgraph sampling, autoencoder interpolation of missing data and
causal prediction, as shown in Figure 1.
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Initially, the log data are converted into graph data for sampling analysis, and the
causal matrix is used to guide the graph autoencoder to fill in the missing data. This ensures
that the model not only achieves high accuracy in data reconstruction and interpolation
but also preserves causal relationships within the data. Finally, potential malicious nodes
in the dataset are predicted and classified by combining causal inference with malicious
node detection, thereby revealing their causal relationships. Each module of the system is
discussed in detail in the following sections.

3.1. Pre-Processing and Sampling

In the data pre-processing stage, we apply a network security data processing method
based on Avro and APT attack stages. First, we unpack and read the raw binary, then parse
the data with the full Avro schema to extract the important event records. To deal with
non-JSON serializable objects, a conversion function is designed to convert complex data
structures into serializable formats and save them as JSON files. Next, each stage of APT
attack life cycle is defined. The stages of an APT attack tend to stagger and may cycle back
and forth. For example, reconnaissance occurs repeatedly in each stage, lateral movement
and persistence are a continuous process, and exfiltration can occur simultaneously at any
stage rather than the last step.

Including reconnaissance, intrusion, lateral movement, persistence, execution, and
exfiltration, our definition correlates the relevant event types for each phase and iterates
through the data to save the classification of events for each phase into a separate JSON file.
Table 1 below shows the details of the event.
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Table 1. Details of event.

Data Tpye Description

EVENT_CONNECT establishes a network connection
EVENT_READ reads data

EVENT_RECVFROM receives data from a network connection
EVENT_EXECUTE executes a program or command

EVENT_OPEN opens a file or resource
EVENT_FORK creates a new process
EVENT_WRITE writes data to a file or output stream

EVENT_CREATE_OBJECT creates an object, such as a file or process
EVENT_SENDMSG sends the message

EVENT_CLOSE closes a file or network connection
EVENT_SENDTO sends data to a network connection

The original JSON format data are converted into graph data, followed by feature
encoding and sampling processing to generate data suitable for graph neural network
modeling. Through a series of data processing, a directed graph containing nodes and
edges is constructed, node features are encoded and standardized, and subgraphs are
extracted from each graph using LADIES sampling method. Additionally, the collected
dataset is categorized by APT attack type, and the entire dataset is further segmented
according to the attack life cycle, as detailed in the following Table 2.

Table 2. Different stages of events.

Stage Data Type

Reconnaissance EVENT_CONNECT EVENT_READ EVENT_RECVFROM

Intrusion EVENT_EXECUTE EVENT_OPEN

Lateral Movement EVENT_FORK EVENT_CONNECT EVENT_EXECUTE

Persistence EVENT_WRITE EVENT_CREATE_OGJECT

Execution EVENT_WRITE EVENT_SENDMSG EVENT_CLOSE

Exfiltration EVENT_SENDTO EVENT_WRITE EVENT_CLOSE

To efficiently process and analyze the data, we begin loading the APT attack phase
data and storing it in a list. As each file of event data is read, each record is treated as an
individual event, containing fields like the unique identifier uuid, subject, predicateObject,
and other relevant details. Each event is represented as a node of a graph, with directed
edges created between the nodes based on the subject and predicateObject fields, thus
forming a directed graph structure. We iterate through the nodes in the graph, determine
the set of attributes that all nodes should have, and fill in the default values for the nodes
that lack attributes to ensure the consistency of the graph data. We then convert all node
property values to a string format for subsequent tag encoding. We construct a label
encoder for each attribute, map the attribute values to a numerical representation, and
generate a node feature matrix and scale the features using a standardized method so that
their mean is 0 and their standard deviation is 1. Assume that the original data matrix is X,
and its normalization is shown in Formula (1).

Xnorm =
X − µX

σX
(1)

Then, the LADIES [26], Layer-wise Adaptive Node Importance Sampling method was
used to sample the graph data. The LADIES algorithm extracts a representative subset of
nodes from large-scale graphs through layer-by-layer adaptive importance sampling for
subsequent training and analysis of graph neural networks. The specific steps are as follows:
first, a certain number of nodes are randomly selected from all nodes as the initial sampling
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nodes; then, for each sampling node, according to the importance of its neighbor nodes, a
fixed number of neighbor nodes are selected to constitute the sampling batch. Next, build a
subgraph that contains these sample nodes and their neighbors. Finally, repeat the above
steps to expand the sampling nodes layer by layer until the preset number of sampling
layers is reached. The advantage of this algorithm is that it can select important adjacent
nodes adaptively to ensure the representativeness of the image and has high efficiency
in processing large-scale graph data. The algorithm can effectively extract representative
subgraphs, and the sampled subgraphs are stored as batch data for subsequent processing.

3.2. Missing Data Processing Based on LiNGAM Graph Autoencoder

This paper introduces a deep learning framework that integrates causal discovery
with a graph autoencoder (GAE) to effectively handle complex graph-structured data with
missing data. Firstly, the Linear Non-Gaussian Acyclic Model (LiNGAM) [28] algorithm
is employed to find the causal relationships within the data, and then these causality
relationships are integrated into the training process of the graph autoencoder to achieve a
more accurate interpolation of missing data.

3.2.1. Graph Autoencoder

GAE is a core model for dealing with graph-structured data, especially for dealing with
missing data. It mainly consists of two parts: encoder and decoder, which are responsible
for compressing the input data into a compact representation and reconstructing the original
data from it, preserving important structures and causal relationships in the data. The
model design is described in Figure 2 below.
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The task of the encoder is to map the input data to a low-dimensional latent represen-
tation. Firstly, the local features of the input data were extracted by Convolutional Neural
Network (CNN). In this process, a one-dimensional convolutional layer (Conv1D) processes
graph node features and traverses the input sequence through a sliding window to extract
local patterns and relationships at each position. Then, Batch Normalization is performed
on the convolution results to keep the distribution of data in each mini-batch consistent
and ensure the stability of the network during training. Then, the ReLU activation function
is applied to introduce nonlinear characteristics, which helps the model to recognize more
complex features and patterns. The observation data matrix is X ∈ Rn×d

H1 = ReLU(BatchNorm(X · Wconv + bconv)) (2)

Next, the local features extracted by CNN are passed to the long short-term memory
(LSTM) network to further model the time series relationship or dependency between nodes.
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Through its internal memory units, the LSTM networks are able to preserve long-term de-
pendency information in the input data and generate compact hidden state representations.

ht, ct = LSTM(H1, ht−1, ct−1) (3)

In addition, the encoder also maps the hidden states into a “latent causal matrix A”
through a fully connected layer. This matrix is used to capture potential causal relationships
between the nodes of the graph, identifying which nodes are likely to affect other nodes.
In order to ensure the rationality of the causal relationship, the encoder ensures that the
causal matrix is acyclic (that is, the causal relationship does not form a closed loop) by the
matrix index calculation method.

A = reshape(WAh+bA, (d, d)) (4)

The decoder’s task is to reconstruct the original graph node features from the low-
dimensional representation generated by the encoder. The LSTM layer in the decoder
receives the hidden state output from the encoder and, by gradually unfolding the informa-
tion, generates a feature sequence similar to the input data. In this process, the decoder also
refers to the causal matrix generated by the encoder to adjust the feature values according
to the causal relationship, ensuring that the generated features are not only close to the
original data numerically, but also conform to the causal relationship of the data in the
logical structure.

H2 = LSTM(h) (5)

Xrecon = FC(H2) (6)

The output of GAE is the following two parts: the reconstructed eigenmatrix Xrecon
and the learned potential causal matrix A. The reconstruction matrix is compared with the
input data to measure the reconstruction error of the model, while the causation matrix
is compared with the causation matrix generated by LiNGAM to ensure that the learned
causation is reasonable.

3.2.2. LiNGAM

An important innovation of the model is the introduction of causality. In order to
consider the causal structure in the learning process, we use the Linear Non-Gaussian
Acyclic Model (LiNGAM) algorithm to discover the causal relationship in the data and
use the results to guide the training and interpolation process of GAE. The LiNGAM is
able to infer causality from data based on a linear non-Gaussian model, which allows the
model to not only capture statistical dependencies, but also identify and exploit causal
structures in the data. By assuming that the data generation process can be represented
as a directed acyclic graph (DAG), each variable is generated by a linear combination of
its parent (causal precursor node) with a non-Gaussian noise term. After normalizing the
data, we feed it into the LiNGAM algorithm for causal discovery. By analyzing the data,
LiNGAM generates a causal matrix C that represents the causal relationships between
the variables.

3.2.3. Loss Function

In the course of model training, we design a comprehensive loss function to optimize
the performance of the model. The core of the loss function is the reconstruction loss, which
measures the reconstruction accuracy of the model by calculating the mean square error (MSE)
between the reconstructed data of the model and the original input data.

Lrecon =
1
N

N

∑
i=1

||X̂recon,i−X̂i||22 (7)
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In order to ensure that the causal matrix generated by the model is acyclic, the loss
function contains acyclic constraints. Through matrix trace operation, the potential loop
degree in the causal matrix is calculated, and the loss of this part is minimized to ensure
that the generated causal graph is acyclic.

Lacyclic = tr(expm(A ⊙ A))− d (8)

The regularization term is introduced into the loss function to control the complexity
of the model and to prevent the model from overfitting. L1 regularization helps to generate
sparse causal matrix, that is, to reduce unnecessary causal connections between features.
L2 regularization controls the size of matrix elements to avoid excessive model complexity
and enhance its generalization ability.

Lregularization = β
∣∣∣∣∣∣A∣∣∣∣∣∣1 + γ

∣∣∣∣∣∣A∣∣∣|22 (9)

The causal constraints are designed to ensure that the causal matrix learned by the
model is consistent with the a priori causal matrix discovered by the LiNGAM algorithm.
To achieve this, we add a term to the loss function that measures the difference between
the two matrices in terms of the L1 norm. Reducing this difference helps the model to
reconstruct the data more in line with the known causal structure, which improves the
rationality of the interpolation results.

Lcausality = λc

∣∣∣∣∣∣A − C
∣∣∣∣∣∣

1
(10)

The final loss function combines the reconstruction error, acyclic constraint, regular-
ization term, and causality constraint. The model continuously optimizes its parameters by
minimizing the comprehensive loss function during training.

L = Lrecon + αLacylic + Lregularization + Lcausality (11)

For model optimization, we used the AdamW optimizer, which combines an adaptive
learning rate and weight decay to dynamically adjust the learning rate and prevent the
model from overfitting. The learning rate scheduler automatically decreases the learning
rate when the loss no longer decreases significantly to prevent the model from getting stuck
in a local optimum. In addition, an early stopping mechanism is added to the training
process, which automatically stops the training when the model performance no longer
improves significantly after several iterations to avoid overfitting. After training, the GAE
model is used to interpolate the missing data. The encoder and decoder are able to fill in
the missing parts of the data reasonably and recover the original scale of the data by de-
normalization. The accuracy of the interpolated data is assessed by means of mean square
error (MSE) and mean absolute error (MAE), thus providing a quantitative evaluation of
the model interpolation performance.

MSE =
1
n

n

∑
i=1

∣∣∣∣∣∣X̂filled,i − Xi

∣∣∣|22 (12)

MAE =
1
n

n

∑
i=1

∣∣∣∣X̂filled,i − Xi
∣∣∣∣

1 (13)

3.3. Predictions

We combine the dual methods of causal inference and malicious node detection
to effectively identify potential malicious nodes in the dataset and reveal their causal
relationship. Firstly, we used the Linear Non-Gaussian Acyclic Model to conduct causality
analysis on standardized data, extract the causal chain between variables, and predict its
impact on other variables through the intervention of specific variables. Next, an isolated
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Forest algorithm is used for anomaly detection. Isolated forest is an unsupervised learning
method, based on the idea of random forests, specifically designed to find anomalies in data.
The algorithm constructs multiple trees by randomly selecting features and segmentation
points and uses the structure of the tree to isolate data points. Outliers are generally easier
to isolate and therefore have a shorter path through the tree. In this approach, isolated
forests are used to detect potentially malicious nodes, which are flagged as anomalies for
subsequent classification model processing.

To further classify and confirm these abnormal nodes labeled by isolated forests, a
deep neural network (DNN) model is designed and implemented. Unlike traditional fully
connected networks, our model uses residual connections to enhance feature extraction
capability. The model consists of multiple residual blocks, each of which contains a full
connection layer, a Batch Normalization layer, and a Leaky ReLU activation function. The
residual connection alleviates the problem of gradient disappearance or gradient explosion
that may occur during training of the deep neural network by allowing input from the
previous layer to jump to the subsequent layer, thus ensuring the stability and efficiency of
the model. The architecture of the model aims to gradually extract higher-level features
through layer-by-layer residual blocks, and finally output binary classification results
through a fully connected layer, that is, to determine whether the input data point is a
malicious node. In this process, the output layer is designed as a single node and the
model output is mapped to a probability value between 0 and 1 via the Sigmoid activation
function. This design enables the model to effectively deal with potentially malicious nodes
labeled from isolated forests while maintaining discrimination against normal nodes.

Figure 3 is a causal chain consisting of many variables. Among them, the causal
chain between variables 2, 3, 4, and 6 shows the direct influence relationship between
specific variables. Variable 2 has a direct causal effect on variable 3 and variable 4. Ac-
cording to the results in the causal matrix, the influence coefficients of this relationship are
0.1442 (positive) and 0.5622 (positive). This shows that when variable 2 changes, variable 3
will increase correspondingly, variable 4 will increase substantially, and the specific amount
of influence is proportional to the amplitude of change in variable 2. The direct causal effect
of variable 4 on variable 6 shows a negative relationship with an influence coefficient of
−0.1720. This means that when the value of variable 4 increases, the value of variable 6
decreases accordingly, acting as a restraining effect.
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4. Experiment

This experiment was run on a 13th-generation Intel(R) Core(TM) i7-13700 H 2.40 GHz
processor with Windows11 and 32 GB RAM, using the Python 3.8-compiled language and
pytorch as a deep learning framework.

The implementation steps include LADIES sampling, which extracts representative
subgraphs from large-scale graph data. LiNGAM combines with GAE to fill in the
missing data based on causality, as well as the final binary classification prediction of
malicious nodes.
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4.1. Dataset

In the experimental part of this study, we selected the CADETS [16] dataset from the
DARPA TC. The CADETS (Comprehensive, Adaptive, and Detailed Event Tracing System)
dataset is part of DARPA’s Transparent Computing program, which is designed to capture
and analyze events at the operating system level. The dataset contains a wealth of system
logs and event records covering a variety of system activities such as file system operations,
process creation, and network connections. In this study, we construct a complete data
input set by using system logs and event records in the CADETS datasets, interpolating
missing data by the LiNGAM graph autoencoder method, and combining threat intelligence
data. Finally, we use the residual deep neural network to classify the potential malicious
nodes labeled by isolated forest and realize the effective identification and classification of
malicious nodes.

4.2. Evolution

To evaluate the filling effect of the model, we calculate the mean square error (MSE)
and mean absolute error (MAE) between the filled data and the original data. These metrics
are used to quantify the accuracy of filling. The results show that the error between the
filled data and the original data is small, indicating that the model can effectively fill in the
missing value.

MSE was 0.844 and MAE was 0.667. These results show that the average error of
the model in filling in the data is not too large. The mean value of the data after filling is
−0.0108 and the standard deviation is 0.938, indicating that the data basically maintains
the characteristics of mean value 0 and standard deviation 1 in the standardization process.

The green dots refer to the imputed data, and the following six diagrams (Figure 4)
show how the model behaves when different categories of data are inserted. As can be
seen from the figure, in most cases, the model captures the trend of the raw data well and
reasonably predicts the location of the missing values. The interpolation results show high
accuracy in both the wildly fluctuating scenes and those with small changes, indicating
that the model has a better understanding of the pattern and structure of the original data.
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Figure 4. Multi-stage data interpolation graph.

We evaluated the performance of different interpolation methods at different miss rates,
mainly measured by MSE and MAE. Because the data missing rate is too high to affect the
reliability of the data, we set the data missing rate between 0.04 and 0.2, with a small floating
range, and the risk is controllable. As can be seen in Figure 5, the GAIN method is slightly
better at lower miss rates but shows slightly less stability than my method as the miss rates
increase. In contrast, the traditional mean interpolation and linear interpolation methods have
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poor performance in terms of error and stability, especially in linear interpolation, the error
increases rapidly with the missing rate, and cannot effectively capture the complex trend of
data. Although the MICE method shows significant improvement at some deletion rates, its
performance is unstable, and overfitting problems may exist especially at low deletion rates.
The performance of MLE interpolation is mediocre, and it cannot deal with the nonlinear
characteristics of data effectively, which limits its application on complex datasets. However,
our method has stable and excellent performance under different miss rates, especially under
the condition of high miss rate, its error is still small, demonstrating good learning ability and
high robustness to the complex structure of data.
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The dataset is divided into a training set comprising 80% of the data and a validation
set with the remaining 20% to evaluate model performance. We use accuracy, precision,
recall, and F1 score as evaluation metrics. Accuracy provides an overall assessment of
model performance, precision measures the accuracy of positive predictions, recall assesses
the ability to identify positive samples, and the F1 score balances precision and recall.
In this study, Transformer [29] is employed for multi-stage APT attack prediction and
alert aggregation, chosen for its ability to handle multi-dimensional alert data and capture
dependencies across attack stages. The MLP structure is relatively simple, making it well-
suited to adapt quickly to changing APT scenarios while maintaining effective detection
across stages. RNN captures short-term temporal dependencies in APT attacks, which is
especially useful for identifying sequential behaviors in attack patterns. Meanwhile, CNN
is advantageous for detecting local features, aiding in uncovering hidden attack behaviors
through convolution operations. Figure 6 illustrates the comparative performance of these
models based on accuracy, precision, recall, and F1 score. Our model, shown in blue,
demonstrates consistently high performance across most training cycles, with a good
balance between accuracy and recall, achieving a precision of 0.972 and a recall rate of 0.934,
highlighting its reliable identification of malicious samples. However, due to the imbalance
between malicious and normal samples, some malicious samples remain undetected. In
contrast, the Transformer model also achieves high accuracy and recall, particularly in later
training phases, though its performance curve exhibits significant variability, suggesting
room for stability improvements. The MLP model excels in accuracy, nearly reaching
a perfect score, indicating minimal false positives. However, its recall rate is slightly
lower, which impacts its F1 score and may lead to missed positive cases. Both RNN and
CNN show comparatively lower performance, with RNN particularly lagging in recall,
indicating limitations in capturing all positive cases. CNN performs weakly in both recall
and accuracy, which suggests that while it excels in tasks emphasizing local features, it is
less suited to this context.
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In general, the model performs well in the detection of malicious nodes, especially in
the accuracy and recall rate, which shows its adaptability to the multi-stage characteristics
of APT attacks and complex causal association analysis ability. However, differences in
the performance of different models also reveal directions for improvement, especially in
model stability and adaptability to different attack modes.

5. Conclusions

In this paper, we propose a comprehensive deep learning framework for dealing with
complex graph-structured data and missing data by combining causal discovery and graph
autoencoder models. Additionally, the framework integrates the Isolation Forest algorithm
for potential malicious node detection, followed by classification and validation using a
deep neural network. Experimental results demonstrate that, even within complex and
dynamic data environments, our interpolation method performs effectively in handling
missing data, maintaining stable performance. The accuracy of malicious nodes detection
remains high across various experiments, which proves the effectiveness of the model
in real scenarios. This method is not only effective in predicting APT attacks, but is also
applicable to other situations with missing data, whether it is in the field of social network
analysis or other network security, it can effectively fill in data and identify anomalies while
maintaining causality. To further improve model performance, future research can focus on
enhancing the robustness and adaptability of the model through effective data augmenta-
tion and the integration of domain knowledge. Advanced data augmentation techniques
would increase training data diversity, improving the model’s ability to recognize a wide
range of attack patterns. Incorporating domain knowledge will also enable the model
to better identify complex attack patterns by capturing key characteristics and potential
anomalies within complex, dynamic data environments. Together, these improvements
will support efficient detection capabilities in an evolving threat landscape and advance
the development of security detection technologies.
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