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Abstract: With the improvement of people’s living standards, the issue of dietary health has received
extensive attention. In order to simultaneously meet people’s demands for dietary preferences and
nutritional balance, we have conducted research on the issue of personalized food recommendations.
For this purpose, we have proposed a hybrid food recommendation model, which can provide
users with scientific, reasonable, and personalized dietary advice. Firstly, the collaborative filtering
(CF) algorithm is adopted to recommend foods to users; then, the improved Multi-Objective Evo-
lutionary Algorithm Based on Decomposition (MOEA/D) is used to adjust the nutritional balance
and symmetry of the recommended foods. In view of the existing problems in the current nutri-
tional balance algorithm, such as slow convergence speed and insufficient local search ability, the
autonomous optimization (AO) adjustment strategy, the self-adaptive adjustment strategy, and the
two-sided mirror principle to optimize boundary strategy are introduced in the MOEA/D. According
to the characteristics of the food nutrition regulation problem, an adaptive food regulation (AFR)
adjustment strategy is designed to achieve more accurate nutritional regulation. Based on the above
improvements, a food nutritional recommendation algorithm based on MOEA/D (FNR-MOEA/D)
is proposed. Experiments show that compared with MOPSO, MOABC, and RVEA, FNR-MOEA/D
performs more superiorly in solving the problem of nutritional balance in food recommendation.

Keywords: food recommendation; MOEA/D; CF algorithm; balanced nutritional regulation; multi-
objective optimization

1. Introduction

A Recommender System (RS) is an information filtering system that collects and
analyzes a large amount of user data, including users’ browsing history, purchase records,
ratings, search behavior, etc., to build user profiles and understand users’ preferences and
interest patterns [1]. Based on this information, the recommender system applies various
algorithms and models to accurately filter out items or content that may interest the user
and recommends them to the user.

The amount of food consumed daily is increasing along with people’s living standards,
and people are paying more and more attention to the topic of dietary health [2–5]. It might
be challenging to guarantee a balanced daily intake of nutrients because many people
frequently lack a thorough awareness of the nutritional worth of food. Numerous studies
have demonstrated that chronic diseases like diabetes, heart disease, and others can be
brought on by an improper diet over an extended period of time [6–9].

Reasonable proportionality among foods is necessary for a healthy diet in order to
provide a balanced intake of nutrients. Through the application of recommender tech-
nology, the food RS can assist users in logically planning their nutrient intake issues and
guaranteeing their daily nutritional needs while accommodating their preferences.
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Food RSs usually evaluate users’ dietary preferences based on their eating records
and suggest foods that they would enjoy based on those choices. Conventional recommen-
dation methods work well with rectangular data sets, but they frequently fail to produce
satisfactory results when it comes to food intake and nutritional balance [10,11].

To simultaneously meet the preferences of users and the requirements of daily nu-
tritional intake, some scholars have introduced the Multi-Objective Optimization (MOO)
algorithm into the field of food recommendation, transforming the original recommen-
dation problem into a kind of multi-objective problem (MOP) [12–14]. In contrast to the
majority of food RSs, our study focuses more on the problem of meal combinations’ nutri-
tional balance in the recommended outcomes. The nine primary nutritional components
found in each food are used as the optimization objectives for this reason. The amount of
each food consumed is adjusted to ensure that the discrepancy between the actual intake
and the recommended standard amount of each nutritional component stays within a small
range. A hybrid food RS based on the improved MOEA/D has been created as a result. The
experimental findings demonstrate that this system is capable of both meeting the dietary
requirements of users and successfully recommending foods that they enjoy.

The purpose of the hybrid food recommendation system is to ensure that daily diet can
not only meet the needs of the human body but also prevent excessive nutrient intake by
balancing the intake of various nutrients. From the aspect of nutritional balance, the system
will consider the balanced combination of multiple nutritional elements such as protein, fat,
vitamins, etc. This is like a symmetrical structure. Each nutritional element has its important
position and is interrelated and mutually restricted, jointly maintaining the normal operation
of the body. This kind of balanced relationship reflects a kind of symmetry. In future work,
by considering different groups of people, the time dimension of diet, and food sources,
etc., these all reflect the characteristics of symmetry in food recommendation. Through
multi-faceted adjustments by the food recommendation system to achieve a balanced and
symmetrical structure, we can thereby find the most suitable diet method for users.

The main contributions of this paper can be summarized as follows: (1) we proposed
a hybrid food recommendation model based on MOEA/D, taking the nine nutritional
elements in food as the optimization goals to regulate the intake of each food; (2) we
improved the MOEA/D, and proposed four improvement strategies, which improved the
performance of the MOEA/D; (3) we conducted a series of experiments based on the real
data set, and the experiments proved the effectiveness of the improved MOEA/D in the
optimization of food nutritional balance.

The remaining part of this paper is organized as follows: the second section reviews
the relevant works in the field of food recommendation. The third section constructs a
hybrid food RS based on MOEA/D. The fourth section describes the algorithm in detail.
The fifth section presents the experimental data and results. The sixth section presents the
conclusion and the outlook for future work.

2. Related Work

Personalized recommendation methods mainly include content filtering [15] and
collaborative filtering (CF) [16]. Among them, the CF algorithm is used to calculate the
similarity between users or items, so as to make preference recommendations for users,
which can better discover users’ potential interests and preferences, and thus recommend a
wider range. As a tool to help people choose foods, the food RS is closely related to people’s
nutritional health. Compared with the traditional food RS, more nutritional and health
requirements have been added [17–21]. Regarding the issue of food nutritional balance
in food recommendations, Rostami et al. [22] developed a new hybrid food RS, which
conducts food content recommendations and user recommendations, respectively, through
two stages of graph clustering and deep learning. Given the significance of individual
needs, Chen et al. [23] proposed a collaborative recipe knowledge network and defined
a mechanism for user health degree scoring in order to construct a health-aware meal
recommendation model that takes into account users’ dietary preferences and health needs.
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Based on a healthcare data set, Iwend et al. [24] presented a deep learning solution that
uses machine learning to increase the accuracy of recommendations and automatically
identify food products that patients require based on their characteristics. Mathur et al. [25]
presented a graph-based recommender system that uses user feedback to identify similar
products rather than explicit item evaluations to make recommendations. In order to
achieve a more accurate balance of multiple nutrients, this paper uses an MOO algorithm
to adjust the intake amount of each food.

In scientific application research, the problem of simultaneously optimizing multiple
mutually conflicting objectives is usually called an MOP [26]. A simple MOP can be
solved by means of mathematical programming, but when facing a high-dimensional MOP,
it will become extremely difficult [27–30]. To this end, researchers have introduced an
evolutionary algorithm with heuristic search characteristics to solve the MOP, such as
NSGA-III [31], ACO [32], PSO [33], and so on.

Although the above algorithms have made considerable progress in the field of MOO,
they continue to confront issues when dealing with high-dimensional MOPs [34]. Most
evolutionary algorithms optimize the MOP as a whole, whereas the MOEA/D employs a
decomposition strategy [35], decomposing the MOP into a set of single-objective problems
and using the relationship between neighbors to share evolutionary information; this
overcomes the limitations of evolutionary algorithms based on the Pareto dominance
relationship, and has advantages such as high efficiency and strong optimization ability
when dealing with MOPs.

With the in-depth research on the MOEA/D, many improvement strategies have
also been frequently proposed. By using the binding mechanism between the person
and the weight vector as well as the external population’s replacement method for the
invalid weight, Hu et al. [36] re-adjusted the weight vector. Wang et al. [37] successfully
enhanced the search capability in the later phase of the algorithm by proposing three
enhancement techniques for issues including the lack of species variety and the sluggish
convergence speed present in the MOEA/D’s later phase. By incorporating the useful
information from the iterative MOEA/D process into the new update procedure, Zhang
et al. [38] suggested an MOEA/D based on information feedback (MOEA/D-IFM). Cao
et al. [39] strove to balance the convergence and diversity of the multi-objective evolutionary
algorithm, adopted a two-stage evolutionary strategy, and proposed a new algorithm
MOEA/D-TS for solving MOPs.

Although the MOEA/D has achieved great success in the field of MOO, according to
the known literature, it has not yet been applied in the field of food recommendation. We
introduced the MOEA/D algorithm into the food recommendation system and improved
it in terms of convergence speed and population diversity. In view of the characteristics
of food nutrition optimization, the AFR adjustment method has been added, which can
make a balanced adjustment to the food consumption amount according to the nutritional
content of the food. Based on the above improvement strategies, the hybrid food RS based
on MOEA/D was designed.

3. The Hybrid Food RS Based on MOEA/D

When studying the issue of personalized food recommendation, both the user’s
preferences and the situation of nutritional balance are taken into consideration. Regarding
user preferences, when users choose foods, they often choose the foods they like or are
familiar with, while often ignoring the unfamiliar ones, which will lead to the monotony of
the user’s daily diet. Therefore, while considering recommending the foods that the user
may like, the diversity of the diet also needs to be considered. For nutritional balance, users
hope to achieve a healthy daily diet and meet the body’s intake requirements for various
nutritional elements, so the precise control of the nutrients ingested is required. In view of
the above analysis, the hybrid food RS has been studied to solve the following problems:
(1) recommend daily dietary recipes for users; and (2) conduct nutritional balance blending
of the recommended foods every day to meet the needs of various nutrients.
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3.1. The Framework of the Hybrid Food RS

In this section, the MOEA/D based hybrid food RS framework is demonstrated. The
multi-objective hybrid food recommendation framework consists of two important mod-
ules: the recommendation module and the optimization module. First, the recommendation
module searches for users with similar eating habits as the target user through a CF algo-
rithm to filter out the food products that the target user may be interested in. In Section 3.2,
the Pearson correlation coefficient is used to calculate the similarity between two users. In
Section 3.3, MOEA/D is used to nutritionally optimize the foods so that the recommended
foods meet the daily nutritional intake criteria. The model framework is shown in Figure 1.
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3.2. The CF Recommendation Model Based on User Preferences

(1) User preferences: track and record the daily dietary status of users, and finally,
form the dietary data of users. In the CF model based on user preferences, it is necessary
to calculate the similarity according to the dietary data of users. Due to the difference
in the scale of recording user data, this will have an impact on the accuracy of food
recommendation. Therefore, a user–dietary preference matrix p(a, b) is constructed to
record the dietary preferences of users, and the matrix is as follows:

p(a, b) =


p11 p12 · · · p1b
p21 p22 · · · p2b

...
...

...
pa1 pa2 · · · pab

 (1)

In the above matrix, p(a, b) represents the b kinds of food that have been consumed
by a group of users, and pab is the preference degree of user ua for food Fb. F is the food set,
and Fb represents food item b in the food set.

The solution of pab is as follows:

pab = Dab/Ta (2)

where Dab is the consumption frequency of food Fa by user ua, and Ta is the total consump-
tion frequency of user ua.

(2) Rating prediction: represent the frequency of the users’ consumption of food in the
form of scoring. The more a user eats a certain kind of food, the higher the score of this
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food. In order to prevent the cold start problem caused by too little new user data, the Slop
One algorithm [40] is adopted to score and predict the foods that the user has not eaten.
The algorithm is as follows:

devji = ∑
u∈(Ii∩Ij)

puj − pui

card(Ii ∩ Ij)
(3)

paj =

∑
i∈R(a)∩D(j)

(pai + devji)

card(R(a) ∩ D(j))
(4)

where devji is the preference offset between the foods Fi and Fj. I is the set of users, and Ii
denotes the set of users who prefer food Fi. card

(
Ii ∩ Ij

)
represents the total number of users

who have a preference for both food Fi and food Fj, simultaneously, where puj represents
the user’s rating of the food Fj. R(a) represents the set of food preferences by ua, D(j)
represents the set of foods that can perform dev calculation with food Fj. card(R(a) ∩ D(j))
represents the number of foods in the set of foods that are both foods eaten by ua and can
perform dev calculation with food Fj. Finally, the user ua’s rating of food Fj is obtained paj.

(3) Similarity calculation: in order to better calculate the similar relationship between
the target user and other users, the Pearson correlation coefficient [41] is adopted as the
standard for judging the similarity between users. The similarity between user ua and user
ub is defined as:

sim(ua, ub) =
∑n∈R(a)∩R(b) (pa,n−pa)(pb,n−pb)√

∑n∈R(a) (pa,n−pa)
2
√

∑n∈R(b) (pb,n−pb)
2

(5)

where pa and pb represent the mean values of the ratings of the food products by users
ua and ub. pa,n and pb,n represent the ratings of the users ua and ub for the food Fn.
n ∈ R(a) ∩ R(b) represents the food items that have been rated by ua and ub together.

(4) Recommendation selection: after calculating the similarity between other users
and the target user, sort the other users according to the similarity. To prevent excessive
recommendation due to overly high user similarity, the k nearest neighbors is adopted to
take the first k1 users, and the first k2 foods recommended by these users are recommended
to the target user. The size of k1 and k2 can be determined based on actual recommendations.

3.3. MOEA/D Optimization Model
3.3.1. Multi-Objective Problem Description

MOPs usually have multiple mutually conflicting objectives, which can be expressed
as follows, where the decision variable X = {x1, x2, · · · , xn}, x ∈ Rn needs to meet the
following constraint conditions: {

gi(x) ≥ 0, i = 1, 2 · · · q
hi(x) = 0, i = 1, 2 · · · q (6)

where Rn is an n-dimensional decision space that contains all the decision variables. It can
be known that gi(x) defines q inequality constraints, and hi(x) defines q equality constraints.
If the MOPs have m objectives, then the objective function can be expressed as:

F(X) = ( f1(X), f2(X), · · · , fm(X))T (7)

According to the constraints, find a solution set X∗ that satisfies in the decision space
such that F(X∗) is minimized.

3.3.2. MOEA/D

MOEA/D decomposes a multi-objective problem into multiple single-objective sub-
problems, and by using the neighbor relationship between the sub-problems, it assists the
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neighbors in evolving while evolving itself, and finally achieves the optimization of the
multi-objective problem. The process of the MOEA/D is as follows:

Step 1: Initialize.
Initialize population Pop =

{
x1, x2, · · · , xn} and fitness value FV = { f1(x), f2(x), · · · ,

fn(x)}, and initialize the weight vector λ =
{

λ1, λ2, · · · , λn}.
Initialize the size T of individual neighbors according to the size of the population and

initialize the neighbor B(i) = {b1, b2, · · · , bT} of each individual according to the weight vector.
Calculate the ideal point z = {z1, z2, · · · , zm}T , among which m is the target number,

and zi represents the optimal value of the ith target in the current population.
Step 2: Update the population.
Genetic recombination: randomly select two individuals xj and xk from the neighbor

B(i) of the current individual xi, and take these individuals as parents to generate new
offspring xi

new through genetic variation.
Update the ideal point: calculate the fitness value FV

(
xi

new
)

of the new individual. If
the fitness value of xi

new is greater than z, then update the ideal point.

z =

{
z

xi
new

f (z) < f (xi
new)

f (z) > f (xi
new)

(8)

Update the neighbor: for the neighbor xj, j ∈ B(i) of the individual xi, if gte(xi
new

∣∣λ, z
)
<

gte(xj
∣∣λ, z

)
, then the individual xj will be updated, and the cumulative update is nr times,

and nr is a fixed value.
Step 3: Iteration stops.
If the stop condition is satisfied, then stop the iteration and output the optimal solution

set; otherwise, continue to execute Step 2.

3.3.3. Objective Function and Constraints

In this paper, the improved MOEA/D is used to adjust the multi-objective food
nutrition. After providing the recommended food to the users, by calculating the nutritional
content of the food, and according to the standard of the daily intake of nutrition, regulate
the intake amount of the food. In this paper, it is set that the recommended food is eight
different foods, and the nine nutritional elements among them are adjusted.

The setting of the objective function is as follows: the recommended food types are
eight kinds, and the nine nutrients involved are calories, protein, fat, carbohydrate, vitamin
A, vitamin B, calcium, iron, and vitamin C, respectively. The absolute value of the difference
between the values of these nine nutrients’ contents and the values of the standard contents
consumed per day is taken as the objective function of this experiment. These are defined
as follows:

f (xi) =
∣∣∣xi

1×8 × A8×9 − S1×9

∣∣∣ (9)

where xi represents the i′th food combination, and each food combination contains eight
different foods. A represents the relationship matrix of the nine nutritional elements
corresponding to the eight foods, in which aij(i = 1, 2, · · · , 8; j = 1, 2, · · · , 9) represents the
content of the j′th nutrition in the i′th food. S is the recommended daily intake of the nine
nutritional elements, and the standard refers to the “Reference Intakes for Dietary Nutrients
for Chinese Residents” [42].

Constraint conditions are as follows: in this paper, considering the problem of exces-
sive consumption of a single food caused by reducing errors in the process of optimization,
it is set that the maximum amount of each food consumed is 400 g and the minimum is
10 g.

4. Description of the Algorithm

The hybrid food recommendation process is divided into the following two stages:
firstly, through the Algorithm 1 to recommend the foods that the user may be interested in,
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and secondly, through the Algorithm 2 to carry out the balanced deployment of nutrients
for the recommended foods.

4.1. CF Algorithm Based on User Preferences

The CF algorithm recommends suitable foods to the target user through the similarity
between users, prevents the cold start problem caused by the small amount of data of new
users, and predicts the data of users through the Slop One function. According to the above
model description, the framework of the CF algorithm is designed.

Algorithm 1. (Framework of the user-based CF).

Inputs: data- User dietary preference matrix, k nearby neighbors
Outputs: ReFood- The food combination recommended to users
Refining the user preference matrix with the Slop One function: paj ← pai + devji .
for i = 1 to N do//Where N represents the number of users in the user preference matrix

FR← sim(ua, ub)//Calculate the similarity between target user and other users.
end for
FR← Sort(FR)//Sorting users by similarity size in matrix FR.
Select the k1 users with the highest similarity to the user.
ReFood← Select(FR(ui))//Each user individually selects the top k2 food items that

//have the highest ratings and have not been rated by the target
user.

Finally obtain the ReFood that conforms to the preferences of the target users.

4.2. The Improvement Strategy of the MOEA/D

The MOEA/D updates the population through the differential evolution strategy.
With the evolution of the population, the gap between individuals will gradually narrow,
resulting in insufficient local search ability in the later phase of the algorithm. In the field
of food recommendation, it is necessary to tune nine nutritional indicators. Facing the high-
dimensional MOP, some improvements need to be made to the MOEA/D in order to expect
to allocate food nutrition more accurately. For these problems, four improvement strategies
are proposed: firstly, to improve the convergence speed of the algorithm, AO optimization is
added in the MOEA/D. Secondly, to improve the later phase search ability of the algorithm
and enrich the diversity of the population, the self-adaptive neighborhood adjustment
strategy is improved, and the self-adaptive mutation probability adjustment is added while
adjusting the size of the individual neighborhood. Thirdly, the two-sided mirror reflection
algorithm is improved, and the use frequency of the algorithm is controlled through the
iterative process. Fourthly, in view of the characteristics of the food recommendation
problem, the AFR adjustment method is added to achieve more accurate adjustment of
nutritional content.

4.2.1. AO Optimization Strategy

AO optimization is a kind of self-optimization strategy. When the population iterates
to select individuals each time, AO optimization needs to be carried out for each selected
individual. However, the time complexity of AO optimization is relatively high, so the
probability of optimization needs to be adjusted. Whenever an individual is selected for
AO optimization, the Tchebycheff value of the individual needs to be calculated first. The
size of the adjustment variable is formulated according to the boundary value of each
decision variable of the individual, and the value of the adjustment variable is determined
by the normal distribution function. The normal distribution function is defined as follows:

σ =

√
u− d
2

(10)
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f (x) =
1√

2Πσ
exp(− (x− µ)2

2σ2 ) (11)

where µ represents the mean of the normal distribution, and the value is 0. σ represents the
standard deviation of the normal distribution, and the value of σ here is determined by the
boundary value of the decision variable, among which u represents the upper boundary
and d represents the lower boundary.

In order to verify the effectiveness of the AO optimization strategy, a controlled
experiment was conducted on the test function ZDT1 [43]. Figure 2 shows the comparison
of the results after running 100 generations with the test function ZDT1. It can be seen that
the MOEA/D with the AO optimization strategy added has a faster convergence speed.
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4.2.2. Self-Adaptive Adjustment Strategy

In the optimization strategy of MOEA/D, Xu et al. [44] proposed a strategy of adap-
tively adjusting the neighborhood. This strategy dynamically adjusts the neighborhood
by judging the number of individuals around the sub-problem and solves problems such
as sparse individuals around individual sub-problems and the aggregation of individuals
in the optimization process. However, in the face of high-dimensional MOPs, simply
changing the size of the neighborhood cannot optimize the poor sub-problems well. There-
fore, in order to increase the diversity of the population, while adaptively adjusting the
neighborhood, a strategy of adaptively adjusting the mutation probability is added.

The process of the self-adaptive adjustment strategy is as follows:
Step 1: find out the maximum value of all the targets. For all the sub-problems

i = 1, 2, · · · , N, calculate the maximum value of each target zmax = {z1, z2, · · · , zm}; m is
the target number of the sub-problems, zj = max

1≤j≤m,1≤i≤n
{ f j(xi)}.

Step 2: calculate the vertical distance of each individual to each sub-problem xd(i, j) =
D⊥

(
xi, λj

)
.

D⊥(xi, λj) =

∥∥∥∥∥L(xi)−
λT

j F(xi)λj

λT
j λj

λj

∥∥∥∥∥ (12)

where F(xi) is the regularization objective vector of individual xi, and xj objective function
is regularized as follows:

L(x) =
f j(x)− zj

zj − znad
j

(13)
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where f j(x) represents the objective function of the xj, zj indicates the current best point of
the xj, and znad

j represents the worst point.
Step 3: statistical sorting. For each individual, sort the distances to the sub-problems

k = sort(xd(i, j)), and count the closest distance. Its density is represented by id. The
density of individuals around the j′th sub-problem is expressed as idi = idj ++.

Step 4: adjust the neighborhood size. Through the size of the number of individuals
around each sub-problem, adjust the neighborhood size of the sub-problem, and the
individual closest to the sub-problem will therefore be the solution of this sub-problem.

Step 5: adjust the mutation probability. When an individual conducts polynomial
mutation, the polynomial mutation probability is adjusted by calculating the size of the
neighborhood of the sub-problem.

The method of adjusting the neighborhood size is as follows: when idj = 1, it indicates
that there is exactly one solution around this sub-problem, and at this time there is no
need to adjust the size of the neighborhood. When idj = 0, it indicates that there is no
appropriate solution around this sub-problem, and at this time the neighborhood should
be expanded as follows: T(j) = T(j) + N. When idj > 1, it means that there are multiple
solutions around the sub-problem at this time, and in this case, the size of the neighborhood
needs to be reduced as follows: T(j) = T(j)− N. N is a fixed value, and the size is T/2.

The adjustment of the mutation probability is as follows: when idj = 1, it indicates
that there is exactly one solution around this sub-problem, and at this time there is no need
to adjust the mutation probability. When idj = 0, it indicates that there is no appropriate
solution around this sub-problem, and the mutation probability needs to be increased as
follows: Prom = Prom× (1 + p). When idj > 1, it means that there are multiple solutions
around the sub-problem at this time, and in this case, the mutation probability needs to be
reduced as follows: Prom = Prom× (1− p). p is a fixed value.

The strategy of adaptively adjusting the mutation probability is mainly to solve the
insufficiency of the diversity of the population in the later phase, and to increase the
mutation amplitude of the sparse individual sub-problem in order to expect to find a better
solution. Figure 3 is the result of running on the DTLZ3 [45] test function.
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Figure 3. The mean curve of the Pareto optimal solution set of the improved MOEA/D. (a) With the
self-adaptive adjustment strategy added; (b) without adding the self-adaptive adjustment strategy.

As shown in Figure 3, without adding the self-adaptive adjustment strategy, the algo-
rithm reaches the 50’th generation, and due to the insufficient diversity of the population,
the convergence trend of the population’s Pareto optimal solution set gradually becomes
smaller, and it is difficult for the algorithm to continue to optimize. After adding the
self-adaptive adjustment strategy, the evolution of the population does not stagnate, and
the optimization efficiency of the algorithm is improved.
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4.2.3. The Principle of the Two-Sided Mirror to Optimize the Boundary Strategy

In the simulation experiment of MOEA/D, it is often found that the phenomenon of un-
even distribution of the solution is set, and it is easy to aggregate at the edge. This situation
leads to most of the middle area being unexplored. This is because the MOEA/D uses the
result of marginalizing the out-of-bound individuals, as shown in the following formula:

y′ =


d, y < d
u, y > u
y, other

(14)

where y is the newly evolved individual, d is the upper limit of the boundary, and u is the
lower limit of the boundary. In response to this problem, it is optimized and processed
through the two-sided mirror reflection algorithm.

The principle of the two-sided mirror reflection algorithm is to regard the upper bound
and the lower bound as two mirrors. When an individual is about to cross the boundary, it
will be reflected according to the magnitude of the individual’s crossing of the boundary,
which is defined as follows:

y′ =
{

u− w×mod(y− u, u− d), y > u
d + w×mod(d− y, u− d), y < d

(15)

The use of the two-sided mirror reflection algorithm can effectively avoid the aggre-
gation of individual boundaries of the population, but it also brings new problems. Due
to the randomness of the algorithm, the convergence speed will be slowed down at the
later phase. In order to overcome this problem, this paper adds a linear probability to
adjust the use of the algorithm. In the early phase of population iteration, the adjustment
of the algorithm is increased to increase the diversity of the population. In the later phase
of population iteration, the adjustment margin of the algorithm is decreased in order to
increase the convergence speed of the algorithm, which is defined as follows:

w = 1− (gen/Generation)2 (16)

where w is the probability of using the two-sided mirror reflection boundary algorithm, gen
is the current iteration number and Generation is the total iteration number. w increases as
the iteration number increases.

Figure 4 shows the result of running the DTLZ4 [46] test function 200 times. As
shown in Figure 4, the population with the two-sided mirror reflection boundary algorithm
added will have the phenomenon of detaching from the boundary aggregation during the
optimization process.
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4.2.4. AFR Food Nutrition Regulation Strategy

Food nutrition regulation is a high-dimensional multi-objective optimization problem,
and it is difficult to achieve a good result by only relying on the MOEA/D. For this reason,
based on the MOEA/D and aiming at the characteristics of the food nutrition regulation
problem, the strategy of AFR regulation is proposed. When the new individual has evolved
completely, it is necessary to compare the nutritional elements contained in the food
recommended by the individual with the standard nutritional elements consumed daily,
which are counted by the two arrays, P and N, respectively,{

P, (x× A)i > Si

N, (x× A)i < Si i = (1, 2, · · · , 9) (17)

where P is the positive quantity array, N is the negative quantity array, and S is the
intake standard of nine kinds of nutrients. When the nutrients contained in the food are
greater than the standard value, this kind of nutrient is put into the positive quantity
array, indicating that it exceeds the standard. When the nutrients contained in the food
are less than the standard value, this kind of nutrient is put into the negative quantity
value, indicating that it still fails to reach the standard. AFR realizes the optimization of
nutritional balance through the adjustment of different arrays.

The flow chart of AFR regulation is shown in Figure 5.
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In the AFR reconciliation process, we categorize foods by calculating the gap between
their nutrient intake and the standard daily intake, where N is an array of positive quantities
that contain nutrients that are greater than the standard nutrient intake, and P is an array of
negative quantities, which contain nutrients that are less than the standard nutrient intake.
After categorizing the nutrients, the nutrients in the N and P groups with the largest error
from the standard nutrient intake were calculated as shown in Formula (18),

E =
|Ci − Si|

Si
(18)

where C represents the intake of nutrients in the diet, and S is the recommended daily
intake of the nine nutritional elements. After selecting the two nutrients, the foods with the
highest content of the two nutrients were calculated, and the intake of the nutrients was
controlled by adding or subtracting the intake of the foods closest to the standard values.
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4.3. FNR-MOEA/D

The results through improvement show that the first three strategies have improved
the performance of the MOEA/D. On this basis, combined with the strategy of AFR food
nutrition regulation, FNR-MOEA/D is proposed. The FNR-MOEA/D aims to comprehen-
sively utilize the performance advantages of the three improved strategies and conforms to
the unique characteristics of food nutrition optimization.

The FNR-MOEA/D adopts the basic framework of the MOEA/D and adds the muta-
tion probability adjustment and the self-adaptive neighborhood adjustment mechanism
in the evolutionary process. Before the evolutionary process, the selected population in-
dividuals need to adjust the adaptive neighborhood size and mutation probability and
have the probability to self-adjust to select more excellent individuals for the next step of
population evolution. In the evolutionary process, the evolutionary operator randomly
selects individuals within the neighborhood and uses polynomial mutation to generate a
new individual y. By comparing the Tchebycheff value of y with that of nr individuals in
the neighborhood, if the Tchebycheff value of y is better than the value of the individuals in
the neighborhood, then the new individual y will update these neighborhood individuals.
In addition, when conducting individual evolution, the two-sided mirror theory will be
used to deal with the problem of individual cross-border.

The implementation steps of the FNR-MOEA/D are as follows:
Step 1: initialize the population Pop = {x1, x2, · · · , xn} and fitness value FV =

{ f1(x), f2(x), · · · , fn(x)}, initialize the weight vector λ = {λ1, λ2, · · · , λn}, initialize the
size T of individual neighbors according to the size of the population, and initialize the
neighbor B(i) = {b1, b2, · · · , bT} and z = {z1, z2, · · · , zm} of each individual according to
the weight vector. m is the target number, indicating the optimal value of the i′th target in
the contemporary era.

Step 2: the density of the individuals of the current sub-problem is computed by a
self-adaptive adjustment strategy, and the size of the current neighborhood T as well as the
size of the mutation probability dm is adjusted according to the size of the density.

Step 3: the choice of whether the current individual’s neighborhood takes its own
neighborhood or all of the individuals is based on the magnitude of the probability δ, which
is defined as follows:

p =

{
B(i)

{1, 2, · · · , N}
i f rand< δ
otherwise

(19)

Step 4: AO optimization. Optimize the current individual xi.
Step 5: polynomial mutation. Adjust the size of the variation amplitude according to

the variation parameter dm obtained in Step 2, and randomly select two individuals in B(i)
to polynomially mutate with the current individual to produce a new offspring xi

new.
Step 6: in the process of performing polynomial variations, if there is a problem of

data crossing the boundary, the adjustment is made using the two-sided mirror principle.
Step 7: solve to take the fitness value. Solve for the fitness value of the newly generated

offspring f
(

xi
new

)
.

Step 8: optimize new offspring xi
new based on AFR regulation and calculate the fitness

value f
(

xi
new

)
.

Step 9: update the ideal point z. Calculate the fitness f (z) of z, and determine whether
to update.

z =

{
z

xi
new

f (z) < f (xi
new)

f (z) > f (xi
new)

(20)

Step 10: update the neighbors of the current individual. If gte(xi
new

∣∣λ, z
)
< gte(xj

∣∣λ, z
)
,

j ∈ B(i), update the previous nr neighbors.
Step 11: judge whether the algorithm meets the termination conditions. If it meets

the conditions, stop the iteration and output the optimal solution. If it does not meet the
conditions, return to Step 3 and, according to the self-adaptive adjustment strategy, adjust
the neighborhood size T of each individual.
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The framework of FNR-MOEA/D is as follows:

Algorithm 2. (Framework of the FNR-MOEA/D).

Inputs: X- individual initial position, z- reference point, λ- weight vector of MOPs,
B-neighborhood
Outputs: FV- object value of X
for gen = 1 to Generation do

if gen > 1 then
Calculate the distance between each x and the sub-problem, and sort them.
idj ← idj ++ // Record the number of individuals around each subproblem.
// the neighborhood and mutation probability of the X are adjusted adaptively.
T(j)← T(j)± N // Adjusting neighborhood size
Prom(j)← Prom(j)× (1± p) // Adjusting the probability of mutation

end if
for i = 1 to N do // Where N is the number of individuals of the population.

if rand() < δ then
p = B(i) // Obtain the neighborhood of the current individual.

else
p = X // Obtain all individuals of the entire population.

end if
if rand() < ξ then // ξ is a number less than 1

Carry out AO optimization for the current individual: xi ← AO
(
xi) .

end if
Randomly select two individuals xj, xk from P.
xi

new ← xi + CF×
(

xj − xk
)

. // Generation difference individual by using DE.
if rand() < Prom(i) then

Polynomial variation: xi
new ← xi

new + βi .
end if
Optimize the boundary through the two-sided mirror theory: xi

new ← xi
new + γi .

xi
new ← AFR

(
xi

new
)

// AFR regulation strategy.
if f

(
xi

new
)
< f(z) then

z← xi
new

end if
if h < hr then

Update neighborhood: [B(i), FV]← update
(
xi

new, f
(
xi

new
))

.
h ++

end if
end for

end for

5. Experiment
5.1. Experimental Data and Process

The experimental data come from a popular health and fitness tracking application
called MyFitnessPal (MFP), which records the daily diet and exercise status of users and
calculates the daily nutritional intake and the degree of calorie consumption accordingly.
The MFP data set recorded the 1.9 million dietary statuses of 9800 users for 71 thousand
kinds of foods from September 2014 to April 2015.

The data set is divided into two parts, among which the first part is the dietary records
of the users; some of the data are shown in Table 1.

In Table 1, the user_id represents the serial number of the users. The food_ids repre-
sents the serial number of each food. The data represent the dining time of the users. The
meal_sequence represents the meal sequence on a specific date, and meal_sequence = 1
indicates the first meal of each day.
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Table 1. Users’ dietary records.

Meal_Id User_Id Date Meal_Sequence Food_Ids

1 1 23 September 2014 1 17, 3, 20
2 1 24 September 2014 1 9, 3, 13, 7
3 1 25 September 2014 1 16, 9, 3, 22
4 1 26 September 2014 1 9, 3, 13, 7
5 1 27 September 2014 1 3, 7

The second part is the recording of food data, as shown in Table 2. The food_ids
represents the sequential number of each kind of food. The title indicates the name of each
kind of food. Each food name is composed of a triple of words related to food and cooking
and is separated by double underscores. For example, “egg_dairy__dairy_product__milk”
(egg, dairy product, milk) is a remarkable feature of a triple.

Table 2. MFT food record.

Food_Ids Title

1 egg_dairy__dairy_product__milk
2 meat__beef__eye_fillet
3 staple__root_and_tuber__taro
4 dessert__cake__eggies

The experiment is divided into two stages. In the first stage, a CF algorithm based
on user preferences is used to recommend foods that the user may be interested in. The
recommended results are steak, carrot, walnut, rice, chicken, taco, yogurt, and espresso,
which is called Combination 1. In the second stage, the nutritional balance is adjusted
through the FNR-MOEA/D. Since the effectiveness of the CF algorithm in the first stage
has been experimentally verified in ref. [47], the focus of the work in this paper is on the
second stage. In order to verify the performance of the FNR-MOEA/D under different
food combinations, this paper uses the recommended results of ref. [47] (rice, pork, let-
tuce, pear, eggplant, tofu, shrimp, and cucumber, which is called Combination 2) as the
second combination.

The difference between these two food combinations lies in the different degrees of
nutritional balance they contain. The nutritional elements used in the experiment in this
article and the experiment in ref. [47] are exactly the same, which are calories, protein, fat,
carbohydrates, vitamin A, vitamin B, calcium, iron, and vitamin C.

In order to judge the degree of nutritional balance of the two food combinations, we
compare the amount of nutrients consumed by eating 100 g of each food with the daily
standard intake of nutrients. Whichever food combination has a smaller error is judged to
have a more balanced nutritional content.

As shown in Figure 6, according to the comparison result, the average error of the nu-
tritional elements contained in various foods in Combination 1 is lower, and the nutritional
content is more balanced.

According to whether the nutrition contained in the food is balanced, the experiment
is carried out in two situations. The first combination is the one with a relatively balanced
content of food nutrition, that is, Combination 1. The eight foods are steak, carrot, walnut,
rice, chicken, taco, yogurt, and espresso, respectively. The second combination is the one
with an unbalanced content of food nutrition, that is, Combination 2. The eight foods
are rice, pork, lettuce, pear, eggplant, tofu, shrimp, and cucumber, respectively. The
experiment mainly focuses on the optimization of the balance of food nutrition, and the
final recommended standard is the individual with the smallest error and in the Pareto
optimal solution set.
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In order to highlight the advantages of the FNR-MOEA/D, it will be compared with the
MOPSO algorithm, the MOEA/D, the MOABC algorithm, and the RVEA. The superiority
of the tuning results of each algorithm was judged according to the size of the sum of the
errors between the tuned food nutrient intake and the standard daily nutrient intake.

The specific parameter settings of the FNR-MOEA/D are shown in Table 3, where
some of the parameters are set with reference to the paper [48].

Table 3. The parameter settings of FNR-MOEA/D.

Parameter Meaning Value

Generations The Quantity of Generations 150
N The Population Size 120
M The Number of Optimization Objectives 9
T The Neighbor Size 12

CR The Crossover Probability 0.5
ProM The Mutation Probability 1/D

5.2. Experimental Results

(1) The combination of balanced food nutritional content (Combination 1).
The optimization results of the six algorithms under the condition that the eight food

combinations contained relatively balanced nutrients are shown in Figure 7. The results of
FNR-MOEA/D stabilized around the 40′th generation. MOEA/D and RVEA recommended
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similar results, the MOABC algorithm gave the worst results, and FNR-MOEA/D was the
best recommended result among the five algorithms.
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The eight kinds of foods recommended by the FNR-MOEA/D are 24 g of steak, 91 g
of carrot, 77 g of walnut, 30 g of rice, 25 g of chicken, 22 g of taco, 160 g of yogurt, and 334 g
of espresso. The total error of the nine kinds of nutritional contents is about 154%. The
errors of each nutritional content are shown in Table 4 as follows:

Table 4. The results of nutritional allocation (Combination 1).

Nutritional Elements Standard Allocate Deviation Error

Calories (KJ) 6200 7450.4 1250.4 20.16%
Protein (g) 72.3 71.1 −1.2 1.66%

Fat (g) 59.71 60.3 0.59 0.98%
Carbohydrate (g) 368.03 227.7 −140.33 38.13%
Vitamin A (µg) 683.25 684.3 1.05 0.15%
Vitamin B (mg) 1.4 1.4 0 0
Calcium (mg) 755.32 756.5 1.18 0.15%

Iron (mg) 20.24 21.4 1.16 5.73%
Vitamin C (mg) 97.21 11.6 −85.61 88.07%

In Table 4, the error of vitamin C is the largest, which is 88.07%. The reason is that
among the eight foods, only carrots contain a certain amount of vitamin C, and the rest
of the foods only contain trace amounts or no such nutrient element, so it is difficult to
blend. Then, the error of carbohydrate is 38.13%, which is because there is a large amount
of carbohydrates in rice and corn tortillas; however, the consumption amount of the two
foods is relatively small, thus resulting in a relatively large error. The error of calories is
20.16%, because walnuts contain extremely high calories, and excessive intake of walnuts
leads to a relatively large error. The errors of the other six nutrient elements are within 10%,
which belongs to the normal intake range.

In Table 5, the nutritional errors of all the test algorithms in Combination 1 are counted.
Among them, the data marked in bold are the minimum error of each nutritional element,
and the data underlined are the maximum error of each nutritional element. On the whole,
the average error of the recommended results of the FNR-MOEA/D is smaller, and the
errors of various nutrients are more balanced.
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Table 5. Comparison of algorithms (Combination 1).

Nutritional Elements FNR-MOEA/D MOEA/D MOPSO MOABC RVEA NSGA-II

Calories (KJ) 20.16% 17.72% 18.64% 22.61% 20.66% 39.16%
Protein (g) 1.66% 5.14% 12.82% 31.42% 5.12% 26.83%

Fat (g) 0.98% 0.54% 6.53% 17.23% 2.86% 0.70%
Carbohydrate (g) 38.13% 41.03% 43.15% 44.87% 37.27% 78.07%
Vitamin A (µg) 0.15% 0.04% 19.35% 16.55% 1.79% 4.17%
Vitamin B (mg) 0 17.14% 26.19% 92.86% 2.86% 3.57%
Calcium (mg) 0.15% 0.44% 20.16% 9.57% 0.62% 79.65%

Iron (mg) 5.73% 3.71% 24.58% 1.19% 8.73% 2.57%
Vitamin C (mg) 88.07% 88.76% 88.74% 85.64% 88.68% 19.55%
Average error 17.22% 19.39% 28.91% 35.77% 18.73% 27.25%

(2) The combination of unbalanced food nutritional content (Combination 2).
In Figure 8, the superiority of FNR-MOEA/D is obvious compared with the other

five algorithms, while the difference between the results of the MOPSO algorithm and
RVEA is relatively small; NSGA-II has the worst result. From the experimental results,
it can be concluded that FNR-MOEA/D performs better in dealing with the problem of
the nutritional imbalance of food. The eight food items recommended by FNR-MOEA/D
are rice 253 g, pork 13 g, lettuce 399 g, pear 400 g, eggplant 400 g, tofu 105 g, shrimp 36 g,
and cucumber 400 g. The total errors of the nine nutrient contents of FNR-MOEA/D are
about 225%.
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Figure 8. Food nutrition regulation error (Combination 2).

The food nutritional content allocated by the FNR-MOEA/D is shown in Table 6.
From Table 6, the errors of the two nutritional elements, fat and vitamin A, are both

very large, which are 72.03% and 67.99%, respectively. This is because among the eight
foods, only pork and tofu contain relatively more fat, and the fat content of the remaining
foods is very low. Moreover, the content of vitamin A in these eight kinds of foods is very
low, thus resulting in the large errors of these two nutritional elements. The error of the
iron element is 38.83%, because the consumption of rice and tofu with relatively more iron
elements is relatively large. The error of the carbohydrate is 25.66%, because of the low
carbohydrate content of all the food items except rice, thus resulting in a relatively large
error of the carbohydrate. Except for these four nutrients, the errors of the remaining five
nutrients are all around 15%, which is an acceptable range.
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Table 6. The results of nutritional allocation (Combination 2).

Nutritional Elements Standard Allocate Deviation Error

Calories (KJ) 6200 6131.2 −68.8 1.11%
Protein (g) 72.3 73.1 0.8 1.11%

Fat (g) 59.71 16.7 −43.01 72.03%
Carbohydrate (g) 368.03 273.6 −94.43 25.66%
Vitamin A (µg) 683.25 218.7 −464.55 67.99%
Vitamin B (mg) 1.4 1.4 0 0
Calcium (mg) 755.32 753.2 −2.12 0.28%

Iron (mg) 20.24 28.1 7.86 38.83%
Vitamin C (mg) 97.21 80.9 −16.31 16.78%

From Table 7, the parts marked in bold are the minimum values, and the parts un-
derlined are the maximum values. Judging from the nutritional errors of all the tested
algorithms in the second food combination, the average error of the recommended re-
sult of the FNR-MOEA/D is the smallest, and there is no maximum error among all the
nutritional elements.

Table 7. The comparison of algorithms (Combination 2).

Nutritional
Elements FNR-MOEA/D MOEA/D MOPSO MOABC RVEA NSGA-II

Calories (KJ) 1.11% 3.34% 3.78% 36.77% 0.18% 94.74%
Protein (g) 1.11% 6.50% 10.65% 3.18% 7.88% 39.28%

Fat (g) 72.03% 69.85% 18.26% 66.50% 66.50% 85.41%
Carbohydrate (g) 25.66% 31.30% 61.10% 64.70% 29.67% 30.14%
Vitamin A (µg) 67.99% 70.29% 15.90% 70.29% 70.14% 32.05%
Vitamin B (mg) 0 0 46.72% 2.86% 0.71% 1.43%
Calcium (mg) 0.28% 0.31% 12.94% 5.87% 0.31% 13.99%

Iron (mg) 38.83% 38.34% 44.51% 3.75% 48.22% 2.37%
Vitamin C (mg) 16.78% 27.99% 47.22% 42.39% 29.02% 28.80%
Average error 24.86% 27.54% 29.01% 32.92% 28.07% 36.47%

5.3. Experimental Analysis

From the experimental results, when the FNR-MOEA/D is used to balance the food
combinations with relatively balanced nutritional content, the overall error is the lowest,
and the errors of the six nutritional elements are below 10%, which is an acceptable
range. For food combinations with unbalanced nutritional content, the overall error after
optimization is also the lowest. Excluding the four nutritional elements with the highest
errors, the errors of the remaining nutritional elements are about 15%. Experiments show
that in the issue of food nutrition balance regulation, compared with the MOPSO algorithm,
MOABC algorithm, and RVEA, the FNR-MOEA/D performs better.

6. Conclusions

In this study, to better tackle the issue of personalized food recommendations and
meet users’ nutritional needs, we developed a hybrid food recommendation model based
on MOEA/D. The main contributions of the study are as follows: (1) using the Slop
One algorithm can predict the dietary score of users and prevent the cold start problem;
(2) taking the nine nutritional elements in food as the optimization goals to regulate
the intake of each food can finely adjust the matching proportion of each kind of food,
thereby ensuring that the human body can obtain a comprehensive and balanced supply of
nutrition; (3) aiming at the problem of nutritional balance adjustment, this paper makes a
series of improvements to the MOEA/D through three strategies; (4) in combination with
the food recommendation issue, by adding the AFR method to optimize and adjust the
food nutrition, a more accurate dietary nutrition balance has been achieved.
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The experimental results show that the overall error of FNR-MOEA/D is much smaller
compared to other multi-objective algorithms, and the errors for most of the nutrients
remain at around 10%, which is within a normal intake range. From this it can be seen that
the hybrid food recommendation model constructed in this paper is effective in solving the
problem of daily dietary nutritional balance.

In the future, we will address the problem of relatively large errors of certain nutrients
in the case of unbalanced food nutrition, consider the use of targeted nutritional opti-
mization methods, and improve the existing food recommendation model by combining
advanced data analysis techniques, thereby introducing a more accurate nutritional assess-
ment index system and combining the deep learning capability of artificial intelligence.
The implementation of the model in real scenarios may have problems such as low user
acceptance, slow system operation speed, system compatibility, and adding a user feedback
mechanism to the model, which will be added to our future work.
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