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Abstract: Based on the analysis of the problems in material distribution routes, we propose the idea
of integrating the intelligent connected vehicle system with material distribution, and construct an
intelligent connected vehicle material distribution route model based on k-center spatial cellular
clustering and an improved cockroach optimization algorithm. Firstly, we set the research scope
to include the distribution center, the distribution points and the geographical environment. A
cellular spatial model of distribution points is constructed to quantify and visualize the neighborhood
relationship between the distribution centers and distribution points. On this basis, we construct an
intelligent connected vehicle material distribution route model based on the improved cockroach
optimization algorithm, and the optimal material distribution center is determined by searching
for the corresponding optimal distribution route of each distribution center. In the experiment, we
use the concept of symmetry to design routes that start from the initial points. The route passes
through the distribution point, and finally reaches the destination. In this mode, the experiment
generates symmetrically round-trip routes and generates different distribution time schedules. Case
studies and comparative experiments show that the proposed algorithm has a total distance cost
1.2 km lower than the distance cost generated by the Baidu Map method and 2.7 km lower than
the distance cost generated by the 360 Map method. In terms of the total time cost of the proposed
algorithm, it is 0.06 h lower than the time cost generated by the Baidu Map method and 0.135 h lower
than the time cost generated by the 360 Map method. Compared with the commonly used Dijkstra
algorithm and the A* algorithm for route optimization, our proposed algorithm also generates a
lower cost than the two other types of optimization algorithms. In the case study, the distance
generated by the proposed algorithm is 1.8 km lower than that of the Dijkstra algorithm, and the
total time cost is 0.09 h lower than that of the Dijkstra algorithm. The distance generated by the
proposed algorithm is 1.6 km lower than that of the A* algorithm, and the total time cost is 0.08 h
lower than that of the A* algorithm. Meanwhile, the proposed algorithm has a lower time complexity
than the two commonly used optimization algorithms. Therefore, our proposed algorithm can
find the distribution route with the lowest transportation cost. Compared to the commonly used
electronic maps and the optimization algorithms for distribution route planning, our proposed
algorithm can output distribution routes with lower costs under the same distribution sequence, and
reduce the transportation costs for intelligent connected vehicle material distribution systems to the
maximum extent.

Keywords: cellular spatial clustering; improved cockroach optimization; intelligent connected vehicle;
material distribution route
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1. Introduction
1.1. Research Background and Related Work
1.1.1. Research Background

Material distribution is an important component of urban logistics, with the goal of
transporting materials from distribution centers to distribution points within a specified
time. How to safely and punctually deliver materials to distribution points within the spec-
ified time, while minimizing the time and energy costs consumed during transportation,
is an important and hot topic in the field of logistics research in recent years. The factors
considered in the planning of material distribution routes mainly include the following
aspects [1,2]. Firstly, the transportation stations include the distribution centers and distri-
bution points, and the logistics of route planning should be based on the nearest adjacent
stations to ensure the shortest ferrying distance between stations. This requirement stipu-
lates that the sub-intervals formed by the adjacent stations should construct a local spatial
model based on road nodes as basic geospatial conditions, and should plan the optimal
route for the logistics of the vehicles to minimize the local ferrying distance between the
starting and ending points of the vehicles’ routes. Secondly, the principle of proximity
should be considered. The spatial relationship between the distribution points and the
distribution centers must meet the proximity principle, which means that the average
spatial cost between the multiple distribution points and a certain distribution center is
minimized, ensuring that the logistics vehicles can control their travel costs when moving
between stations. Thirdly, the principle of the shortest overall route should be considered.
On the premise of ensuring the shortest route between sub-intervals, the logistics vehicles
depart from the distribution center, pass through multiple sub-intervals to complete the
distribution of goods to all distribution points, and finally return to the distribution cen-
ter, which forms a complete distribution route. The distribution route has the feature of
symmetry, that is, the vehicle starts from the distribution center, passes through multiple
distribution points and unloads goods, and finally returns to the distribution center. During
this process, the distribution vehicle can travel forward or backward, and the costs of the
on and off trips are identical. To minimize the total time and energy consumption of the
distribution routes, the problem should be transformed into searching for an optimal distri-
bution route with the shortest route mileage in each sub-interval, the shortest total route
mileage, and where the vehicles cannot take the return routes. According to the problem
analysis, the material distribution vehicles minimize their time and energy consumption
while transporting materials, and the whole process is an effective way to improve the
distribution efficiency logistics, reduce cost expenses, and save energy from the perspective
of geospatial modeling [3,4].

The Internet of Vehicles (IoV) is a specific application of the Internet of Things (IoT) in
transportation. It establishes a comprehensive vehicle management information system
based on the local regions, cities, and provinces, and incorporates vehicles into the IoT
system to achieve the supervision and tracking of vehicle operations. Under the architecture
of the IoV, the intelligent, connected vehicle with a V2X (Vehicle-to-Everything) concept
further upgrades the traditional concept of the IoV. It proposes to intelligentize the vehicles
and to actively perceive the surrounding environment to make decisions that align with
driving objectives. Technologies closely relating to the IoV include Global Positioning
Systems (GPSs), Geographic Information Systems (GISs), big data technology, artificial
intelligence technology, etc., which are the specific applications of the IoV that integrate
multiple technologies. In logistics research, integrating intelligent, connected vehicle
technology into the material distribution system can make material distribution vehicles
more intelligent and the decision-making of the onboard system more accurate. The
algorithm-controlled system searches for the optimal route, thereby achieving the lowest
energy consumption for the intelligent distribution vehicles and maximizing the efficiency
of material distribution [5,6].
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1.1.2. Related Work

Danchuk et al. [7] conducted a simulation study on the transportation and distribution
routes of large quantities of variable loading goods, with dynamic real-time path updates.
They could obtain real-time transportation data under the dynamic changes of the loaded
goods, and could update and optimize the distribution routes in real time. This method
considers the non-stationary state in road network distribution problems, which can better
adapt to loading changes and effectively plan distribution routes. Da et al. [8] designed a
logistics-planning system based on the Baidu Map development package. It had functions
for path-planning and position-tracking. Ma et al. [9] aimed to save energy and reduce
carbon emissions by calculating the cost of carbon emissions in cold chain distribution. By
studying the immediate needs of customers, an optimization algorithm was constructed
to optimize distribution routes. The experiment showed that the proposed model and
the designed algorithm had practicality in meeting the sustainable development of cold
chain logistics and could optimize distribution routes effectively. Ni et al. [10] established a
city agricultural product distribution model with the goal of low-carbon environmental
protection. By comprehensively considering the factors that affect carbon emissions during
vehicle distribution, an estimation model for the fuel consumption and carbon emissions
of distribution vehicles was analyzed and proposed. At the same time, a mathematical
model for optimizing the cold chain distribution path of urban agricultural products
from a low-carbon perspective was established. Finally, the feasibility of the model was
verified through experiments. Chen et al. [11] evaluated and predicted the risk of traffic
congestion, with the goal of reducing the distribution time. Based on the prediction of traffic
risk factors, an optimal decision function for cold chain logistics routes was constructed,
which optimized the decision-making of cold chain logistics for fresh products, improved
decision accuracy, and reduced the transportation time. Chen et al. [12] proposed the
logistics vehicle-routing problem from a low-carbon perspective, considering multiple
factors to determine the route scheme logistics for vehicles going from distribution centers
to warehouses. The constructed model could greatly reduce the cost of enterprises and
provide decision support for cold chain logistics in green and sustainable development.
Xu et al. [13] studied the multimodal transportation problem of logistics routes, with
the goal of optimizing the logistics routes on highways. By constructing a model, they
searched for the multimodal transportation routes with the lowest costs, and provided
decision support and route optimization solutions for multimodal transportation through
two sets of experiments. Lin et al. [14] constructed logistics vehicle routes that met practical
conditions while considering multiple factors, and verified the feasibility of the model
through simulation cases. The experimental results indicated that the route optimization
strategy considering road slope reduced vehicle route costs, indicating the correctness of
considering vehicle load and road slope factors in transportation logistics. Zhu et al. [15]
constructed an emergency logistics route selection model based on cumulative prospect
theory, integrating path attributes and decision-makers’ risk attitudes into the decision-
making model. The model also analyzed the decision-making behavior of the decision-
makers. The research validated the model through case calculations and a comparative
analysis. The results indicated that the decision model could select emergency logistics
routes with high efficiency and reliability under different complex interference conditions.
Nie et al. [16] studied the distribution mode of urban rail logistics and the optimization
problem of node location. A one-way urban rail distribution model based on the concept
of “irrigation” was proposed. Through case analysis, it was concluded that when a city
adopted a multiline distribution model, this model could significantly improve the overall
system coverage capacity and reduce the system waste caused by demand uncertainty.
Wang et al. [17] considered multiple optional transportation methods and constructed a
new two-level vehicle-routing method that combined short-distance and long-distance
transportation, so that the last mile of transportation can be completed with low-footprint
vehicles. The problem solved regards meeting the needs of users for different products
at different times and locations, and effectively controlling the transportation costs of
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merchants. Reusken et al. [18] constructed a model with the goal of determining the
minimum number of vehicles needed, planning cost-effective routes for those vehicles,
then assigning each customer to an area and planning a path for each area. This model
takes into account random demands, services, and waiting times. Zhao et al. [19] studied
the vehicle routing problem in last mile delivery by considering customer preferences, and
constructed a vehicle routing problem model that considers customer preferences, and
designed an adaptive large neighborhood search (ALNS) algorithm with virtual delivery
points to solve this problem. Polimeni et al. [20] combined road network design problems
with vehicle routing problems, with the goal of minimizing the congestion of passengers
and freight vehicles and their impacts on the network. In the testing system, the joint
program achieved good results in reducing costs. Table 1 shows a summary of the methods
of the related studies on solving existing problems.

Table 1. A summary of the methods of the related studies on solving existing problems.

Reference Authors Problem-Solving Methods

[7] Danchuk. V.; Comi. A.; Weiß. C.; Svatko, V.
The study simulation obtains real-time transportation data under the dynamic
changes of the loaded goods, and updates and optimizes distribution routes
in real time.

[8] Da. Z.; Yang. W.; Ran. P.; Qian. X.; et al. The study utilizes the Baidu Map development package for a logistics
planning system design.

[9] Ma. Z.; Zhang, J.; Wang. H.; Gao. S. The proposed model studies the real-time needs of customers and constructs
optimization algorithms to optimize delivery routes.

[10] Ni. C.; Dohn. K.

The study analyzes and proposes an estimation model for the fuel
consumption and carbon emissions of distribution vehicles, and establishes a
mathematical model for optimizing the cold chain distribution path of urban
agricultural products from a low-carbon perspective.

[11] Chen, L.; Shen, Z. The study constructs an optimal decision function for a cold chain logistics
path based on the prediction of traffic risk factors.

[12] Chen. J.; Liao. W.; Yu. C.
The study proposes the problem of logistics vehicle routing from a low-carbon
perspective, considering multiple factors to determine the logistics route plan
for vehicles from distribution centers to warehouses.

[13] Xu. W.; Rong. M.
The study searches for multimodal transportation routes with the lowest costs
and provides decision support and route optimization solutions for
multimodal transportation through two sets of experiments.

[14] Lin. D.; Xue. W.; Yan. W.; Rui. L.; et al. The study constructs logistics vehicle routes that meet actual conditions while
considering multiple factors.

[15] Zhu. C.; Zhang. Z.; Wang. Q.
The study constructs an emergency logistics route selection model based on
cumulative prospect theory, integrating path attributes and decision-makers’
risk attitudes into the decision-making model.

[16] Nie. W.; Chu. L.; Xiang. N.; Liu. Y. The study proposes a one-way urban rail delivery model based on the concept
of “irrigation”.

[17] Wang. S.; Zhu. X.; Shang. P.; Lin. X.; Yang. L.;
Tavasszy. L.

The study considers multiple optional transportation methods and constructs
a new two-level vehicle-routing method that combines short-distance and
long-distance transportation.

[18] Reusken. M.; Laporte. G.; Rohmer. S.;
Cruijssen. F.

The study determines the minimum number of vehicles needed and plans
cost-effective routes for these vehicles, then assigns each customer to an area
and plans a path for each area.

[19] Zhao. S.; Li. P.; Li. Q.
The study constructs a vehicle routing problem model considering customer
preferences and designs an adaptive large neighborhood search (ALNS)
algorithm with virtual delivery points.

[20] Polimeni. A.; Vitetta. A.
The study combines road network design problems with vehicle routing
problems, with the goal of minimizing the congestion and impacts on the
network for passengers and freight vehicles to the greatest extent possible.
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1.2. The Analysis on Existing Problems
1.2.1. Problems with the Integration of the IoV and Logistics Systems

At present, there is a lack of research on the integration of the intelligent vehicle
networking system and intelligent connected vehicle V2X technology with the logistics
distribution system. There is a lack of relevant integration technology and research on the
combination of GPS, GIS, big data, and artificial intelligence technology. There is also no
research on developing intelligent decision-making systems based on intelligent connected
vehicle technology and achieving precise route-searching [21–24]. The main problems are
as follows.

(1) The optimization problem of the logistics distribution system should be fundamen-
tally analyzed as a computer optimization problem based on the geospatial constraints,
which are the preconditions. At present, there is an insufficient amount of research on
the spatial relationship between the distribution centers and the distribution points in the
logistics distribution system, as well as their relationship to urban geospatial constraints,
such as urban roads, road nodes, spatial accessibility, etc. The current research focuses
on computer algorithm optimization and lacks geographical constraints. As a result, the
selection of distribution centers and the planning of distribution routes do not have a high
degree of integration with the urban geographical space, while the spatial relationships
between stations are not considered. The ultimately planned logistics routes are simulation
results, with low integration degrees in the real-world environment.

(2) Urban spatial constraints, such as urban roads, road nodes, and spatial accessibil-
ity, have complex geographic data structures. When determining the spatial relationship
between stations, the road structure, spatial distance, accessibility, etc., all affect the spa-
tial relationship, thereby influencing the costs of sub-intervals. At present, the logistics
distribution system lacks in-depth research on the micro-sub-intervals between stations,
which are the basic units that constitute distribution route logistics and can affect the final
route cost. The path within the micro-sub-interval also has the feature of symmetry, and
the shortest route costs for a distribution vehicle to travel in the on and off trips between
the two endpoints of the sub-interval are identical.

(3) From the perspective of the geographical constraints and mathematical logic, the
distribution route is composed of multiple micro-sub-intervals iteratively. Therefore, the
optimization algorithm for generating distribution routes in different sub-intervals is the
key to generating a global optimal distribution route. Presently, there are many methods
for generating optimal routes in logistics distribution systems, but research on constructing
a distribution route algorithm based on micro-sub-interval modeling is still nonexistent.
The distribution route interval composed of multiple sub-intervals also has the feature of
symmetry. When the distribution center and multiple sub-intervals are determined, the
total costs of vehicle travel in the on and the off trips in the distribution route are identical.

1.2.2. Problems in Related Studies

Based on the analysis of the existing logistics distribution route models, combined with
the research background and the current status of logistics routes, and in accordance with
the feature of symmetry of the routes in the distribution sub-interval and the distribution
interval, we have drawn the following issues and conclusions. Firstly, the research on
logistics routes lacks deep integration with intelligent vehicle networking systems and
intelligent connected vehicle technology, and there is no research on the optimization of
distribution routes from the perspective of the intelligent decision-making of logistics
vehicles and intelligent route-searching. Secondly, there is lack of deep integration with
the geospatial constraints in distribution modes and route-planning, neglecting the spatial
relationship between distribution centers and distribution points, and failing to consider the
impact of geographical constraints such as urban roads, urban nodes, spatial accessibility,
and spatial distance on distribution routes. Therefore, the designed verification experiments
mainly rely on computer simulation to theoretically verify the feasibility of the constructed
algorithm, ignoring the real-world geospatial environments and the real logistics scenarios.
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Thirdly, there is an insufficient amount of research on the relationship between the micro-
sub-intervals of distribution routes and the overall distribution routes, and there is no
quantitative research on constructing distribution route algorithms based on the micro-sub-
intervals, while the micro-sub-intervals that constitute the distribution routes are the key to
determining route costs.

Based on this analysis, we obtain the problem-sorting diagram. Figure 1 shows the
existing problems in the current research on material distribution.

Symmetry 2024, 16, 749 6 of 46 
 

 

1.2.2. Problems in Related Studies 
Based on the analysis of the existing logistics distribution route models, combined 

with the research background and the current status of logistics routes, and in accordance 
with the feature of symmetry of the routes in the distribution sub-interval and the distri-
bution interval, we have drawn the following issues and conclusions. Firstly, the research 
on logistics routes lacks deep integration with intelligent vehicle networking systems and 
intelligent connected vehicle technology, and there is no research on the optimization of 
distribution routes from the perspective of the intelligent decision-making of logistics ve-
hicles and intelligent route-searching. Secondly, there is lack of deep integration with the 
geospatial constraints in distribution modes and route-planning, neglecting the spatial re-
lationship between distribution centers and distribution points, and failing to consider the 
impact of geographical constraints such as urban roads, urban nodes, spatial accessibility, 
and spatial distance on distribution routes. Therefore, the designed verification experi-
ments mainly rely on computer simulation to theoretically verify the feasibility of the con-
structed algorithm, ignoring the real-world geospatial environments and the real logistics 
scenarios. Thirdly, there is an insufficient amount of research on the relationship between 
the micro-sub-intervals of distribution routes and the overall distribution routes, and 
there is no quantitative research on constructing distribution route algorithms based on 
the micro-sub-intervals, while the micro-sub-intervals that constitute the distribution 
routes are the key to determining route costs. 

Based on this analysis, we obtain the problem-sorting diagram. Figure 1 shows the 
existing problems in the current research on material distribution. 

 
Figure 1. The existing problems in the current research on material distribution. 

1.2.3. Solutions for the Existing Problems 
In response to the research background and the existing problems in related studies, 

we develop a material distribution method to solve these problems from the following 
aspects. 

(1) We integrate a clustering algorithm with an intelligent algorithm and intelligent 
decision-making for connected vehicles, and propose an innovative research method. 

(2) We construct distribution point clusters using the spatial cellular clustering algo-
rithm, we establish the spatial neighborhood relationship between distribution centers 

Figure 1. The existing problems in the current research on material distribution.

1.2.3. Solutions for the Existing Problems

In response to the research background and the existing problems in related studies,
we develop a material distribution method to solve these problems from the following
aspects.

(1) We integrate a clustering algorithm with an intelligent algorithm and intelligent
decision-making for connected vehicles, and propose an innovative research method.

(2) We construct distribution point clusters using the spatial cellular clustering algo-
rithm, we establish the spatial neighborhood relationship between distribution centers and
distribution points, and we determine the optimal distribution center based on the shortest
distribution route, which can effectively control distribution costs.

(3) We establish a two-level geospatial modeling environment for distribution intervals
and distribution sub-intervals, and we search for the global optimal distribution route
within each level’s interval, then we search for and achieve the outputting of the optimal
distribution route under the urban geospatial constraints. Considering the feature of
symmetry for the distribution sub-interval and the distribution route interval, we describe
the distribution route in the form of a distribution schedule.

1.3. Research Motivation and Paper Structure
1.3.1. Research Motivation

Based on the analysis of the research background and existing problems, our research
motivation and goal is to solve the spatial optimization and route optimization problems
of material distribution. The primary motivation and goal is to obtain the spatial cluster-
ing relationship between distribution centers and distribution points, obtain the nearest
distribution center for each distribution point, and to obtain the optimal spatial layout of
distribution centers and distribution points from the perspective of data mining, providing
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preconditions for constructing the distribution route algorithm. The second motivation
and goal is to construct the optimal route within the sub-interval of the distribution route,
which solves the searching problem of the optimal distribution route between the adja-
cent distribution points, obtains the cost weights of the sub-intervals, and provides the
precondition for constructing the distribution route algorithm. The third motivation and
goal is to obtain distribution center matching and optimal distribution routes. Based on the
geographical locations of the target distribution points and the sub-interval route costs, we
construct the optimal distribution route starting from different distribution centers, obtain
the distribution center match with the lowest route cost, and output the optimal distribution
route. Through the analysis, it can be concluded that the three research motivations have a
rigorous logical relationship.

1.3.2. Paper Structure

Based on the research background of distribution routes logistics, and analyzing the
existing problems in logistics route research, we construct an intelligent connected vehicle
material distribution route model based on spatial cellular clustering and the improved
cockroach optimization algorithm. Firstly, by integrating intelligent connected vehicle
technology, a decision system for the intelligent connected vehicles used for the logistics
distribution is constructed, which includes the “distribution point clustering algorithm
based on k-center spatial cellular model” (Module 1) and the “distribution route algorithm
based on the improved cockroach optimization algorithm” (Module 2). Module 2 includes
two sub-modules: a “station sub-interval route algorithm based on the cockroach optimiza-
tion algorithm” and a “distribution route algorithm based on the cockroach optimization
algorithm”. The goal of Module 1 is to construct a spatial relationship between the distribu-
tion centers and the distribution points, then cluster the distribution stations based on the
spatial accessibility model, and achieve the optimal spatial allocation of the distribution
points in the neighborhoods of the distribution centers. The goal of Module 2 is to construct
the optimal route between the distribution centers and the distribution points, in which the
station sub-interval is the micro-interval for the operation of intelligent distribution vehicles,
which has a decisive role in the overall distribution route. The optimal route model within
the sub-interval is based on the geospatial constraints within the micro-interval. The overall
route of an intelligent distribution vehicle consists of the multiple sub-intervals of the route,
and the optimal route model within the whole route is based on the geospatial constraints
of the entire city. According to the modeling concept, the overall research architecture is
as follows, and the constructed intelligent connected vehicle distribution route model is
shown in Figure 2.
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(1) The introduction section analyzes the research background, the current status, and
the existing problems of intelligent connected vehicle material distribution routes. It also
analyzes the representative studies conducted by relevant scholars, then proposes our
modeling idea, and discusses the research’s architecture.

(2) The distribution point clustering algorithm based on the k-center point spatial
cellular model is constructed. The clustering algorithm constructs the neighborhood
relationship between the distribution centers and distribution points, providing a spatial
data basis for constructing distribution route algorithms.

We determine this method for the following reasons:
1⃝ The problem of material distribution involves various geographic information fac-

tors such as distribution centers, distribution points, urban roads, spatial distances, etc., and
is a complex problem under the constraints of the urban geographic space. Therefore, we
choose a cellular model suitable for spatial clustering to construct the clustering algorithm.
A cellular unit is a grid dynamics model with a discrete time, space, and state. It has the
ability to simulate the spatiotemporal evolution process of complex systems. The expansion
and evolution characteristics of cellular units are suitable for constructing a relationship
model for dots with spatial attributes. The constructed model involves spatial attributes
and spatial relationships, thus, traditional clustering algorithms cannot be used to construct
the attributed intimacy relationship. Thus, a cellular clustering method that can establish
spatial intimacy is needed.

2⃝ Constructing a cellular space with k number of central points conforms to the reality
in which the distribution centers in the city serve as the starting points for material reserves
and distributions. Clustering algorithms can be used to determine the spatial relationship
between distribution centers and distribution points within a neighborhood, providing the
precondition for determining and matching an optimal distribution center.

(3) A distribution route algorithm based on the improved cockroach optimization
algorithm is constructed, which includes two parts: the station sub-interval route algorithm
based on the cockroach optimization algorithm and the distribution route algorithm based
on the cockroach optimization algorithm. The route-searching algorithm is used to output
the distribution route for each distribution center, in order to determine the optimal distri-
bution center. The process of constructing the route optimization algorithm fully integrates
the feature of symmetry in the distribution route problem. We determine this method for
the following reasons:

1⃝ After determining the spatial clustering relationship between the distribution center
and the distribution points, it is necessary to find out the optimal distribution center for the
target distribution points, and the selection of the optimal distribution center must be based
on the optimal distribution route cost. Therefore, we construct an improved cockroach
optimization algorithm to search for the global optimal route within the distribution sub-
intervals and the distribution interval, using the distribution center with the optimal route
cost as the solution.

2⃝ The cockroach optimization algorithm is a high-performance bionic algorithm
with a simple modeling process, strong global optimization ability, fast computational
speed, and proper algorithm parameters, making it particularly suitable for route-searching
problems with cross loops. Compared to other bionic algorithms, the advantage of the
cockroach optimization algorithm lies in:

(I) The cockroach optimization algorithm uses a 2-opt mode to obtain step size when
generating new individuals. Each time a 2-opt operation is performed, a new cockroach
individual is generated. Our designed improved cockroach optimization algorithm has
an innovative definition, which defines a cockroach individual as a sub-interval path or a
distribution route, while the two points participating in the 2-opt operation are defined by
road nodes or distribution points. Therefore, different pathways allow for crossing or “back
and forth” states. In real-world logistics distribution problems, vehicles may encounter
situations such as transportation route intersections, round-trip routes, and overlapping
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routes. Compared with other bionic algorithms, the cockroach optimization algorithm is
more suitable for this mode.

(II) The cockroach optimization algorithm is suitable for small-scale dataset opera-
tions, with a fast computation speed and low time complexity. We make improvements
to the traditional cockroach optimization algorithm. First, the 2-opt method is used to
continuously generate new cockroach individuals. Second, the individual cost comparison
method is used to output the current optimal individual. Third, all cockroaches continue to
search for more optimal individuals and they complete the substitution when they crawl
towards the optimal individuals. The above three processes are all linear processes with
fast convergence speeds. In addition, we perform dimensionality reduction in the search
for distribution routes, then the algorithm is divided into two levels: sub-interval searching
and distribution interval searching. First, we search for the optimal cockroach individual
in the sub-interval to obtain the optimal path in each sub-interval. Then, we search for the
optimal cockroach individual in the distribution interval to ultimately obtain the optimal
distribution route. In this aspect, it can be seen that the constructed improved cockroach
optimization algorithm, through dimensionality reduction and linear processing, does
not have internal loop iteration and can effectively reduce the complexity of the compu-
tation time. Other bionic algorithms typically require multiple iterations and have high
time complexity.

(III) Other heuristic searching algorithms that can be used for route optimization
include the fruit fly optimization algorithm, the particle swarm optimization algorithm,
the ant colony optimization algorithm, the simulated annealing algorithm, etc. Each
heuristic searching algorithm has its own characteristics. From the perspective of algorithm
basic principles, the principles of other heuristic searching algorithms are more complex
than that of the cockroach optimization algorithm, and they do not have the 2-opt step
replacement searching mode for individuals that the cockroach optimization algorithm has.
Compared to the cockroach optimization algorithm, the other heuristic searching algorithms
are not that suitable for the material distribution route in the scenario proposed by our
research work.

(4) Case experiments are designed to verify the algorithm for constructing intelligent
connected vehicle material distribution routes. Experimental results show that our pro-
posed algorithm can output routes with the lowest transportation costs, and compared to
the commonly used electronic maps and optimization algorithms for distribution route
planning, our proposed route algorithm has more advantages than the control group,
resulting in lower route costs.

1.4. The Superiority and Contribution of the Proposed Work
1.4.1. The Superiority of the Proposed Work

Compared to the existing methods, our proposed material distribution route algorithm
has advantages in its strategy and modeling process, which are mainly reflected in the
following aspects.

(1) Multiple distribution centers distributed in cities all have the function of reserving
and distributing materials. Under the same functional conditions, selecting the distribution
center with the best spatial neighborhood relationship with the distribution points can
obtain the optimal matched distribution center and effectively control transportation costs.
At present, most of the existing studies on material distribution routes do not consider
the precondition of matching distribution centers, and do not search for the optimal
distribution route from the perspective of urban geospatial conditions and distribution
point neighborhood relationships. The method we have constructed has advantages in
this issue, in which we use the clustering algorithm to determine the spatial relationship
between distribution centers and distribution points, and use the optimization algorithm
to determine the matched optimal distribution center. It can obtain the optimal distribution
center and distribution route in the entire urban geographic space.
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(2) In real-world logistics businesses, commercial electronic maps are usually used for
navigation and route planning. Commercial electronic maps have drawbacks in planning
distribution routes, as they are usually based on convenient driving and ferrying. The
planned routes connect the city’s primary roads and major road nodes, which might
overlook accessible secondary roads and nodes. Therefore, the distribution routes obtained
by commercial map planning may not be the global optimal solution. Our proposed
method can effectively solve this problem by dividing the distribution route into multiple
sub-intervals and constructing a global optimal algorithm within each sub-interval. The
subinterval contains all roads and nodes, and the searched route is the global optimal route.

(3) The method we constructed is an improvement on the cockroach optimization
algorithm. Compared to other bionic searching algorithms, the cockroach optimization
algorithm is more suitable for route searches which randomly select nodes or have inter-
secting paths. In the basic principle of the cockroach optimization algorithm, the defined
step size algorithm when cockroaches crawl towards the optimal individual is a typical
2-opt pattern, which randomly exchanges two nodes in the modeling space and generates
a new cockroach individual through the 2-opt step, corresponding to a new feasible path or
route. By searching for all the feasible cockroach individuals within the modeling area, the
global optimal solution is ultimately obtained.

(4) In addition to bionic searching algorithms, representative route-searching algo-
rithms include the Dijkstra and A* algorithms. These two algorithms are also commonly
used as map-searching algorithms for commercial applications, but they have certain draw-
backs. Dijkstra is a local, greedy searching algorithm that only considers the current optimal
point and ignores the global optimal solution. Therefore, it might not be able to find the
global optimal solution and has a high time complexity. The A* algorithm is a heuristic
searching algorithm that integrates an evaluation function. When there are too many nodes,
the searching process is very cumbersome, with high time complexity. Moreover, when the
evaluation function is inaccurate or improper, it might not find the optimal solution. In
contrast, the method we constructed can search for the global optimal solution with low
time complexity.

(5) In actual logistics business, large-scale logistics distribution problems are often
involved. For example, when a large number of distribution points encounter an emergency
situation, or when there is a centralized shortage of materials, or when all distribution points
in the city need materials, it is necessary to mobilize all distribution centers in the city for
material distribution. At present, the existing research methods lack optimization-matching
methods for distribution centers, making it difficult to match the optimal distribution center
for different distribution points during large-scale logistics distribution, and to quickly
search for the optimal distribution route from different distribution centers. The method
we have constructed can effectively solve this problem by using a clustering algorithm to
obtain neighborhood relationships between distribution points and distribution centers. By
quickly searching for routes to match the optimal distribution center for the distribution
points, it can obtain a centralized large-scale distribution with multiple distribution centers
and optimal routes, and it can achieve the material distribution for multiple distribution
points in the shortest time and at the lowest cost.

(6) Compared to other methods which only consider one-way vehicle travel forming
a one-way route, our constructed algorithm fully integrates the feature of symmetry in
distribution routes, and vehicles generate the same route cost for on and off trips within
sub-intervals and distribution intervals.

1.4.2. The Contribution of the Proposed Work

The main contributions of our proposed method are as follows.
(1) We develop an innovative research method and application system that deeply

integrates a logistics system with vehicle networking technology, which enhances the
intelligence level of logistics distribution systems. We develop a new clustering algorithm,
a distribution center-matching algorithm, and a distribution route-searching algorithm, all
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of which are innovative algorithms in logistics distribution. They provide new methods
for academic research in the field of logistics, as well as an executable modeling process
reference for the development of new logistics and distribution systems.

(2) Establishing distribution point clusters based on the spatial cellular unit can ef-
fectively build the spatial neighborhood relationship between distribution centers and
distribution points, and control transportation costs. By searching for the shortest distribu-
tion route for each distribution center and combining this with spatial cellular clustering
results, we construct a distribution center algorithm that can determine the optimal distri-
bution center for distribution points and provide a new method for logistics distribution.

(3) The constructed improved cockroach optimization algorithm is an innovative
method built by combining geospatial constraints, practical logistics, and distribution
problems. We divide the distribution route into multiple sub-intervals, and use the sub-
interval micro-geospatial environment as the modeling condition to construct a global
optimal route algorithm within the sub-interval. Then, we use the distribution interval
composed of distribution points as the geospatial environment to construct the global
optimal route. This mode is more accurate than commercial map-searching algorithms
and can obtain the global optimal route. Meanwhile, compared to the traditional route-
searching algorithms of Dijkstra and A*, it has lower time complexity.

2. The Distribution Point Clustering Algorithm Based on the k-Center Spatial
Cellular Model

The goal of constructing an intelligent connected vehicle material distribution route
algorithm is to optimize the sub-interval route between stations, ultimately making the
overall distribution route optimal, minimizing energy consumption and saving on op-
erating costs. Therefore, the precondition for establishing an optimal distribution route
algorithm is to construct a spatial relationship model between the distribution centers and
the distribution points, so as to optimize the spatial positions of the distribution points
and the distribution centers on the route. In this section, we construct a distribution
point clustering algorithm based on the k-center spatial cellular model, it introduces the
spatial cellular model and the spatial accessibility model, and we perform neighborhood
distribution center clustering on the distribution points in the city [25–28].

2.1. Distribution Point Cellular Space Model Based on the Neighborhood Topology Algorithm

The precondition for the spatial clustering of the distribution points is to construct a
cellular space based on the geospatial constraints, in order to establish the micro-spatial
relationship between the distribution points and the neighboring road nodes. The cellular
unit composed of the distribution points and the neighboring road nodes has a road
adjacency relationship, that is, the cellular unit generated by road nodes is connected to the
neighboring cellular unit through a common side road. The cellular space is formed by the
topology of all the distribution points in the urban space. The cellular space is a geospatial
structure model for constructing the spatial clustering algorithm for distribution points.

Definition 1. The distribution point spatial cellular unit is D(i) and the cellular unit control
point is n(i,j). The distribution points in the urban geographic space have spatial attributes such as
longitude and latitude, spatial distance, and an adjacency relationship. The closed convex polygonal
space formed by the distribution point and the nearest road nodes in the neighboring micro-space is
defined as the distribution point spatial cellular unit D(i), in which the distribution point D(i) is the
core of the unit. All neighboring nodes that make up a cellular unit D(i) are defined as the cellular
unit control point n(i,j), in which i represents the unit number and j represents the No. j control
point of the unit. According to the definition, the cellular unit D(i) and its control point n(i,j) satisfy
the following conditions:

(1) The number m of the control points n(i,j) meets m > 2, m ∈ N;
(2) The distribution point D(i) does not intersect with any edge lD(i)

;
(3) There is only one distribution point core within the cellular unit;
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(4) The distribution point D(i) sends a ray l in any outward direction, and the number of
intersection points formed by ray l and the cellular unit boundary lD(i)

must be an odd number;
(5) The area SD(i)

of the cellular unit region composed of control points n(i,j) is the minimum
value minSD(i)

.
Any spatial cellular units that satisfy D(i) and D(j) meet the following conditions:
(1) The cellular unit number meets i ̸= j;
(2) Cellular regions SD(i)

and SD(j)
meet SD(i)

∩ SD(j)
= ∅;

(3) Any edge lD(i)
of a cellular unit D(i) and the other edge lD(j)

of a cellular unit D(j) sat-
isfy lD(i)

∩ lD(j)
= ∅, if they are not in an adjacency relationship.

Definition 2. The cellular unit searching azimuth is θ(i,j) and the azimuth increasing arc is ∆θ.
Starting from the due north direction of the distribution point D(i), rotate the searching radius
clockwise at a uniform angular velocity around the cellular unit. Stop the search when the nearest
road node is found. If it is determined that the road node is a cellular unit control point n(i,j), record
the angle between the searching radius and the due-north direction. This angle is defined as the
cellular unit searching azimuth θ(i,j), and the uniform angular velocity is defined as the azimuth
increasing arc ∆θ.

Definition 3. The distribution point cellular space is D. The n number of distribution points in
the urban geographic space are used to generate an n number of cellular units with the dispersed
relationship or the shared edge lD(i,j)

, and the cellular units D(∅) without shared edges are expanded
and formed, which generate the adjacency relationship of all the cellular units. Ultimately, the entire
urban geographic space is transformed into the cellular space D from the n + ∆n number of cellular
units that include all distribution points D(i), main roads, and cellular unit control points n(i,j).
According to the definition, the cellular space D satisfies the following conditions:

(1) Any cellular unit ∀D(i) must be adjacent to another unit D(j) or D(∅), i ̸= j;
(2) Any cellular unit control point n(i,j) must belong to at least two cell edges lD(i)

simultane-
ously;

(3) In space D, there are n number of cellular units D(i) containing distribution points
and ∆n number of empty cellular units D(∅);

(4) There is no discrete cellular unit D(i).

According to the relevant definitions of the cellular space, we construct a distribution
point cellular space model based on the neighborhood topology algorithm (Algorithm 1).
The control parameters of the model are determined as follows:

• There are an n number of distribution points D(i), consisting of distribution points in
the urban domain and located at the cellular center.

• There are a p number of control road nodes node, which is determined by searching for
road nodes around the distribution point, and they are the basic control points that
make up the cellular unit.

• The azimuth increasing arc ∆θ is a fixed angular velocity specified for searching
control points.

• The cellular topological edge lD(i)
is a line segment that connects control points in a

clockwise motion. It is the finite boundary that constitutes the cellular topology.

The algorithm process is as follows, and Figure 3 shows the modeling process:
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Algorithm 1: The distribution point cellular space model based on the neighborhood topology algorithm

Step 1: Identify an n number of distribution points and a p number of control road nodes node in the urban
geographic space. The distribution point D(i) has the geospatial coordinates x · D(i) and y · D(i). Road nodes
node have the coordinates x · node and y · node.
Step 2: Select distribution point D(1). Randomly and uniformly select a p(1) number of the road nodes node
within buffer zone D(i), construct a two-dimensional coordinate system xoy with distribution point D(1) as the
origin, and encode all nodes node of the node set in the order of x values from small to large while encoding y
values from large to small. The encoding steps are as follows:
(1) Construct a node matrix Node with the row rank satisfying rankro =

⌊
p(1)1/2

⌋
+ 1 and the column rank

satisfying rankco =
⌊

p(1)1/2
⌋
+ 1;

(2) The encoding of the node node is N(ro , co), in which ro represents the row number and co represents the
column number. Take the node node with the largest y value and the lowest x value, it is encoded as N(1,1) and
stored in the matrix Node element N(1,1); Set the counter for row and column as ro = ro + 1, co = co + 1, with
an initial value of ro = co = 1.
(3) Keep ro = 1, searching for the second node node in the direction of the increasing node values, denoted as
N(1,2), and count co = co + 1. Continue to search for the maximum value co = maxco and determine:

1⃝ If co ≤
⌊

p(1)1/2
⌋
+ 1, the storage and encoding for the first row of the matrix Node are completed; jump to

Step (4);
2⃝ If co >

⌊
p(1)1/2

⌋
+ 1, the first row of the matrix Node is stored. For the remaining co − (

⌊
p(1)1/2

⌋
+ 1)

number of nodes, jump to the execution in condition 3⃝ of Step (4).
(4) Note ro = ro + 1, keep ro = 2, co = co + 1. Take the node node with the smallest x value in the row, encode
it as N(2,1), and store it in the matrix Node element N(2,1). Search for the second node node in the direction of
increasing x values, denoted as N(2,2), and count co = co + 1. Continue to search for the maximum value
co = maxco and determine:
1⃝ If co ≤

⌊
p(1)1/2

⌋
+ 1, the storage and encoding for the second row of the matrix Node are completed; jump

to Step (5);
2⃝ If co >

⌊
p(1)1/2

⌋
+ 1, the second row of the matrix is stored. For the remaining co − (

⌊
p(1)1/2

⌋
+ 1)

number of nodes, jump to the execution in condition 3⃝ of Step (5).
3⃝ If there are remaining nodes in the row ro = 1, store the remaining co − (

⌊
p(1)1/2

⌋
+ 1) number of nodes

to the second row;
(5) Note ro = ro + 1, store the remaining rows ro ∈ (2,

⌊
p(1)1/2

⌋
+ 1) in the same way. Take the node node

with the smallest x value in the row, encode it as N(ro,1), and store it in the matrix Node element N(ro,1). Search
for the second node node in the direction of increasing x value, denoted as N(ro,2), count co = co + 1. Continue
to search for the maximum value co = maxco and determine:
1⃝ If co ≤

⌊
p(1)1/2

⌋
+ 1, the storage and encoding for No. ro row of the matrix are completed, continue

searching and storing the next row;
2⃝ If co >

⌊
p(1)1/2

⌋
+ 1, the storage for the No. ro row of the matrix Node is completed, for the remaining

co − (
⌊

p(1)1/2
⌋
+ 1) number of nodes, jump to the next row for storage;

3⃝ If there are remaining nodes in the row ro = ro − 1, store the remaining co − (
⌊

p(1)1/2
⌋
+ 1) number of

nodes to the No. ro row.
Step 3: Set the encoding matrix Node as an Open list and construct a Closed list to store the set of cellular unit
control points n(i,j) for D(1). Build the distribution point cellular unit D(1).
(1) Set the initial scanning line l in the positive direction (due north) of the y axis based on the origin D(1) of
the coordinate system xoy, and search for the control point in a clockwise direction along the arc with an
increasing azimuth angle ∆θ, as shown in Figure 4a.
(2) Search for the node node(3) closest to the y axis; according to the definition, it is determined that node(3)
could be a feasible control point, denoted as n(1,1), and the current searching azimuth is denoted as θ(1,1).
Delete node(3) from the Open list and store it in the Closed list, as shown in Figure 4b.
(3) The scanning line continues to search in a clockwise direction with an increasing arc ∆θ. Find node(4),
node(6), and node(7), and make a judgment based on:
1⃝ The scanning line finds the point node(4), at which point D(1), node(3), and node(4) form a closed convex

polygon. Temporarily store node(4), and the area is recorded as S(D(1) ,3,4);
2⃝ The scanning line finds the point node(6), at which point D(1), node(3), node(4), and node(6) form a closed

convex polygon. Compare and get S(D(1) ,3,4,6) > S(D(1) ,3,6), delete node(4), and temporarily store node(6);
3⃝ The scanning line finds the point node(7), at which point D(1), node(3), node(6), and node(7) form a closed

convex polygon. Compare and get S(D(1) ,3,6,7) > S(D(1) ,3,7), delete node(6), and temporarily store node(7). Till
now, the current area S(D(1) ,3,7) is the smallest, thus, node(7) is a feasible control point, denoted as n(1,2), and the
searching azimuth is denoted as θ(1,2). Delete node(7) from the Open list and store it in the Closed list, as shown
in Figure 4c;
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(4) The scanning line continues to search in a clockwise direction with an increasing arc ∆θ, and finds node(11).
The area S(D(1) ,3,7,11) is judged to be a concave polygon but does not meet the conditions for the cellular unit.
Exclude node(11), as shown in Figure 4d;
(5) The scanning line continues to search in a clockwise direction with an increasing arc ∆θ, and finds node(10).
Judge that S(D(1) ,3,7,10) conforms to the conditions and node(10) is a feasible control point, denoted as n(1,3). The
searching azimuth is denoted as θ(1,3). Delete node(10) from the Open list and store it in the Closed list, as
shown in Figure 4e;
(6) In line with Steps (1) through (5), determine whether the area of the closed polygon is the minimum value,
and whether the polygon is convex. Finally, the nodes node(9), node(5), and node(2) meet the requirements of the
cellular unit. Delete them from the Open list and store them in the Closed list to form the cellular unit. A
shown as Figure 4f, the algorithm ends.
Step 4: Use the same algorithm process as that in Step 2 and Step 3 to form an n number of distribution point
cellular units and determine the current status of each unit. Suppose that the geospatial coverage area of a
given city domain is Sdt, then judge:
(1) If Sdt = ∑n

i=1 SD(i)
, the generated n number of cellular units D(i) after the topology completely cover the

geographical space of the city domain, forming the cellular space, and the algorithm ends;
(2) If Sdt > ∑n

i=1 SD(i)
, the generated n number of cellular units D(i) after the topology cannot completely

cover the geographical space of the city domain. Then, a spatial cellular topology is applied to the
non-topological area Sdt − ∑n

i=1 SD(i)
to generate a g number of adjacent empty cellular units D(∅), so that the

urban domain and the cellular units satisfy Formula (1), forming the cellular space D. The algorithm ends.

Sdt =
n

∑
i=1

SD(i)
+

g

∑
i=1

SD(∅) (1)
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neighborhood topology algorithm. The green color circle is used to connect the two steps “Set up
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Figure 5 shows the formation process of the cellular space D. Figure 5a shows the
distributions of the n number of points D(i) and the p number of road nodes node, Figure 5b
shows the topological state of each distribution point D(i) when forming the cellular space,
and Figure 5c is the initial cellular space Dini composed of the n number of topological
cellular units D(i), represented by the green ranges. Figure 5d shows the formed cellular
space D with the topological empty cellular units. The grey range represents the empty
cellular unit. The range within the red dashed line represents the cellular space.
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Symmetry 2024, 16, 749 16 of 46 
 

 

( ) ( )

1 1
i

gn

dt D D
i i

S S S ∅

= =

= +   (1)

Figure 5 shows the formation process of the cellular space D . Figure 5a shows the 
distributions of the n   number of points ( )iD   and the p   number of road nodes 
oden , Figure 5b shows the topological state of each distribution point ( )iD  when forming 

the cellular space, and Figure 5c is the initial cellular space iniD  composed of the n  
number of topological cellular units ( )iD  , represented by the green ranges. Figure 5d 
shows the formed cellular space D  with the topological empty cellular units. The grey 
range represents the empty cellular unit. The range within the red dashed line represents 
the cellular space. 

 
Figure 4. The constructed model to form a spatial cellular unit. (a) represents the original status of 
the searching. (b) represents the searching for the node 3. (c) represents the searching for the node 
4, 6 or 7, and decide the proper node. (d) represents the searching for the proper one in node 7,10 or 
11. (e) represents the proper node 7 and 10 are selected. (f) represents the final formed cellular unit. 
The red circle represents the origin of the coordinate system. 

 
Figure 5. The formation process of the cellular space. (a) represents the layout of the distribution 
points and road nodes. (b) represents the forming of the coordinate system and topological state of 
each distribution point. (c) represents the initial cellular space composed of the topological cellular 
units. (d) represents the formed cellular space with the topological empty cellular units. The yellow 
circle represents the distribution point. The blue circle represents the road node. The green space 
represents the cellular unit with distribution point. The grey space represents the empty cellular 
unit. 

2.2. The k-Center Cellular Clustering Algorithm Based on the Spatial Decision Tree 

Figure 5. The formation process of the cellular space. (a) represents the layout of the distribution
points and road nodes. (b) represents the forming of the coordinate system and topological state of
each distribution point. (c) represents the initial cellular space composed of the topological cellular
units. (d) represents the formed cellular space with the topological empty cellular units. The yellow
circle represents the distribution point. The blue circle represents the road node. The green space
represents the cellular unit with distribution point. The grey space represents the empty cellular unit.

2.2. The k-Center Cellular Clustering Algorithm Based on the Spatial Decision Tree

The distribution centers and distribution points are both the geographical entities
distributed in the urban space, with geographical attributes such as spatial coordinates,
spatial distance, absolute positioning, and relative positioning. The route through which
the distribution vehicles transport materials from the distribution centers to the multiple
distribution points is a direct factor in generating transportation costs. Therefore, the
constraint for constructing a material distribution route algorithm is to explore the spatial
relationship between the distribution centers and the distribution points, visualize and
regularize the aggregation relationship between the distribution points and the distribution
centers, and prepare the spatial data for constructing a distribution route algorithm with
the lowest cost consumption. We introduce the spatial accessibility model and establish a
k-center cellular clustering algorithm based on the spatial decision tree [29–32].
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Definition 4. The absolute coordinates (x, y) of the target positioning points. The distribution
point in the urban geographic space is D(i), and the distribution center is E(i). The distribution
center E(i) and the distribution point D(i) are both defined as the target positioning points, with
coordinates denoted as (x, y), in which x represents the longitude of the target point and y represents
the latitude of the target point. The coordinates of distribution centers E(i) are set as (xE(i), yE(i)),
and the coordinates of distribution points D(i) are set as (xD(i), yD(i)).

Definition 5. The target point spatial accessibility is SA. There is an accessibility obstacle caused
by the spatial distance between two target points (x1, y1) and (x2, y2) in the geospatial space, that
is, the moving process from the target point (x1, y1) to the target point (x2, y2) requires paying
for the distance cost. Therefore, the distance cost between the target point (x1, y1) and the target
point (x2, y2) is defined as the spatial accessibility cost, and the reciprocal of the spatial accessibility
cost is defined as the target point spatial accessibility, denoted as SA. Formula (2) represents the
constructed spatial accessibility model of the target points (x1, y1) and (x2, y2), while Formula (3)
represents the spatial accessibility model between the distribution center E(i) and the distribution
point D(i). The parameters in Formulas (2) and (3) are the normalized parameters.

SA = δ · 1[
(x1 − x2)

2 + (y1 − y2)
2
] 1

2
(2)

SA(E(i),D(i))
= δ · 1[(

xE(i)
− xD(i)

)2
+

(
yE(i)

− yD(i)

)2
] 1

2
(3)

Definition 6. Distribution point clustering space DSC and distribution point cluster E[i]. The total
space composed of cellular space D, k number of distribution centers, and p number of control points
and connecting roads in the urban geographic space is defined as the distribution point clustering
space, denoted as DSC. According to the constructed clustering algorithm, the n + ∆n number of
the distribution point cellular units and the empty units in the space DSC are gathered according
to a certain rule, so that the cellular units with close spatial attributes are clustered into the same
group, while cellular units with distant spatial attributes are discretized into different groups.

Thus, the clustering algorithm is defined to aggregate the cellular units in the urban
space, and the group formed by aggregating cellular units with close spatial attributes
is defined as a distribution point cluster, denoted as E[i], while specifying the number of
clusters generated by the algorithm as k. According to the definition, the clusters generated
by the algorithm meet the following conditions.

(1) ∀E[i] ̸= ∅;
(2) ∀E[i] ∩ ∀E[j] = ∅, i ̸= j;
(3) E[1] ∪ E[2] ∪ . . . ∪ E[k] = DSC;
(4) 0 < k << n + ∆n;
(5) Adjacent E[i] and E[j] are connected by at least one shared edge.

Definition 7. For defining clustering objective function f (x, y), the criterion for determining
whether an object x could be included in the cluster of object y by the clustering algorithm is whether
object x has a certain degree of closeness in the feature attributes that meet the constraints. The
criterion function for determining this degree of closeness is defined as the clustering objective
function, denoted as f (x, y). When using the spatial attribute closeness as the clustering objective,
the function for determining the closeness between object x and object y is the spatial cost function
between the two objects; here, we define it as the target point spatial accessibility SA. According to
the definition, the objective function f (x, y) for constructing the target point cluster is shown in
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Formula (4), which is transformed to the clustering objective function for the distribution points, as
shown in Formula (5), in which the parameters δ are the normalized parameters.

f (x, y) = SA (4)

f(E(i),D(i))
= δ · 1[(

xE(i)
− xD(i)

)2
+

(
yE(i)

− yD(i)

)2
] 1

2
(5)

Definition 8. For defining the clustering spatial decision tree Tree(i), when there are multiple
cluster objects y in the geographic space, the process of determining the inclusion of object x to
object y is the iterative comparison of the clustering objective function. We set up a clustering spatial
decision tree to construct an iterative algorithm for incorporating the object x into the object y. The
clustering spatial decision tree meets the following conditions:

(1) The layer where the root node Nroot is located is defined as the first layer. When the height
of the tree is h, the layer where the underlying node is located is the No. h layer;

(2) The objective function f (x, y) of any No. i layer node is larger than that of the No. j layer
node, 0 < i < j < h;

(3) Each node derives, at most, two child nodes, while at least, there could be no child node;
(4) For any No. i layer, the objective function f (x, y) of the left node N(i,x) is larger than that

of the right node N(i,x+∆x);
(5) The number of nodes in any No. i layer meets 0 < p ≤ 2i−1.

Definition 9. Distribution point clustering matrix CD(i). We construct the distribution point
clustering matrix CD(i) for the clusters E[i] and the intra-cluster distribution points D(i) generated
in the clustering process. The clustering matrix is used to dynamically store each cluster and its
distribution points, and meets the following conditions:

(1) The row rank of the cluster is rankro = k, the column rank is rankco = maxi, in which k is
the number of clusters, and maxi is the maximum number of distribution points in the cluster;

(2) Any row represents one cluster E[i], and any column represents the No. i distribution point;
(3) Any row E[i] must have a non-linear correlation with another row E[j], and any col-

umn i must have a non-linear correlation with another column j, i ̸= j;
(4) The first element of the row where cluster E[i] is located stores the growing seed point, while

the other elements store the distribution point elements.

According to Definitions 2.1–2.6, we construct a k-center cellular clustering algorithm
based on the spatial decision tree (Algorithm 2). The control parameters of the model are
determined as follows:

• The spatial accessibility parameter δ is used to normalize the calculated spatial accessi-
bility, with specific values determined by the calculated spatial accessibility.

• Cluster parameter k is determined by the number of distribution centers.
• The decision tree height h is determined by the k number of distribution centers.

The algorithm process is as follows, and Figure 6 is the algorithm flowchart:
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Algorithm 2: The k-center cellular clustering algorithm based on the spatial decision tree

Input: The n number of distribution point cellular units D(i), k number of distribution centers E(i),
distribution point coordinates (xD(i), yD(i)), distribution center coordinates (xE(i), yE(i)).
Output: The k number of clusters E[i].
Step 1: Select the k number of distribution centers E(i) as the growing seed points, establish a k ×

(⌊
n1/2⌋+ 2

)
dimensional clustering matrix CD(i), and store the No. i distribution center E(i) to the first element C(i,1) of the
No. i row of CD(i).
Step 2: For the k number of distribution point cellular units D(i), take n = 1 and establish the spatial decision
tree Tree(i) for the first distribution point D(1).
(1) Take the distribution center E(1) corresponding to the No. 1 element C(1,1) in the first row of the matrix
CD(i) and calculate the objective function f(E(1),D(1)) of D(1) and E(1);
(2) Store f(E(1),D(1)) in the root node Nroot of the decision tree Tree(i);
(3) Take the distribution center E(2) corresponding to the No. 1 element C(2,1) in the second row of the matrix
CD(i), calculate the objective function f(E(2),D(1)) of D(1) and E(2), and judge:
1⃝ If f(E(1),D(1)) ≥ f(E(2),D(1)), store f(E(2),D(1)) in the left node N(2,1) of the second layer of the tree;
2⃝ If f(E(1),D(1)) < f(E(2),D(1)), store f(E(1),D(1)) in the left node N(2,1) of the second layer of the tree;

(4) Take the distribution center E(3) corresponding to the No. 1 element C(3,1) in the third row of the matrix
CD(i), calculate the objective function f(E(3),D(1)) of D(1) and E(3), compare, and judge the following:

1⃝ Take f(E(x1),D(1)) = max
[

f(E(1),D(1)), f(E(2),D(1)), f(E(3),D(1))

]
and store f(E(x1),D(1)) in the root node Nroot of

the decision tree;
2⃝ Take f(E(x2),D(1)) = min

[
f(E(1),D(1)), f(E(2),D(1)), f(E(3),D(1))

]
and store f(E(x2),D(1)) in the right node N(2,2) in

the second layer of the decision tree;
3⃝ Take the intermediate value f(E(x3),D(1)) = median

[
f(E(1),D(1)), f(E(2),D(1)), f(E(3),D(1))

]
and store f(E(x3),D(1))

in the left node N(2,1) of the second layer in the decision tree.
(5) Using the same algorithm as that in Steps (1) through (4), take the distribution center E(i) corresponding to
the No. 1 element C(i,1) in the No. i row of the matrix CD(i), calculate the objective function f(E(i),D(1)) of D(1)
and E(i), compare f(E(1),D(1)), f(E(2),D(1)), . . ., f(E(i),D(1)), determine and store the decision tree through the
following steps:
1⃝ Store f(E(x1),D(1)) = max

[
f(E(1),D(1)), . . . , f(E(i),D(1))

]
in the root node Nroot of the decision tree;

2⃝ Store f(E(x2),D(1)) = min
[

f(E(1),D(1)), . . . , f(E(i),D(1))

]
in the No. u element of the No. h layer in the decision

tree. The code of E(i) meets Formula (6):

i =
h−1
∑

t=1
2t−1 + u (6)

3⃝ Sort f(E(1),D(1)), f(E(2),D(1)), . . ., f(E(i),D(1)) in descending order, and store them to the decision tree nodes
N(i,x). The storage conditions meet the decision tree rules.
(6) Output a visual decision tree Tree(i), with the current root node Nroot storing the objective function as
f(E(i),D(1)), corresponding to the distribution center E(i);
(7) Store D(1) in the second element C(i,2) of the related row corresponding to the distribution center E(i) in the
clustering matrix CD(i).
Step 3: For the k number of distribution point cellular units D(i), take n = 2 and establish the spatial decision
tree Tree(i) for the second distribution point D(2). The root node Nroot of the decision tree stores the objective
function f(E(i),D(1)), corresponding to the distribution center E(i). Judge the second element C(i,2) of the related
row corresponding to the distribution center E(i) in the clustering matrix CD(i):
(1) If C(i,2) = 0, store D(2) in C(i,2);
(2) If C(i,2) ̸= 0, store D(2) in C(i,3).
Step 4: Generate a distribution point D(i) spatial decision tree Tree(i) by using the same algorithm from Step 2
through Step 3, judge the root node objective function corresponding to the distribution center E(i), store D(i)
into the No. v element C(i,v) of the related row corresponding to the distribution center E(i), and this must
meet the following requirements:
(1) If C(i,v) = 0, numerical values can be stored;
(2) If C(i,v−1) ̸= 0, the No. v − 1 element must be a non-zero element.
Step 5: Traverse the elements D(i), 0 < i ≤ n and store all the distribution points in the corresponding
elements of the matrix CD(i). For the remaining k ×

(⌊
n1/2⌋+ 2

)
− n elements, store a value of 0. The

algorithm ends, output the clusters E[i].
Step 6: Connect the edges of the same cluster distribution points D(i) in the cellular space D, form a boundary
connected cluster E[i], and visualize the result.
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3. Intelligent Connected Vehicle Material Distribution Route Model Based on Improved
Cockroach Optimization Algorithm
3.1. Modeling Idea and Relative Definition

In the process of material distribution, the intelligent connected vehicle travels from
the distribution center E(i) to the d number of target distribution points D(i). The process
from the first distribution point to the No. d distribution point requires passing through
several city roads, which will result in route costs and energy consumption. From the
perspective of cost saving and an energy consumption reduction, the process of intelligent
connected vehicles starting from a distribution center E(i), transporting materials to a d
number of distribution points D(i), and finally returning to the distribution center E(i),
requires minimizing route costs. Based on the geographical constraints, the starting point
of the intelligent connected vehicle distribution route is E(i), the middle points are the d
number of distribution points D(i), and the terminal point is E(i), which forms a complete
closed interval [33,34]. Based on the principle of distribution route modeling and the
characteristics of the distribution route, it can be concluded that vehicles depart from the
distribution center, pass through several target distribution points, and finally return to
the distribution center. The whole process forms a complete route with the feature of
symmetry, that is, the generated route costs of the on and off trips are identical. According
to basic modeling conditions, the material distribution route we construct needs to meet
the following conditions:

(1) The starting point E(i) and the d number of distribution points D(i) are discrete
points in space, with no concatenation in their respective cellular units D(i);

(2) The d number of distribution points D(i) could be the cellular units within the
different clusters E[i], and the starting point E(i) must belong to, and only belongs to, a
unique cluster E(i);

(3) Any two points, such as E(i) and D(i) or D(i) and D(j), are directly or indirectly
connected by urban roads;

(4) Intelligent connected vehicles do not turn back when moving between any two
points, such as E(i) and D(i) or D(i) and D(j);

(5) The sub-interval routes generated by the movement of intelligent connected vehi-
cles between any two points such as E(i) and D(i) or D(i) and D(j) can have intersections or
partial overlaps;

(6) The closed route consists of the starting points E(i), distribution points D(i), and
road nodes node.



Symmetry 2024, 16, 749 20 of 41

Based on the construction conditions of the distribution routes combined with the
urban geospatial constraints, we set up an intelligent connected vehicle material distribution
route algorithm based on the improved cockroach optimization algorithm. For the d number
of distribution points D(i), we select the distribution center with the best spatial distribution
and the function to optimize the distribution route. It enables intelligent connected vehicles
to make decisions on the optimal material distribution route, minimizing route costs and
energy consumption.

Definition 10. For distribution route sub-interval rsub(x, y)(u) and distribution route interval r(v),
the process of intelligent connected vehicles starting from the initial point E(i), passing through
a d number of distribution points D(i), and finally returning to the destination E(i) constitutes
a complete interval. The initial point E(i) and distribution points D(i) are defined as the con-
trol points R(i). If any point ∀R(i) and ∀R(j) are randomly selected from the d + 1 number of
control points R(i), i ̸= j, the micro-space structure composed of ∀R(i) and ∀R(j) is defined
as the distribution route sub-interval, denoted as rsub(x, y)(u), in which x and y are, respec-
tively, R(i) and R(j), u represents the sub-interval code. The complete route formed by connecting
a d + 1 number of adjacent rsub(x, y)(u) sub-intervals in a micro-spatial structure is defined as
the distribution route interval, denoted as r(v), and v represents the route code. In the geospatial
environment, a sub-interval of a route is composed of several roads and road nodes node. According
to the definition, we obtain the relationship between the sub-interval and the route interval:

(1) ∀r(v) contains a d + 2 number of control points R(i);
(2) ∀r(v) contains a d + 1 number of sub-intervals rsub(x, y)(u), there are 0 < u ≤ d + 1;
(3) When there is a random change in the position of control point R(i) in r(v), r(v) will

immediately change and can generate A(d, d) type of routes, 0 < v ≤ A(d, d).

Definition 11. Sub-interval cockroach individual Csub(i) and interval cockroach individual C(i).
For any ∀u, the intelligent connected vehicle moves from the starting control point R(i) to R(j) in a
sub-interval rsub(x, y)(u), and this process randomly passes through x number of road nodes node,
then one feasible path in the sub-interval composed of x number of road nodes node, as well as the
control points R(i) to R(j), is defined as a cockroach individual in the sub-interval rsub(x, y)(u), de-
noted as Csub(i). For any ∀v, the intelligent connected vehicle starts from the initial point E(i) within
the interval r(v), passing through d number of distribution points D(i) to complete the material
distribution and returning to the initial point E(i), the whole process forms a complete path, and this
path is defined as an individual cockroach in the interval r(v), denoted as C(i). According to this defi-
nition, the sub-interval cockroach individual Csub(i) and the interval cockroach individual C(i) meet
the following relationship conditions:

(1) The quantity of Csub(i) in the sub-interval rsub(x, y)(u) is determined by the number of
road nodes x in the sub-interval;

(2) The quantity of C(i) is determined by the d number of distribution points D(i), according
to the corresponding relationship of r(v), and there is 0 < i ≤ A(d,d);

(3) The optimal route for an intelligent connected vehicle within the sub-interval rsub(x, y)(u) is
formed by Csub(i), and the optimal route within the interval r(v) is formed by C(i);

(4) The geographical constraints for constructing Csub(i) and C(i) are the road distance and the
cellular unit clusters E[i] in the cellular space D.

Definition 12. The cockroach crawling step St(x, y). According to the foraging characteristics of
the cockroach swarm, the process of the cockroach swarm’s crawl towards food (the optimal solution)
exhibits the group randomness feature. Within the sub-interval rsub(x, y)(u), the crawling step of a
cockroach Csub(i) is defined as one replacement operation of road nodes node within the sub-interval
(a 2-opt operation). Every time the road nodes change, the cockroach moves one step towards the food
direction. Within the interval r(v), the crawling step of cockroach C(i) is defined as one replacement
operation of distribution points D(i) within the interval. Each time the distribution points change,
the cockroach moves one step towards the food direction. According to the definition, the process of a
cockroach crawling towards food is a process of n number of replacements on the control points. The
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step of each replacement is denoted as St(x, y), x and y represent the control points. The crawling
path of the cockroach meets Formula (7).

route = St(x1, y1) + St(x2, y2) + . . . + St(xn, yn) (7)

Definition 13. The cockroach initial solution is f I(x), the cockroach current solution is fC(x), and
the cockroach optimal solution is fG(x). The initial state of the cockroach Csub(i) or C(i) is composed
of the control points at the certain time t = 0. According to the problem objective, an intelligent
connected vehicle will generate the movement distance cost after passing through all the control
points in the sub-interval rsub(x, y)(u) or interval r(v). The movement distance cost generated by
the control points at t = 0 is defined as the cockroach initial solution, denoted as f I(x). When the
cockroach crawls to the food object by step St(x, y) with the time interval of t′ = t + n · ∆t, the
movement cost of the intelligent connected vehicle at time t′ is defined as the cockroach current
solution, denoted as fC(x). The crawling path of the cockroach from time t = 0 to time t′ is denoted
as route(t0, t′). When the cockroach swarm crawl to the food object, after multiple iterations, the
finally output cockroach with the smallest distance cost is set as the optimal cockroach, and its
corresponding distance is the optimal solution, denoted as fG(x). According to the definitions of
the sub-interval rsub(x, y)(u) and the route interval r(v), the optimal solution of the route interval
cockroach is the iterative value of the optimal solution of the sub-interval cockroaches. The route
interval cockroach model is shown in Formula (8).

fG(x) =
maxu

∑
u=1

fG(x)[u], 0 < u ≤ d + 1 (8)

Definition 14. Step disturbance factor St(x, y)∆. During an iteration process from t = 0 to t′, the
cockroach swarm crawl from the initial state f I(x) to the current state fC(x) . If all the cockroaches
have the same current solution, namely fC(1) = fC(2) = . . . = fC(maxx), the iteration enters a
dormant state. At this moment, a step disturbance factor St(x, y)∆ is introduced to interfere with
the state of the cockroaches, causing them to generate a new state and continue crawling to search
for the global optimal solution. According to the definition, the step route(t)∗ of a cockroach after
introducing a step disturbance factor St(x, y)∆ is shown in Formula (9), and the current solution of
a new cockroach generated by the step disturbance factor is shown in Formula (10).

route(t)∗ = route(t0, t′) + St(x, y)∆ (9)

fC(x)∗ = fC(x) + fC(St(x, y)∆) (10)

Definition 15. To define the distribution route cost decision tree Tree(i), build a complete binary
tree to store the distribution route cost generated by the cockroaches during their crawling process,
and use the complete binary tree to search for the distribution route with the lowest cost. The
distribution route cost decision tree Tree(i) meets the following conditions:

(1) The layer where the root node Nroot is located is defined as the first layer. When the height
of the tree is h, the layer where the underlying node is located is the No. h layer;

(2) The route cost fG(x) of any No. i layer node is smaller than the route cost of the No. j layer
node, 0 < i < j ≤ h;

(3) Each node could derive, at most, two child nodes, and at least, there is no child node;
(4) For any No. i layer, the route cost fG(x) of the left node N(i, x) is smaller than that of the

right node N(i, x + ∆x);
(5) The number of nodes in any No. i layer meets 0 < p ≤ 2i−1.
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3.2. Modeling Process

According to the modeling idea and objective, we construct an intelligent connected
vehicle material distribution route model based on the improved cockroach optimization
algorithm, which includes two algorithm modules. The goal of Module 1 is to search for
the cockroaches with the optimal solution fG(x) in each sub-interval rsub(x, y)(u) of the
distribution route, while the goal of Module 2 is to search for the cockroach with the optimal
solution fG(x) in the distribution route interval r(v). Based on the algorithm analysis, we
construct algorithms for the two modules, and the Module 1 algorithm is the precondition
for the Module 2 algorithm.

The control parameters of the model are determined as follows:

(1) The distribution sub-interval parameters:

• For x number of road nodes node, collect all accessible nodes within the sub-
interval.

• For the node ferrying distance s, the ferrying distances between adjacent nodes
within the sub-interval are collected.

• For the 2-opt step size, perform one sequential replacement or connection re-
placement on adjacent road nodes.

(2) The distribution interval parameters:

• A d + 2 number of control points R(i) are composed by the distribution center
and distribution points, and both the distribution center and distribution points
within the distribution route are the control points.

• The ferrying distance between control points is determined by the optimal cock-
roach individual output in the sub-interval.

• For the 2-opt step size, perform one sequential replacement or connection re-
placement of adjacent control points R(i).

The following is the algorithm process for Module 1 and Module 2. Figure 7 shows
the algorithm flow of Module 1. Figure 8 shows the process of randomly generating one
cockroach within a sub-interval rsub(x, y)(u).

Symmetry 2024, 16, 749 25 of 46 
 

 

 
Figure 7. The constructing process of the sub-interval distribution route model based on the im-
proved cockroach optimization algorithm. The green circle represents the connection of the two 
steps “Form a cockroach individual” and “Form k number of cockroach individuals”. The yellow 
circle represents the connection of the two steps “The iteration process” and “If all solutions are 
equal, execute food distribution”. 

The Module 1 Algorithm: a sub-interval distribution route model based on the im-
proved cockroach optimization algorithm (Algorithm 3). 

Algorithm 3: The sub-interval distribution route model based on the improved cock-
roach optimization algorithm 
Input: Sub-interval ( )( , )sub ur x y , 0 1u d< ≤ + , the x  number of road nodes in the sub-
interval, the distance s  between adjacent nodes oden , the distribution center ( )iE , and 
distribution points ( )iD  as control points ( )iR . 
Output: The optimal cockroach ( )sub iC , the global optimal solution ( )Gf x . 
Step 1: Set the control point ( )iR  as the starting point and the control point ( )jR  as the 
ending point to construct the first sub-interval (1)( , )subr x y  and generate the first feasible 
cockroach (1)subC . 
(1) Construct the spatial layout of the control points ( )iR , ( )jR , and road nodes oden , as 
shown in Figure 8a; 
(2) Randomly select the neighboring point (1)oden  of ( )iR , form a path, and store (1)oden
, as shown in Figure 8b; 
(3) Continue searching in the direction of ( )jR , randomly select the neighboring point 

(4)oden  of (1)oden , form a path, and store (4)oden , as shown in Figure 8c. Judge point 
(2)oden , Path (4,2) forms a turnaround path, discard (2)oden ; 

(4) Continue searching in the direction of ( )jR , randomly select the neighboring point 
(3)oden of (4)oden , form a path, and store (3)oden , as shown in Figure 8d. Judge point 
(1)oden , Path (1,4,3,1) forms a closed path, discard (1)oden ; 

(5) Continue searching in the direction of ( )jR , randomly select the neighboring point 
(6)oden  of (3)oden , form a path, and store (6)oden , as shown in Figure 8e. Judge point 
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Figure 7. The constructing process of the sub-interval distribution route model based on the improved
cockroach optimization algorithm. The green circle represents the connection of the two steps “Form
a cockroach individual” and “Form k number of cockroach individuals”. The yellow circle represents
the connection of the two steps “The iteration process” and “If all solutions are equal, execute
food distribution”.
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The Module 1 Algorithm: a sub-interval distribution route model based on the im-
proved cockroach optimization algorithm (Algorithm 3).

Algorithm 3: The sub-interval distribution route model based on the improved cockroach optimization
algorithm

Input: Sub-interval rsub(x, y)(u), 0 < u ≤ d + 1, the x number of road nodes in the sub-interval, the distance s
between adjacent nodes node, the distribution center E(i), and distribution points D(i) as control points R(i).
Output: The optimal cockroach Csub(i), the global optimal solution fG(x).
Step 1: Set the control point R(i) as the starting point and the control point R(j) as the ending point to construct
the first sub-interval rsub(x, y)(1) and generate the first feasible cockroach Csub(1).
(1) Construct the spatial layout of the control points R(i), R(j), and road nodes node, as shown in Figure 8a;
(2) Randomly select the neighboring point node(1) of R(i), form a path, and store node(1), as shown in Figure 8b;
(3) Continue searching in the direction of R(j), randomly select the neighboring point node(4) of node(1), form a
path, and store node(4), as shown in Figure 8c. Judge point node(2), Path (4,2) forms a turnaround path, discard
node(2);
(4) Continue searching in the direction of R(j), randomly select the neighboring point node(3) of node(4), form a
path, and store node(3), as shown in Figure 8d. Judge point node(1), Path (1,4,3,1) forms a closed path, discard
node(1);
(5) Continue searching in the direction of R(j), randomly select the neighboring point node(6) of node(3), form a
path, and store node(6), as shown in Figure 8e. Judge point node(5), Path (6,5) forms a turnaround path, discard
node(5);
(6) Continue searching in the direction of R(j), randomly select the neighboring point node(7) of node(6), form a
path, and store node(7), as shown in Figure 8f.
(7) Judge the points node(3), node(4), and node(5), and whether they form a closed or turnaround path with
node(7), discard it; randomly select the neighboring point node(9) of node(7), form a path, and store node(9), as
shown in Figure 8g;
(8) Continue searching in the direction of R(j), randomly select the neighboring point node(11) of node(9), form a
path, and store node(11), as shown in Figure 8h;
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(9) Judge point node(8), Path (11,8) forms a turnaround path, discard node(8); search for R(j), form a path, Path (i,
1,4,3,6,7,9,11, j), and the search processing ends, as shown in Figure 8i. Output the No. 1 cockroach Csub(1).
Step 2: Set the control point R(i) as the starting point and the control point R(j) as the ending point, and
generate the second feasible cockroach Csub(2) in the first sub-interval rsub(x, y)(1).
(1) Take the first cockroach Csub(1) = Path(i, 1, 4, 3, 6, 7, 9, 11, j) and select any node node(x);
(2) Search for the nearest neighboring point node(y) of node(x) that can form a path, and node(y) is not the next
node node(x+1) of node(x) in Csub(1);
(3) Search for the node(z) that is connected to node(y) in Csub(1), as it can form path, store the node(z), and form
Csub(2); if searching for the point node(z) that is connected to node(y) out of Csub(1), a path can also be formed.
Turn to Step 1 and search for the subsequent path after the node(z) until R(j) is reached, the searching ends,
form Csub(2);
(4) Record that the cockroaches complete one instance of crawling St(x, y).
Step 3: Follow the above steps, set the control point R(i) as the starting point and the control point R(j) as the
ending point, and generate the No. k feasible cockroach Csub(k) in the first sub-interval rsub(x, y)(1).
Step 4: Calculate the initial solutions f I(x) of the k number of cockroaches and get the corresponding
movement distances along the path Csub(i) = Path(·). Take the corresponding individual Csub(x) of min f I(x)
as the current optimal solution fG(x)[0].
Step 5: The k − 1 number of cockroaches Csub(i) crawl towards the current optimal cockroach
Csub(x) ∼ min f I(x) with the step St(x, y). Make a judgment based on the following:
(1) Crawl for the No. 1 step St(x, y), calculate the current solutions fC(x) for the k − 1 number of cockroaches,
and take the corresponding cockroach Csub(x) of min fC(x) as the current optimal solution fG(x)[1]:
1⃝ If fG(x)[1] ≥ fG(x)[0], keep fG(x)[0] as the optimal solution;
2⃝ If fG(x)[1] < fG(x)[0], fG(x)[1] replaces fG(x)[0], and the current optimal solution is fG(x)[1].

(2) Crawl for the No. 2 step St(x, y), calculate the current solutions fC(x) for the k − 1 number of cockroaches,
and take the corresponding cockroach Csub(x) of min fC(x) as the current optimal solution fG(x)[2]. Determine
the current optimal solution fG(x)[i] by using the same method as that in Step (1).
(3) Crawl for the No. 3 step, No. 4 step, . . ., No. N step, and judge:
1⃝ If at a certain time t′ = t + ∆t there are k number of cockroaches whose current solutions satisfy
fC(x)[1] = fC(x)[2] = . . . = fC(x)[k], then a step disturbance factor St(x, y)∆ is introduced to randomly
allocate a step to the current solutions to generate the new cockroaches and the new current solution fC(x)[i].
Return to Step (1), the k number of cockroaches continue to crawl and search for the global optimal solution
fG(x).
2⃝ After N iterations, if the output of the iteration result is always a certain cockroach fG(x), it is the global

optimal solution. The searching ends.
Step 6: Output the global optimal solution fG(x) and the corresponding cockroach Csub(i).
Step 7: Output the optimal cockroaches Csub(i) and global optimal solutions fG(x) for the remaining d number
of sub-intervals via the same methods from Step 1 through Step 6.

The Module 1 algorithm generates the lowest cost fG(x) for each sub-interval within
the intelligent connected vehicle distribution route. Based on the sub-interval cost fG(x),
we set up the Module 2 algorithm: the distribution route model based on the improved
cockroach optimization algorithm (Algorithm 4). Figure 9 shows the algorithm flow of
Module 2.

Algorithm 4: The distribution route model based on the improved cockroach optimization algorithm

Input: Sub-interval rsub(x, y)(u), 0 < u ≤ d + 1, sub-interval route Path(u), sub-interval optimal cost fG(x)(u),
starting point distribution center E(i), and d number of distribution points D(i).
Output: The optimal cockroach C(i), the global optimal solution fG(x).
Step 1: The distribution center E(i) and the d number of distribution points D(i) form a d + 2 number of
control points R(i), which can form A(d, d) types of distribution route intervals r(v).
Step 2: When generating cockroach C(i), keep the order of E(i) in the route unchanged, and step St(x, y) acts
on D(i). The step St(x, y) in the whole route interval r(v) is one occurrence of the 2-opt operation;
Step 3: Randomly arrange d number of distribution points D(i) to generate the first distribution route interval
r(1), corresponding to the cockroach C(1) in the first route interval:
(1) Confirm the d + 1 number of sub-intervals rsub(x, y)(u) for C(1);
(2) Confirm the optimal cost fG(x)(u) for the d + 1 number of sub-intervals;
(3) Calculate the optimal cost fG(x) of the cockroach C(1) in the interval, corresponding to the cost of the route
interval r(1), denoted as fG(x)r(1);
(4) Store fG(x)r(1) to the root node Nroot of the decision tree Tree(i).
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Step 4: Randomly arrange a d number of distribution points to generate the second distribution route interval
r(2), corresponding to the cockroach C(2) in the second interval:
(1) Confirm a d + 1 number of sub-intervals rsub(x, y)(u) for C(2);
(2) Confirm the optimal cost fG(x)(u) for a d + 1 number of sub-intervals;
(3) Calculate the optimal cost fG(x) of the cockroach C(2) in the interval, corresponding to the cost of the route
interval r(2), denoted as fG(x)r(2);

(4) Compare fG(x)r(1) and fG(x)r(2), take the min
[

fG(x)r(1), fG(x)r(2)

]
and store it in the root node Nroot of

decision tree Tree(i); take the max
[

fG(x)r(1), fG(x)r(2)

]
and store it in the child node N(2,1) of the second layer

of the decision tree Tree(i).
Step 5: In line with Step 3 through Step 4, generate the cockroach C(k) for the No. k route interval, calculate the
route cost fG(x)r(k) of C(k), and compare fG(x)r(1), fG(x)r(2), . . ., fG(x)r(k). Store fG(x)r(i) using the storage
rule of the complete binary tree, 0 < i ≤ k, k << A(d, d).
Step 6: Take the current cockroach C(i1) at the root node Nroot of the decision tree as the current optimal
cockroach, corresponding to the cost fG(x)r(i1). The k − 1 number of child node cockroaches C(ix) crawl to the
current optimal cockroach C(i1) ∼ min f I(x) by step St(x, y). Make a judgment based on the following:
(1) Crawl for the No. 1 step St(x, y), calculate the current solutions fC(x) for the k − 1 number of cockroaches,
and take the corresponding cockroach C(i2) of min fC(x) as the current optimal solution fG(x)r(i2):
1⃝ If fG(x)r(i1) ≤ fG(x)r(i2), keep fG(x)r(i1) as the optimal solution;
2⃝ If fG(x)r(i1) > fG(x)r(i2), fG(x)r(i2) replaces fG(x)r(i1), and the current optimal solution is fG(x)r(i2).

(2) Crawl for the No. 2 step St(x, y), calculate the current solutions fC(x) for the k − 1 number of cockroaches,
and take the corresponding cockroach C(i3) of min fC(x) as the current optimal solution fG(x)r(i3). Use the
same method as that of Step (1) to determine the current optimal solution fG(x)r(ix) and replace the decision
tree.
(3) Crawl for the No. 3 step, No. 4 step, . . ., No. N step, and judge:
1⃝ If at a certain time t′ = t + ∆t there are k number of cockroaches whose current solutions satisfy
fC(x)r(1) = fC(x)r(2) = . . . = fC(x)r(k), then a step disturbance factor St(x, y)∆ is introduced to randomly
allocate a step to the current solutions to generate new cockroaches and the new current solution fG(x)r(ix).
Return to Step (1), a k number of cockroaches continue to crawl and search for the global optimal solution
fG(x). Replace the decision tree.
2⃝ After N iterations, if the output of the iteration result is always a certain cockroach fG(x)r(i), it is the global

optimal solution. Replace the decision tree. The searching ends.
Step 6: Output the global optimal solution fG(x) and the corresponding cockroach C(i), while also outputting
the final decision tree.
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4. Experiment and Result Analysis
4.1. Data Collection and Experiment Process
4.1.1. Data Collection

To verify the feasibility and advantages of the proposed method, we design and
implement a scenario experiment, and choose Zhengzhou City in Henan Province as the
experimental area.
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(1) Data Group 1: Based on the geospatial layout characteristics of Zhengzhou city,
we confirm the intelligent connected vehicle material distribution centers as E(i) and de-

termine the geospatial coordinate set to be E(i) =
{
(x, y)

∣∣∣(xE(i), yE(i))
}

. The experimental
conditions for the distribution centers E(i) are that 1⃝ the quantity is k, which meets the
clustering modeling conditions of cellular space, with 0 < i ≤ k, i, k ∈ N; 2⃝ the whole
spatial distribution has the feature of randomness; that 3⃝ they are uniformly distributed
within the urban area of Zhengzhou City; and that 4⃝ any two distribution centers E(i) are
directly or indirectly connected by roads and have the feature of accessibility.

(2) Data Group 2: set the distribution of goods and materials as the experimental sce-
nario, set the large supermarkets in Zhengzhou city that need to receive materials as the dis-
tribution points D(i), and determine their coordinate set to be D(i) =

{
(x, y)

∣∣∣(xD(i), yD(i))
}

.
The experimental conditions for the distribution points D(i) are that the 1⃝ quantity is n,
which meets the clustering modeling conditions of the cellular space, with 0 < i ≤ n,
i, n ∈ N; 2⃝ they are uniformly distributed within the urban area of Zhengzhou City; 3⃝ any
two distribution points D(i) are directly or indirectly connected by roads, and they have
the feature of accessibility; and that 4⃝ any distribution center E(i) is directly or indirectly
connected to any distribution point D(i) by roads, and they have the feature of accessibility.

(3) Data group 3: there are a k number of distribution centers E(i) and an n number
of distribution points D(i) with a total k + n number of spatial points R(i). Based on the
geographical distribution of the k + n number of spatial points R(i), take any two points
R(i) and R(j) as the sub-interval control points, i ̸= j, 0 < i, j ≤ k + n. Collect the road
nodes node between R(i) and R(j) in the map of Zhengzhou City, and collect the movement
distance between any two nodes node.

Table 2 shows the four distribution centers E(i) and their coordinates set for the
experiment; thus, k = 4, 0 < i ≤ 4. Table 3 shows the 10 large supermarkets in Zhengzhou
city and their coordinates set for the experiment, denoted as the distribution points D(i);
thus, n = 10, 0 < i ≤ 10. Figure 10a shows the layout of the distribution centers E(i),
Figure 10b shows the layout of the distribution points D(i), Figure 10c shows the layout of
some major road nodes node, and Figure 10d shows the overlay of the distribution centers,
distribution points, and major road nodes. Based on the modeling conditions and the
experimental requirements, the experimental distribution points we have confirmed are
D(1): Zhong Yuan Wanda; D(2): Er Qi Wanda; D(3): Jinyi Cheng; D(4): Xi Yuan Mall;
D(5): Renmin Road Dennis; D(6): Er Qi MixC City; D(7): Guomao 360; D(8): Zhengzhou
YinxiangHui; D(9): Dennis Outlets; and D(10): Hanhai Beijin.

Table 2. The distribution centers and coordinates of the experiment.

Distribution Center E(i). E(1) E(2) E(3) E(4)

Longitude xE(i) 113.649 113.634 113.711 113.712
Latitude yE(i) 34.785 34.726 34.768 34.726

Table 3. The distribution points (supermarkets) D(i) and coordinates in Zhengzhou city.

Distribution point D(i) D(1) D(2) D(3) D(4) D(5)

Longitude xD(i) 113.608 113.649 113.616 113.608 113.682
Latitude yD(i) 34.752 34.724 34.768 34.763 34.762

Distribution point D(i) D(6) D(7) D(8) D(9) D(10)

Longitude xD(i) 113.668 113.686 113.731 113.726 113.672
Latitude yD(i) 34.761 34.791 34.754 34.781 34.815
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Figure 10. The layout of distribution centers, distribution points, road nodes, and the overlay diagram.
(a) represents the layout of the distribution centers. (b) represents the layout of the distribution points.
(c) represents the layout of some major road nodes. (d) represents the overlay of the distribution
centers, distribution points, and major road nodes.

4.1.2. Experiment Process

Based on the experimental objectives, we design the following experimental process:
(1) Based on the n number of distribution points D(i), use the constructed distribution

point cellular space model to output the Zhengzhou city cellular space.
(2) Based on the k number of distribution centers E(i), the n number of distribution

points D(i), and the road nodes node, the k-center cellular clustering algorithm based on
the spatial decision tree is used to calculate the clustering spatial decision tree Tree(i) for
each distribution point D(i). The objective functions f(E(i),D(i)) and the distribution point
clustering matrix CD(i) of each distribution point D(i) relative to the distribution center E(i)
are output, and the spatial clusters E[i] of the distribution centers E(i) are finally output to
determine the distribution points D(i) with the highest spatial closeness to each distribution
center. Based on the clustering results, output the clustering space DSC.

(3) Based on the clustering results, randomly select the distribution points D(i) for
the materials to be transported. Weigh the spatial relationship between the point E(i) of
each cluster and the distribution points D(i), and use the constructed intelligent connected
vehicle material distribution route model to search for the optimal route. Starting from the
distribution center E(i) of each cluster E[i], we search for the shortest route, respectively,
and select the distribution center E(i) with the lowest route cost as the starting point for
distribution.

(4) Design the comparative experiment to verify the advantages of the proposed
algorithm. Intelligent connected vehicles usually use electronic maps for route planning. We
choose the commonly used Baidu Map (Version: 16.3.0) and 360 Map (Version: 3.7.0.1004) as
the control group, and our proposed algorithm is the experimental group, with the selected
point E(i) as the common starting point. The control group and the experimental group,
respectively, output the optimal route, and compare the results of the distance cost and
time cost. At the same time, we also set the commonly used route optimization algorithms
of Dijkstra and A* as the control group, and the proposed algorithm as the experimental
group, to compare the costs generated by the algorithms for the same distribution route.
Compare the time complexity of the proposed algorithm, the Dijkstra algorithm, and the
A* algorithm.

4.2. Experiment Result Analysis
4.2.1. Result and Analysis on the Distribution Point Cellular Space

Generate a cellular space containing 10 distribution points D(i) and certain road nodes
node within the Zhengzhou city by using the constructed topology algorithm, as shown
in Figure 11. Figure 11a shows the extracted of 10 discrete distribution points D(i) and all
road nodes node; Figure 11b shows the generated cellular space, in which each closed and
independent unit consisting of three or more road nodes node is a spatial cellular unit. The
green cellular unit represents the one in which the distribution point D(i) is located, and
the white cellular unit represents the empty cellular unit D(∅).
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Figure 11. The basic element of the cellular space and the generated cellular space. (a) shows the 
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By analyzing the visualization results of the cellular space in Figure 11, the following 
conclusions can be drawn: 

(1) Perform an overlay analysis on the distribution maps of the distribution points 
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Figure 11. The basic element of the cellular space and the generated cellular space. (a) shows the
extracted of 10 discrete distribution points and all road nodes. (b) shows the generated cellular space.
in which each closed and independent unit consisting of three or more road nodes node is a spatial
cellular unit. The green cellular unit represents the one in which the distribution point D(i) is located,
and the white cellular unit represents the empty cellular unit D(∅).

By analyzing the visualization results of the cellular space in Figure 11, the following
conclusions can be drawn:

(1) Perform an overlay analysis on the distribution maps of the distribution points
and the road nodes. The distribution points D(i) and the road nodes node show a non-
overlapping spatial relationship, which meets the conditions for constructing the cellular
space algorithm. For the distribution pattern of point set

{
D(i)

}
and {node}, it can be seen

that one distribution point can form multiple cellular structures.
(2) Constrained by the geographical space and the road distribution conditions of

Zhengzhou city, the constructed cellular space algorithm only generates one optimal cellular
distribution structure, and the position, structure, area, and the included points of each
distribution point cellular unit D(i) and empty cellular unit D(∅) are controlled and fixed
by the algorithm and the geographical constraints.

(3) The cellular space visualizes the relative positions, adjacency relationships and
clustering relationships between the distribution point cellular units D(i) and the empty
cellular units D(∅) in the spatial coordinate system, forming the necessary condition for
distribution point cellular clustering. From the analysis of the adjacency relationship
of each cellular unit, it can be concluded that the adjacent cellular units with shared
edges are superior to the remote ones in forming a gathered cluster in the aspect of the
geographical conditions.

4.2.2. The Results and Analysis of the Distribution Point Cellular Space Clustering

Firstly, the distribution center set
{

E(i)

}
is loaded into the distribution point set{

D(i)

}
and the road point set {node} through the overlay operation. The spatial accessibility

between each distribution point D(i) and the distribution center E(i) is calculated based on
the spatial coordinates (x, y) of the point set collected in Tables 2 and 3, and the clustering
objective function is constructed. Output the clustering spatial decision tree Tree(i) of each
distribution point D(i) using the clustering algorithm, and output the clustering matrix
CD(i). Based on the matrix CD(i), output the clusters E[i] with the distribution centers E(i)
as the k-center points. Figure 12 shows the clustering spatial decision tree Tree(i) of each
distribution point. The tree nodes store the objective functions between the distribution
point D(i) and the distribution center E(i), representing the spatial accessibility between
points. The distribution center E(i) of the root node Nroot is the cluster in which the
distribution points are located. Table 4 shows the generated distribution point clustering
matrix CD(i). According to the decision tree Tree(i) of each distribution point visualized
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in Figure 12 and the clustering matrix CD(i) of distribution points in Table 4, the clusters
E[i] generated by each distribution center E(i) are obtained. The results of each cluster are
as follows:

(1) Cluster E[1]:
{

D(3), D(6), D(10)

}
;

(2) Cluster E[2]:
{

D(1), D(2), D(4)

}
;

(3) Cluster E[3]:
{

D(5), D(7), D(8), D(9)

}
;

(4) Cluster E[4]:
{

D(∅)

}
.

Symmetry 2024, 16, 749 33 of 46 
 

 

distribution point clustering matrix ( )D iC . According to the decision tree ( )iTree  of each 
distribution point visualized in Figure 12 and the clustering matrix ( )D iC  of distribution 
points in Table 4, the clusters [ ]iE   generated by each distribution center ( )iE   are ob-
tained. The results of each cluster are as follows: 
(1) Cluster [1]E : { }(3) (6 ) (10 ), ,D D D ; 

(2) Cluster [2]E : { }(1) (2) (4), ,D D D ; 
(3) Cluster [3]E : { }(5) (7 ) (8) (9), , ,D D D D ; 

(4) Cluster [4]E : { }( )D ∅ . 
Based on the constraints of the clustering algorithm on the control points and the 

boundary conditions of each cluster in the cellular space, as well as the generated cellular 
space structure and the clustering results, the cluster shape is generated in the cellular 
space, which includes cluster centers ( )iE , cluster cellular units ( )iD , and road nodes 
oden , as shown in Figure 13. Figure 13a is a structural diagram containing the distribution 

centers ( )iE  and the relationship between each cellular unit ( )iD  and the center ( )iE . 
Figure 13b is a structural diagram of each cluster, and the cluster covered by the dark 
yellow boundaries and the blue area is the cluster [1]E  where distribution center (1)E  is 
located; the cluster covered by the red boundaries and the purple area is the cluster [2]E  
where distribution center (2)E  is located; the cluster covered by the dark grey bounda-
ries and the gray area is the cluster [3]E  where distribution center (3)E  is located. In 
each cluster, the cluster [1]E   contains three cellular units, (3)D  , (6)D  , and (10)D  , 
marked in pink; cluster [2]E   contains three cellular units, (1)D  , (2)D  , and (4)D  , 
marked in green; cluster [3]E  contains four cellular units, (5)D , (7 )D , (8)D , and (9)D
, marked in brown; and cluster [4 ]E  contains empty cellular units. 

 
Figure 12. The clustering spatial decision tree of each distribution point ( )iD . (a–j) represent the 
trees of distribution points (1)D  to (10)D . 

Table 4. The generated distribution point clustering matrix ( )D iC . 

Cluster [ ]iE   
Distribution Point ( )iD  and Maximum Function Value 

( )( ), ( )max E i D if  
[1]E  (3)D -0.2694; (6)D -0.3267; (10)D -0.2645 
[2 ]E  (1)D -0.2720; (2)D -0.6608; (4)D -0.2211 
[3]E  (5)D -0.3377; (7 )D -0.2944; (8)D -0.4096; (9)D -0.5038 
[4 ]E  ( )D ∅  

 

Figure 12. The clustering spatial decision tree of each distribution point D(i). (a–j) represent the trees
of distribution points D(1) to D(10).

Table 4. The generated distribution point clustering matrix CD(i).

Cluster E[i] Distribution Point D(i) and Maximum Function Value maxf(E(i),D(i))

E[1] D(3)-0.2694; D(6)-0.3267; D(10)-0.2645
E[2] D(1)-0.2720; D(2)-0.6608; D(4)-0.2211
E[3] D(5)-0.3377; D(7)-0.2944; D(8)-0.4096; D(9)-0.5038
E[4] D(∅)

Based on the constraints of the clustering algorithm on the control points and the
boundary conditions of each cluster in the cellular space, as well as the generated cellular
space structure and the clustering results, the cluster shape is generated in the cellular
space, which includes cluster centers E(i), cluster cellular units D(i), and road nodes node, as
shown in Figure 13. Figure 13a is a structural diagram containing the distribution centers
E(i) and the relationship between each cellular unit D(i) and the center E(i). Figure 13b is a
structural diagram of each cluster, and the cluster covered by the dark yellow boundaries
and the blue area is the cluster E[1] where distribution center E(1) is located; the cluster
covered by the red boundaries and the purple area is the cluster E[2] where distribution
center E(2) is located; the cluster covered by the dark grey boundaries and the gray area
is the cluster E[3] where distribution center E(3) is located. In each cluster, the cluster E[1]
contains three cellular units, D(3), D(6), and D(10), marked in pink; cluster E[2] contains
three cellular units, D(1), D(2), and D(4), marked in green; cluster E[3] contains four cel-
lular units, D(5), D(7), D(8), and D(9), marked in brown; and cluster E[4] contains empty
cellular units.
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located. 
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Figure 13. The generated cluster shape in the cellular space, including the cluster centers E(i), cluster
cellular units D(i), and road nodes node. (a) is a structural diagram containing the distribution centers
and the relationship between each cellular unit and the center. (b) is a structural diagram of each
cluster, and the cluster covered by the dark yellow boundaries and the blue area is the cluster E[1]
where distribution center E(1) is located; the cluster covered by the red boundaries and the purple
area is the cluster E[2] where distribution center E(2) is located; the cluster covered by the dark grey
boundaries and the gray area is the cluster E[3] where distribution center E(3) is located.

Based on the analysis of Figures 12 and 13 and Table 4, the following conclusions can
be drawn:

(1) The constructed clustering algorithm is effective in aggregating distribution points
with spatial attributes, and can achieve clusters based on the spatial accessibility of dis-
tribution points. Therefore, the constructed clustering algorithm is feasible for achieving
spatial clustering.

(2) Figure 12a–j represent the clustering spatial decision trees of distribution points
D(1)~D(10). The clustering spatial decision tree Tree(i) generated for each distribution
point D(i) corresponds to the spatial accessibility between the distribution point and each
distribution center, and there are significant differences in spatial accessibility between
the points. Taking Figure 12a as an example, the spatial accessibility between distribution
point D(1) and distribution centers E(1)~E(4) are visualized in the structural tree-tree(a).
The spatial accessibility between D(1) and E(2) that is stored in the root node is 0.2720;
the spatial accessibility between D(1) and E(1) that is stored in the left child node of the
second layer is 0.1900; the spatial accessibility between D(1) and E(3) that is stored in the
right child node of the second layer is 0.0959; the spatial accessibility between D(1) and
E(4) that is stored in the child node of the third layer is 0.0933. According to the structural
tree-tree(a), the algorithm stores in a descending order for spatial accessibility, and the
cluster corresponding to the distribution center of the root node is the cluster to which
the distribution point belongs. The storage principle of other decision trees tree(b)~tree(j)
is identical.

The quantitative results of the decision tree prove that the constructed clustering
algorithm can obtain the spatial relationship between the distribution points and the
distribution centers through data-mining methods, and visualizes this spatial relationship
through a tree structure. The decision system of intelligent connected vehicles can search
for the distribution center with the highest spatial closeness to the current distribution point
by using the tree structure, providing a quantitative basis for determining the distribution
center with the lowest transportation cost.

(3) In the distribution point clustering matrix CD(i), the clusters E[1] and E[2] both
contain three distribution points, while cluster E[3] contains four distribution points. This
result proves that the clustering algorithm has the feature of fairness and uniformity in
constructing the spatial relationship between the distribution points and the distribution
centers, and can effectively and fairly cluster each distribution point. The algorithm has
strong features of robustness.
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(4) In the distribution point clustering matrix CD(i), the cellular units contained in
cluster E[4] are all the empty cellular units. This proves that the constructed clustering
algorithm can quickly and accurately search for the noise points with the lowest spatial
closeness, and can eliminate the noise points, providing the optimal spatial conditions for
intelligent connected vehicles to search for distribution routes.

(5) Analyze the generated shape and layout of the clusters in Figure 13. Figure 13a
shows the layout structure of the distribution centers and distribution points in the cellular
space. The green area represents the cellular units where the distribution points are located,
and the solid yellow circles represent the distribution centers. From the distribution
map, it can be seen that there is a relatively discrete spatial relationship between the
cellular units of the distribution centers and the distribution points, and there are spatial
accessibility barriers between the distribution centers and the distribution points. Therefore,
constructing clusters with the distribution centers as coordinate origins is a precondition
for obtaining the optimal spatial clustering of distribution points and for searching for the
optimal distribution route. Figure 13b shows the visualization results of the clusters output
by the algorithm. The blue area represents distribution center cluster E[1], the purple area
represents distribution center cluster E[2], and the green area represents distribution center
cluster E[3]. Distribution center E(4) does not constitute a cluster. The spatial accessibility
from distribution point D(i) contained in its cluster E[i] to the distribution center E(i)
within this cluster is greater than that of the distribution centers E(i) within other clusters,
indicating that the distribution points of one cluster are closest to the distribution center
within this cluster, and the cost of transporting materials from the distribution center within
the cluster to the distribution points of the cluster is the lowest. When the distribution
points that require materials involve multiple clusters, the closer the cluster is, and the
more distribution points belong to it, the higher the probability that its distribution center
is output by the algorithm as the starting point of the distribution route. Among the three
clusters containing distribution points, E[1] and E[2] have four shared edges, E[1] and E[3]
have four shared edges, while E[2] and E[3] do not have shared edges. This proves that the
constructed clustering algorithm is constrained by the geographical space and the road
traffic conditions, and the clusters are strictly composed of positioning points and road
boundaries. The visualization results of the clusters provide decision support for intelligent
connected vehicles in searching for routes.

4.2.3. The Results and Analysis of the Intelligent Connected Vehicle Distribution Route
Experiment Condition

Based on the constraints of the operating speed and the material distribution time of
intelligent connected vehicles in cities, the following scenarios are set in the experiment,
and experimental data is collected based on these preconditions. The experiment outputs
intelligent connected vehicle distribution routes.

(1) Constrained by urban transportation and the geospatial conditions, the compre-
hensive average speed for an intelligent connected vehicle is set to 20 km/h;

(2) When an intelligent connected vehicle arrives at the distribution point at a cer-
tain time ta, it immediately carries out material uploading. When material uploading is
completed, it leaves D(i) at a certain time tb to move on to the next point D(i+1). The
experimental sets that, from the time of arrival ta in D(i) to the time of departure tb in D(i),
the intermediate time ∆t (in hours) is used for material unloading, and the unloading time
∆t met is ∆t = tb − ta. For the ease of calculation, we set ∆t = 1.0 uniformly. Set the loading
time of the intelligent connected vehicle at the distribution center as 8:00–10:00 a.m., and
the departure time as 10:00 a.m.

(3) The working time in the whole process of intelligent connected vehicles is jointly
determined by the travel time and the uploading time. The experiment sets a maximum of
four distribution points D(i) for intelligent connected vehicles to deliver materials within a
working day of 8 h. Therefore, the number of control points R(i) that the distribution route
meets is d = 4. According to the conditions, the randomly selected distribution points for
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the experiment are {D(1): Zhong Yuan Wanda; D(2): Jinyi Cheng; D(3): Dennis Outlets; and
D(4): Hanhai Beijin}.

(4) Based on the number of the distribution points d = 4, and on the route sub-intervals
rsub(x, y)(u) involved in the experiment, the maximum number of the sub-intervals meets
maxu = 5.

Experiment Results and Analysis

According to the experimental conditions, we collect the movement distance between
all the road nodes and the adjacent nodes in Zhengzhou City. We randomly select the
distribution points D(i) with a total quantity d = 4 from each cluster E[i] and set them
as the control points R(i) for the material distribution routes. An intelligent connected
vehicle starts from the distribution center E(i), distributes materials to the distribution
points D(i) along the algorithm constrained route, and finally returns to D(i). Using the
constructed improved cockroach optimization algorithm, we firstly output the global
optimal cockroaches Csub(i) between the control points R(i) containing E(i) and D(i) by
using the Module 1 algorithm, and then determine the optimal solutions fG(x) of the
sub-intervals rsub(x, y)(u), which are the shortest road travel distances in the sub-intervals.
Secondly, using the Module 2 algorithm, we search the route intervals composed of E(i) and
D(i) to obtain the global optimal cockroach C(i), and determine the optimal solution fG(x)
of the interval Path(u), which is the shortest moving distance of the distribution route.

According to the experimental conditions and process, we output the cockroach C(i),
the sub-interval cost f (x)sub, and cockroach cost f (x) corresponding to the optimal distri-
bution route starting from E(1)~E(4) (also ending at E(1)~E(4)), as shown in Table 5. Based
on the results in Table 5, we visually output the trend charts of the sub-interval costs f (x)sub
and the interval cost f (x) corresponding to the optimal cockroach cost in the sub-interval
and the optimal cockroach cost in the route interval, as Figure 14 shows. Figure 14a–d
represents the optimal distribution routes from the distribution centers E(1)~E(4) as the
starting (and ending) points, with the blue curve representing optimal route 1 and the red
curve representing optimal route 2.

Table 5. The cockroach C(i), sub-interval cost f (x)sub, and cockroach cost f (x) corresponding to the
optimal distribution route starting from E(1)~E(4) (also ending at E(1)~E(4)).

Starting
(Ending)

Point
Route C(i)

rsub(x,y)(u)~f(x)sub f(x)
u=1 u=2 u=3 u=4 u=5

E(1)
Route 1 E(1)D(3)D(1)D(10)D(9)E(1) 3.0 3.4 12.1 8.3 9.3 36.1
Route 2 E(1)D(9)D(10)D(1)D(3)E(1) 9.3 8.3 12.1 3.4 3.0 36.1

E(2)
Route 1 E(2)D(1)D(3)D(10)D(9)E(2) 5.1 3.4 10.2 8.3 14.0 41.0
Route 2 E(2)D(9)D(10)D(3)D(1)E(2) 14.0 8.3 10.2 3.4 5.1 41.0

E(3)
Route 1 E(3)D(1)D(3)D(10)D(9)E(3) 10.7 3.4 10.2 8.3 2.6 35.2
Route 2 E(3)D(9)D(10)D(3)D(1)E(3) 2.6 8.3 10.2 3.4 10.7 35.2

E(4)
Route 1 E(4)D(1)D(3)D(10)D(9)E(4) 12.5 3.4 10.2 8.3 7.3 41.7
Route 2 E(4)D(9)D(10)D(3)D(1)E(4) 7.3 8.3 10.2 3.4 12.5 41.7

Based on the results in Table 5 and Figure 14, it can be seen that by selecting the
distribution points D(i) in each cluster, among all the optimal routes starting from the
distribution centers E(1)~E(4) (also endpoints), the two distribution routes starting from
the distribution center E(3) (also an endpoint) have the lowest cost of 35.1, followed by the
two distribution routes starting from the distribution center E(1) (also an endpoint) with
a cost of 36.1. The costs of distribution routes starting from E(2) and E(4) (also endpoints)
are relatively high, at 41.0 and 41.7, respectively. Therefore, the intelligent connected
vehicle system selects distribution center E(3) as the starting point for material distribution,
and chooses E(3)D(1)D(3)D(10)D(9)E(3) or E(3)D(9)D(10)D(3)D(1)E(3). Table 6 shows the
operation time schedule, the total time consumption, and the total mileage of the intelligent
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connected vehicle completing material distribution from the starting point E(3) (also the
endpoint) based on the results output in Table 5, in which tdep represents the departure time
and tarr represents the arrival time. The experimental results show that when using the
same algorithm with different starting distribution centers, there are significant differences
in the costs of the distribution routes. Choosing the distribution center with the lowest
route cost as the starting point for distribution can effectively reduce the distribution cost
for the intelligent connected vehicles.

Symmetry 2024, 16, 749 37 of 46 
 

 

center with the lowest route cost as the starting point for distribution can effectively re-
duce the distribution cost for the intelligent connected vehicles. 

Figure 14 shows that when starting from any distribution center, the cost of the route 
interval shows a fluctuating trend. When the starting points are identical, the interval costs 
of the two routes are different, but the final route costs are the same. When using the same 
distribution center as the starting point, the total costs of the on and off routes are the 
same, but due to the different costs of each interval, the time schedules for the distribution 
vehicles to arrive at each distribution point are different. This result can also be obtained 
from Table 6. It indicates that when delivering materials, the two modes can be selected 
based on the different time requirements and the urgency of each distribution point: the 
on and off routes. The relatively urgent distribution points can be arranged for morning 
distribution, while the relatively less urgent distribution points can be arranged for after-
noon distribution. This result also fully demonstrates the feature of symmetry in our pro-
posed algorithm, as the driving costs for vehicles in the on and off trips in the distribution 
routes are identical. 

Table 5. The cockroach ( )iC , sub-interval cost ( )subf x , and cockroach cost ( )f x  corresponding 
to the optimal distribution route starting from (1)E ~ (4)E  (also ending at (1)E ~ (4)E ). 

Starting 
(Ending) 

Point 
Route ( )iC  

( )( , )sub ur x y ~ ( )subf x  
( )f x  

1u =  2u =  3u =  4u =  5u =  

(1)E  Route 1 (1) (3) (1) (10) (9) (1)E D D D D E  3.0 3.4 12.1 8.3 9.3 36.1 
Route 2 (1) (9) (10) (1) (3) (1)E D D D D E  9.3 8.3 12.1 3.4 3.0 36.1 

(2)E  Route 1 (2) (1) (3) (10) (9) (2)E D D D D E 5.1 3.4 10.2 8.3 14.0 41.0 
Route 2 (2) (9) (10) (3) (1) (2)E D D D D E 14.0 8.3 10.2 3.4 5.1 41.0 

(3)E  Route 1 (3) (1) (3) (10) (9) (3)E D D D D E  10.7 3.4 10.2 8.3 2.6 35.2 
Route 2 (3) (9) (10) (3) (1) (3)E D D D D E  2.6 8.3 10.2 3.4 10.7 35.2 

(4)E  Route 1 (4) (1) (3) (10) (9) (4)E D D D D E  12.5 3.4 10.2 8.3 7.3 41.7 
Route 2 (4) (9) (10) (3) (1) (4)E D D D D E  7.3 8.3 10.2 3.4 12.5 41.7 

 

    
(a) (b) (c) (d) 

Figure 14. The trend charts of the sub-interval costs ( )subf x  and the interval cost ( )f x  corre-
sponding to the optimal cockroach cost of the sub-interval and the optimal cockroach cost of the 
route interval. (a–d) represent the charts for Starting (Ending) point (1)E ~ (4)E . 

Table 6. The operation time schedule, total time consumption, and total mileage of an intelligent 
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Figure 14. The trend charts of the sub-interval costs f (x)sub and the interval cost f (x) corresponding
to the optimal cockroach cost of the sub-interval and the optimal cockroach cost of the route interval.
(a–d) represent the charts for Starting (Ending) point E(1)~E(4).

Table 6. The operation time schedule, total time consumption, and total mileage of an intelligent
connected vehicle completing material distribution from the starting point E(3) (also endpoint). In the
table, CP—control point, TS—time schedule, TC—time consumption (unit: h), RM—route mileage
(unit: km).

E(3)-Route 1 E(3)-Route 2

CP TS TC RM CP TS TC RM

E(3)
tarr -- -- --

E(3)
tarr -- -- --

tdep 10:00
0.535 10.70

tdep 10:00
0.130 2.6

D(1)
tarr 10:32

D(9)
tarr 10:08

tdep 11:32
0.170 3.40

tdep 11:08
0.415 8.30

D(3)
tarr 11:42

D(10)
tarr 11:33

tdep 12:42
0.510 10.20

tdep 12:33
0.510 10.20

D(10)
tarr 13:13

D(3)
tarr 13:04

tdep 14:13
0.415 8.30

tdep 14:04
0.170 3.40

D(9)
tarr 14:38

D(1)
tarr 14:14

tdep 15:38
0.130 2.60

tdep 15:14
0.535 10.70

E(3)
tarr 15:46

E(3)
tarr 15:46

tdep -- -- -- tdep -- -- --

Total TC for
traveling and RM 1.760 35.20 Total TC for

traveling and RM 1.760 35.20

Total TS and TC for
the whole process 10:00–15:46 5.76 Total TS and TC for

the whole process 10:00–15:46 5.76

Figure 14 shows that when starting from any distribution center, the cost of the route
interval shows a fluctuating trend. When the starting points are identical, the interval
costs of the two routes are different, but the final route costs are the same. When using
the same distribution center as the starting point, the total costs of the on and off routes
are the same, but due to the different costs of each interval, the time schedules for the
distribution vehicles to arrive at each distribution point are different. This result can also
be obtained from Table 6. It indicates that when delivering materials, the two modes can
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be selected based on the different time requirements and the urgency of each distribution
point: the on and off routes. The relatively urgent distribution points can be arranged for
morning distribution, while the relatively less urgent distribution points can be arranged
for afternoon distribution. This result also fully demonstrates the feature of symmetry
in our proposed algorithm, as the driving costs for vehicles in the on and off trips in the
distribution routes are identical.

4.2.4. Comparative Experiment and Analysis
Experiment Condition

To verify the feasibility and advantages of the proposed algorithm, we select com-
mercial electronic maps, which are most frequently used for route planning in logistics
distribution, as the control group, including the Baidu Map and the 360 Map. The control
experiment conditions are set as follows:

(1) Set the comprehensive average speed for the intelligent connected vehicle to
20 km/h;

(2) Based on the experiment in Section 4.2.3, determine E(3) to be the optimal distri-
bution center. Therefore, in the comparative experiments, the routes all start and end at
distribution center E(3), with the distribution order set as “E(3)-Route 1”, that is, the route
is “E(3)D(1)D(3)D(10)D(9)E(3)”;

(3) The loading time for the intelligent connected vehicle at the distribution center is
from 8:00 a.m. to 10:00 a.m., and the departure time is 10:00 a.m. The uploading time for
each distribution point is ∆t = 1.0;

(4) Using the same route as the standard, the control group determines the shortest
route within each sub-interval of the distribution route by using the Baidu Map and the
360 Map as the searching method, outputs the cost of each sub-interval and the total cost of
the route, and based on this, outputs the distribution time schedule for the experimental
group and the control group.

(5) The commonly used route-searching algorithms embedded in electronic maps
include the Dijkstra optimization algorithm, the A* optimization algorithm, etc. They are
classic methods in searching for the shortest route. On the basis of comparing the commonly
used map methods for route planning, we use the Dijkstra optimization algorithm and
the A* optimization algorithm for the control group to compare with our proposed route
algorithm, including the route cost and computational complexity.

Results and Analysis of the Comparison with Commonly Used Map Methods

Based on the comparative experimental conditions and objectives, we output the sub-
interval costs and route costs on the same distribution route for the experimental group and
the control group, as shown in Table 7. The experimental group is represented as EG, the
Baidu Map method for the control group is represented as CG-1, and the 360 Map method
for the control group is represented as CG-2. Based on the results in Table 7, we obtain the
sub-interval cost and total route cost curves and comparison charts for the experimental
group and the control group on the distribution route, as shown in Figure 15. Figure 15a
shows the sub-interval cost and total route cost for the experimental group, Figure 15b
shows the sub-interval cost and total route cost for the Baidu Map method, Figure 15c
shows the sub-interval cost and total route cost for the 360 Map method, and Figure 15d
is the comparison bar chart between the results of the experimental group and those of
the control group, in which the blue bar represents the experimental group, the yellow bar
represents the Baidu Map method, and the green bar represents the 360 Map method. Based
on the results of the comparative experiment, the time cost and time schedules for the three
methods of distributing materials are output according to the distribution requirements, as
shown in Table 8.
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Table 7. The sub-interval costs and the total route costs output by the experimental group and the
control group.

Starting
(Ending)

Point
Group Route

rsub(x,y)(u)~f(x)sub f(x)
u=1 u=2 u=3 u=4 u=5

E(3)

EG E(3)D(1)D(3)D(10)D(9)E(3) 10.7 3.4 10.2 8.3 2.6 35.2
CG-1 E(3)D(1)D(3)D(10)D(9)E(3) 11.3 2.6 10.8 8.7 3.0 36.4
CG-2 E(3)D(1)D(3)D(10)D(9)E(3) 11.7 3.5 10.1 9.2 3.4 37.9
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Table 8. The time cost and time schedules for the three methods of distributing materials. In the
table, CP—control point, TS—time schedule, TC—time consumption (unit: h), RM—route mileage
(unit: km).

EG CG-1 CG-2

CP TS TC RM TS TC RM TS TC RM

E(3)
tarr -- -- -- tarr -- -- -- tarr -- -- --

tdep 10:00
0.535 10.70

tdep 10:00
0.565 11.3

tdep 10:00
0.585 11.70

D(1)
tarr 10:32 tarr 10:34 tarr 10:35

tdep 11:32
0.170 3.40

tdep 11:34
0.130 2.60

tdep 11:35
0.175 3.50

D(3)
tarr 11:42 tarr 11:42 tarr 11:46

tdep 12:42
0.510 10.20

tdep 12:42
0.540 10.80

tdep 12:46
0.505 10.10

D(10)
tarr 13:13 tarr 13:14 tarr 13:16

tdep 14:13
0.415 8.30

tdep 14:14
0.435 8.70

tdep 14:16
0.460 9.20

D(9)
tarr 14:38 tarr 14:40 tarr 14:44

tdep 15:38
0.130 2.60

tdep 15:40
0.150 3.00

tdep 15:44
0.170 3.40

E(3)
tarr 15:46 tarr 15:49 tarr 15:54

tdep -- -- -- tdep -- -- -- tdep -- -- --

Total TC for
traveling and RM 1.760 35.20 1.820 36.40 1.895 37.90

Total TS and TC for
the whole process 10:00–15:46 5.760 10:00–15:49 5.820 10:00–15:54 5.895

Analyzing Table 7 and Figure 15, under the conditions of the two sets of route planning
methods for the experimental group and the control group, the sub-interval cost and
route cost of the three methods show a fluctuating trend, indicating that our proposed
algorithm and map methods are constrained by the urban geographic space when planning
distribution routes, resulting in different transportation costs in the different sub-intervals.
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Analyzing the sub-interval costs, our proposed algorithm generates lower distances and
time costs in the vast majority of sub-intervals than the routes planned by the control
group, and the total costs of the routes are also lower than the routes planned by the control
group. Experimental results show that our proposed algorithm has significant advantages
in searching for the lowest cost route compared to the commonly used electronic map
methods for distribution route logistics planning. The global optimal route obtained from
the searching process can generate lower distances and time costs than the electronic maps.

In terms of the total route cost, the proposed algorithm has a distance cost 1.2 km
lower than the Baidu Map method and 2.7 km lower than the 360 Map method. In terms of
the total time cost, the proposed algorithm has a time cost 0.06 h lower than the Baidu Map
method and 0.135 h lower than the 360 Map method. The experimental results demonstrate
that our proposed algorithm can search for the global optimal distribution route and mini-
mize the cost of distribution routes. Therefore, as for the operating vehicle in the logistics
distribution system, the intelligent connected vehicle is controlled by the backend server
decision-making system. The proposed algorithm could serve as an embedded guiding
algorithm to lead an intelligent connected vehicle, which can minimize transportation
costs. Take a practical application scenario for example: assuming that the fuel or electricity
consumption per 1 km of vehicle travel is constant, when multiple distribution vehicles
participate in distributing activities for multiple times, if our proposed algorithm saves
1 km of transportation route costs in a single distributing activity compared to conven-
tional map methods, then 1000 occurrences of distributing activities can save 1000 km
of transportation route costs. Converting this into fuel or electricity, it can save logistics
companies from a huge amount of energy consumption and significant expenses. From
the perspective of energy conservation, our proposed algorithm has significant advantages
over map-planning methods.

Results and Analysis of the Comparison with Route-Searching Algorithms

The Dijkstra optimization algorithm and the A* optimization algorithm are set as the
control group. We output the sub-interval costs and route costs on the same distribution
route for the experimental group and control group, as shown in Table 9. The experimental
group is represented as EG, the Dijkstra optimization algorithm for the control group is
represented as CG-1, and the A* optimization algorithm for the control group is represented
as CG-2. Based on the results in Table 9, we obtain the curves of the sub-interval costs and
the total route costs, and comparison charts for the experimental group and the control
group on their distribution routes, as shown in Figure 16. Figure 16a shows the sub-interval
costs and the total route cost of the experimental group, Figure 16b shows the sub-interval
costs and the total route cost of the Dijkstra optimization algorithm, Figure 16c shows the
sub-interval costs and the total route cost of the A* optimization algorithm, and Figure 16d
is the comparison bar chart between the experimental group and the control group, in
which the blue bar represents the experimental group, the yellow bar represents the Dijkstra
optimization algorithm, and the green bar represents the A* optimization algorithm.

Table 9. The sub-interval costs and route costs of the distribution route for the experimental group
and control group.

Starting
(Ending)

Point
Group Route

rsub(x,y)(u)~f(x)sub f(x)
u=1 u=2 u=3 u=4 u=5

E(3)

EG E(3)D(1)D(3)D(10)D(9)E(3) 10.7 3.4 10.2 8.3 2.6 35.2
CG-1 E(3)D(1)D(3)D(10)D(9)E(3) 11.4 3.2 10.1 8.9 3.4 37
CG-2 E(3)D(1)D(3)D(10)D(9)E(3) 10.9 3.2 10.7 9 3 36.8
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(d) represents the comparison among the experimental group, control group 1 and control group 2.

Based on the proposed algorithm modeling process and principle, we calculate the
time complexity of the proposed algorithm, the Dijkstra optimization algorithm, and the
A* optimization algorithm, and then obtain the comparison results in Table 10. In terms of
time complexity, n is the number of road nodes within the sub-interval or the number of
control nodes in the distribution route.

Table 10. The comparison of the time complexity of the proposed algorithm, the Dijkstra optimization
algorithm, and the A* optimization algorithm.

The Proposed Algorithm Dijkstra A*

Time complexity O(n) O(n2) O(n2)

Analyze the results of Table 9 and Figure 16. Under the conditions of the two groups
of route-planning methods, the sub-interval costs and the route costs of the output routes
of the three methods all show a fluctuating trend, indicating that our proposed algorithm
and the two route optimization methods are constrained by the urban geographic space
when planning distribution routes, resulting in different costs in different sub-intervals.
By analyzing the costs of the sub-intervals, it can be seen that our proposed algorithm
generates lower costs in the vast majority of sub-intervals than the routes in the control
group, and the total cost of the routes is also lower than that of the routes in the control
group. The experiment proves that our proposed algorithm has advantages over the two
route optimization algorithms in searching for the lowest-cost route, and the global optimal
route obtained from the searching process can generate lower costs. Under the example
conditions, the distance generated by our proposed algorithm is 1.8 km lower than that
of the Dijkstra algorithm, while the total distribution time is 0.09 h lower; the distance
generated by our proposed algorithm is 1.6 km lower than that of the A* algorithm, while
the total distribution time is 0.08 h lower.

Analyze the reasons for this result. Firstly, Dijkstra is a locally greedy searching
algorithm that focuses only on the optimal solution of the current node in each searching
step, rather than searching for the route from a global optimal perspective. Especially
when the number of nodes in the searching interval is large, Dijkstra’s ability to search
for the global optimal solution is not outstanding. A* has strict requirements for the
selection of an evaluation function, it is sensitive to the estimated path cost, and may not
be able to search for the global optimal solution. In contrast, our proposed algorithm is an
improvement on the cockroach optimization algorithm, which is divided into sub-intervals
and route intervals. Each level establishes an optimal solution algorithm that traverses
all cockroach individuals, ensuring that the global optimal solution can be searched for
within both sub-intervals and route intervals. Therefore, its performance is better than
that of Dijkstra and A*. From the perspective of time complexity, we have improved the
cockroach optimization algorithm by reducing its originally complex dimensionality and
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changing its multi-loop structure, while calculating the optimal solution separately in
sub-intervals and route intervals. It greatly reduces time complexity. Dijkstra is based on
local greedy searching and A* is inspired by evaluation function searching. Their algorithm
models include two-level loop structures, and the more nodes there are, the higher the
time complexity will be. Therefore, the computational efficiency of our proposed algorithm
is higher.

4.3. Conclusions on the Problem Solutions

Through these experiments, we have verified the feasibility of the constructed material
distribution route algorithm and its advantages compared to other methods. Based on
the experimental results, we identify solutions to the problems of material distribution
outlined in Section 1.2 and Figure 1 in the introduction, as shown in Figure 17.
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5. Conclusion and Prospect
5.1. Research Conclusions

On the basis of analyzing the problems in the material distribution routes, we propose
a research method to integrate the intelligent connected vehicle system with material distri-
bution, and construct an intelligent connected vehicle material distribution route model
based on k-center spatial cellular clustering and the improved cockroach optimization
algorithm. By establishing a cellular space based on distribution centers, distribution
points, and geospatial data, a k-center spatial cellular clustering algorithm is constructed
to generate spatial clusters with the distribution centers as the clustering seed points. The
neighborhood relationship between the distribution centers and the distribution points is
quantified and visualized. Based on the neighborhood relationship, an intelligent connected
vehicle material distribution route model based on the improved cockroach optimization
algorithm is constructed. The goal is to search for the optimal distribution route starting
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from each distribution center, compare the costs of the distribution routes from each dis-
tribution center using the spatial decision tree, and obtain the optimal distribution center
recommendation. To verify the feasibility and advantages of the algorithm, we design
case studies and comparative experiments. Experimental results show that our proposed
algorithm has a total distance cost that is 1.2 km lower than the distance cost generated by
the Baidu Map method and 2.7 km lower than the distance cost generated by the 360 Map
method. In terms of the total time cost, it is 0.06 h lower than the time cost generated by the
Baidu Map method and 0.135 h lower than the time cost generated by the 360 Map method.
Therefore, our proposed algorithm can search for the distribution route with the lowest
transportation cost. Compared to the commonly used electronic maps for distribution
route-planning, our proposed algorithm can output distribution routes with lower costs
than the electronic maps under the same distribution sequence, ultimately reducing the
transportation costs for the intelligent connected vehicle material distribution system. Com-
pared with the commonly used Dijkstra algorithm and A* algorithm for route optimization,
our proposed algorithm also generates lower costs. Under the example conditions, the
distance generated by our proposed algorithm is 1.8 km lower than that of the Dijkstra
algorithm, and the total distribution time is 0.09 h less than that of the Dijkstra algorithm.
The distance generated by our proposed algorithm is 1.6 km lower than that of the A*
algorithm, and the total distribution time is 0.08 h less than that of the A* algorithm.

5.2. The Scope of Its Practical Application

The proposed distribution route algorithm has rigorous logic and executable capability, and
has a wide range of applications in the logistics field, mainly including the following aspects.

(1) The clustering model constructed with a distribution center as the core can be applied
to the spatial distribution and layout planning of distribution points, serving as the basis for
management departments to formulate decision-making plans and related policies.

(2) The distribution center-matching method based on distribution route cost can be
applied to site selection of distribution centers, providing a scientific and quantitative basis
for management departments, helping them to select the optimal distribution center and
quickly make material distribution decisions.

(3) The constructed distribution route algorithm can be used for urban conven-
tional logistics distribution route planning, emergency material distribution route plan-
ning, etc., providing a scientific basis for management departments to quickly design
transportation routes.

(4) All the constructed algorithms, including the spatial clustering algorithm, the
distribution center-matching algorithm, and the distribution route algorithm, are the deep
integration of intelligent vehicle networking technology and logistics technology. They
can be used as embedded algorithms for developing intelligent systems such as vehicle
decision-making systems, navigation systems, management information systems, and
material distribution decision-making systems, etc., providing technical support for system
research, development, and application.

5.3. Future Work

The material distribution route algorithm is based on fixed distribution centers and
distribution points, without considering the urgency of material demand at different dis-
tribution points. In future research, the urgency of material requirements at distribution
points can be considered as an important factor in the planning of distribution routes. For
distribution points that urgently need supplies, they can be arranged to receive morning dis-
tribution, while other distribution points can be arranged to receive distributions at a later
time period. Integrating urgency to construct a route algorithm can make the intelligent
connected vehicle decision-making system more personalized and adaptable to possible
emergency situations in material distribution. In addition, the location selection of distribu-
tion centers is also an important issue in the field of material distribution research. Based
on the spatial modeling method and the route-searching algorithm we have developed,
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establishing a distribution center location algorithm for the urban geographic space and the
optimal distribution scenarios will also be the focus of our subsequent research. Optimizing
the layout of distribution centers can further optimize the space for material distribution,
thereby improving the efficiency of material distribution and reducing transportation costs.
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Abbreviation

D(i) Distribution point spatial cellular unit
n(i,j) Cellular unit control point
θ(i,j) Cellular unit searching azimuth
∆θ Azimuth increasing arc
D Distribution point cellular space
(x, y) Absolute coordinates of target positioning points
SA Target point spatial accessibility
DSC Distribution point clustering space
E[i] Distribution point cluster
f (x, y) Clustering objective function
Tree(i)(a) Clustering spatial decision tree
CD(i) Distribution point clustering matrix
rsub(x, y)(u) Distribution route sub-interval
r(v) Distribution route interval
Csub(i) Sub-interval cockroach individual
C(i) Interval cockroach individual
St(x, y) Cockroach crawling step
f I(x) Cockroach initial solution
fC(x) Cockroach current solution
fG(x) Cockroach optimal solution
St(x, y)∆ Step disturbance factor
Tree(i)(b) Distribution route cost decision tree
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