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Abstract

:

This paper analyzes the dynamic behavior of a fishery model described by differential algebraic equations. Two patches, namely free fishing area and protected area, are included in the model. The migration of fish is symmetrical, i.e., the fish can migrate between the two patches. It is observed that a singularity-induced bifurcation occurs when the economic benefit of harvesting changes. When the economic benefit is positive, a state feedback controller is added to stabilize the system. Some examples and numerical simulations are presented to verify the theoretical results. In addition, harvesting of prey populations is used as a control measure to obtain the maximum economic benefits and ecological sustainability. The optimal solution is derived by using Pontryagin’s maximum principle. Through extensive numerical simulations, it is shown that the optimal solution is capable of achieving ecosystem sustainability.
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1. Introduction


Fisheries are an important part of the national economy and provide important contributions to economic growth and employment. How to manage fisheries is a very complex issue. Therefore, new management approaches or options must be considered to prevent damage and to ensure that the marine ecosystems and their unique features are protected and restored. There are many models that consider protected areas [1,2,3,4,5]. It seems more realistic to consider fishery management in the presence of a predator that competes with humans for commercially viable prey. In this regard, marine reserves are often considered the main tool for relieving stress on marine resources and ecosystems. Therefore, it is very meaningful to analyze how to use protected areas as management tools for wild harvest fisheries.



Ami et al. [6,7] explored the impacts of the creation of marine protected areas (MPAs) from economic and biological perspectives. The authors examined a bio-economic model of a single-species fishery with a MPA in [8,9]. Ref. [7] concluded that protected patches are resource conservation populations, although they cannot prevent extinction in all cases, whereas Ref. [8] deduced the stable and unstable conditions of the system. T K Kar studied the prey–predator system in two patches of environments: one for prey and predators (patch 1), and the other for prey refuges (patch 2), in [1]. The prey refuge (patch 2) is a prey sanctuary where fishing is not allowed, while the unprotected area is an open fishing area. The existence of possible steady states and their local and global stability are discussed. The authors of [10] proposed and studied a Holling II functional response predator model with two patches, where one is a free fishing zone and the other is a protected area, which improved the model in [8] and proposed that the price of fish is related to the harvest.



F Mansal et al. [11] proposed a mathematical model for fisheries with variable market prices; they proved that a generalized market price equation (MPE) can be derived and must be solved to compute a non-trivial equilibrium for the model. Y Lv [12] studied a prey–predator model for harvesting fishery resources in protected areas and, unlike the previous model, predators were also harvested. It was proposed that the presence of harvesting affects the presence of equilibrium. Further, the stability criterion of the model was analyzed from both local and global perspectives. M I Batista [13] proposed the assessment of catches, landings and fishing effort as useful tools for MPA management. In addition, A Moussaoui [14] gave a bioeconomic model for saturated catch and variable price fisheries. P Paul et al. [15] studied the effects of low, medium and high protected area sizes on maximum sustainable yield and population levels in prey–predator systems under different possible scenarios. Researchers also studied the interactions between lobster fisheries and marine protected areas in central New Zealand [16]. Y Pei [17] presented a model based on a fishery management system with a selective harvesting policy. Different from [12], Y Pei divided predators into protected areas and open areas, and predators could move freely in the protected areas and open areas.



F Mansal [18] proposed a fractional fishery model for protected areas with fractional order derivatives of time; the main objective of that paper was to investigate the dynamics of predators and prey in fishery models when fractional order derivatives are used. The fractional derivative model overcomes the serious disadvantage of the classical integer order differential model theory and the experimental results, and can obtain good results with a few parameters. It has been applied in many fields, such as the dynamic analysis of the fractional prey–predator and harvest interaction of M Javidi [19], the dynamic analysis of fractional nutrient–plankton systems [20], and the study of fractional models for electric vehicle supercapacitors [21].



Optimal control theory is also often discussed in fisheries, and the most common method is Pontryagin’s maximum principle. For example, Ref. [8] discusses the optimal equilibrium point harvesting policy for a bio-economic model of a single-species fishery with a marine protected area. It was concluded that sustainable characteristics of fisheries can be implemented to maintain ecological balance and maximize net economic income from fisheries [10]. T K Ang used a non-linear Michaelis–Menten fishing model to discuss the dynamics and optimal harvest of a prey–predator fishery model [22]. For more examples of optimal control theory, one could refer to works [23,24,25].



Differential algebraic equations (DAEs) are widely used in linear (or non-linear) circuits, dynamic systems, chemical engineering, power engineering, and other fields, and their theory plays an important role in the mathematical models of many scientific and engineering problems. For example, K Chakraborty [26] considered a simple prey–predator model with a prey stage structure, and they verified the existence of singularity-induced bifurcation (SIB) phenomenon by using DAEs under internal equilibrium conditions of the system where the economic benefit is zero, and they designed an optimal control apparatus to eliminate the singularity-induced bifurcation and impulsive behavior of the system under consideration of positive economic benefits. The authors then constructed bifurcation and control for a bioeconomic model of a prey–predator system with time delays in two patches, one with a protected area and the other with an open area, and in the open area where no predator is considered [27].



Here, we consider a simple harvested prey–predator model to verify the existence of the SIB phenomenon under internal equilibrium conditions of a system with zero economic efficiency, and design state feedback controllers to overcome the SIB problem. The control problem is posed, and the corresponding optimality system describing the (continuous) optimal control solution is described. We find a representation of the optimal control, and present numerical results for scenarios with different illustrative parameter sets. Numerical results provide more realistic features of the system. In this paper, an iterative method for the Runge–Kutta fourth-order optimal control scheme is used for the solution.



The paper is organized as follows. In Section 2, the basic model is established. In Section 3, qualitative analysis is presented. The existence of singularity-induced bifurcation is proved, and an optimal controller is designed to eliminate the singularity-induced bifurcation in the system considering the positive economic benefits. The optimal harvest strategy is discussed in Section 4, and the corresponding numerical simulations are carried out in Section 5. Discussions and conclusions are presented in the last section.




2. Model Formulation


In this section, we consider a model of the interaction between fish populations in an open area and fish populations in a protected marine area. Suppose that   x , y   and z are the densities of the unprotected prey, protected prey, and predator populations at time t, respectively. It is assumed that all of these populations grow in a homogeneous environment. It is generally believed that when the number of predators increases indefinitely, the amount of food eaten by predators also increases indefinitely. However, we know that, in the real world, most animals have a digestive saturation factor. Thus, the following differential equations with a type Holling II functional response function represents the classical fishery model (see [12,18,27] for further details):


           d x   d t   =  r 1  x  1 −  x  K 1    −  σ 1  x +  σ 2  y −    β 1  x z    α 1  + x   −  q 1   E 1  x ,              d y   d t   =  r 2  y  1 −  y  K 2    +  σ 1  x −  σ 2  y ,              d z   d t   =    δ 1   β 1  x z    α 1  + x   − μ z ,        



(1)




where     β 1  x z    α 1  + x    is the Holling type II functional response [10]. In [10,28], the authors consider the situation where prey are also caught by predators in protected areas; inspired by this, the fishery model described by Equation (1) is generalized as follows:


           d x   d t   =  r 1  x  1 −  x  K 1    −  σ 1  x +  σ 2  y −    β 1  x z    α 1  + x   −  q 1   E 1  x ,              d y   d t   =  r 2  y  1 −  y  K 2    +  σ 1  x −  σ 2  y −    β 2  y z    α 2  + y   ,              d z   d t   =    δ 1   β 1  x z    α 1  + x   +    δ 2   β 2  y z    α 2  + y   − μ z ,        



(2)




where   r 1   and   r 2   denote the intrinsic growth rate of prey species within unreserved and reserved patches, respectively;   K 1   and   K 2   are the carrying capacity of prey in unreserved and reserved areas, respectively;   σ 1   and   σ 2   denote the migration rates between two patches, and they have the nature of symmetry;    β 1  ,  β 2    are the maximum uptake rates, and    δ 1  ,  δ 2    denote the ratio of biomass conversion rates (  0 <  δ 1  ,   δ 2  < 1  );   q 1   is the catchability coefficient of prey population;    α 1  ,  α 2    are the semi-saturation constants for the Holling type II function response;   E 1   is the effort to harvest prey in the unreserved area; and  μ  is the mortality rate of the predator.



The functional form of the harvest is often described using the phrase catch per unit effort (CPUE) hypothesis [29] to describe the assumption that catch per unit effort is proportional to population level. Thus, the harvest function is defined as   H =  q 1   E 1  x  . Let us extend our model by considering the following algebraic equation:


    p 1   q 1  x −  c 1    E 1  −  m 1  = 0 ,  



(3)




where   c 1   is the fixed fishing cost per unit of effort,   p 1   is the fixed price per unit of biomass of fish in the unreserved area, and   m 1   is the total economic rent received by the fishery. Thus, we obtain the following differential algebraic system:


           d x   d t   =  r 1  x  1 −  x  K 1    −  σ 1  x +  σ 2  y −    β 1  x z    α 1  + x   −  q 1   E 1  x ,              d y   d t   =  r 2  y  1 −  y  K 2    +  σ 1  x −  σ 2  y −    β 2  y z    α 2  + y   ,              d z   d t   =    δ 1   β 1  x z    α 1  + x   +    δ 2   β 2  y z    α 2  + y   − μ z ,              p 1   q 1  x −  c 1    E 1  −  m 1  = 0 ,        



(4)




with initial value


  x  0  =  x 0  ≥ 0 ,  y  0  =  y 0  ≥ 0 ,  z  0  =  z 0  ≥ 0 .  












3. Qualitative Analysis of System (4)


In this subsection, the occurrence of singularity-induced bifurcation and the effect of economic profit on the dynamics of the system will be investigated. From an ecological management point of view, it is sufficient to consider the internal equilibrium of System (4).



Denote


   f →   X ,  E 1  ,  m 1   =       f 1   X ,  E 1  ,  m 1          f 2   X ,  E 1  ,  m 1          f 3   X ,  E 1  ,  m 1        =       r 1  x −  σ 1  x −   r 1   K 1    x 2  +  σ 2  y −    β 1  x z    α 1  + x   −  q 1   E 1  x        r 2  y −  σ 2  y −   r 2   K 2    y 2  +  σ 1  x −    β 2  y z    α 2  + y            δ 1   β 1  x z    α 1  + x   +    δ 2   β 2  y z    α 2  + y   − μ z      ,  










  g  X ,  E 1  ,  m 1   =   p 1   q 1  x −  c 1    E 1  −  m 1  ,  








where   X =   ( x , y , z )  T    [26], then the differential-algebraic System (4) can be rewritten as


       X ′  =  f →   X ,  E 1  ,  m 1   ,       g  X ,  E 1  ,  m 1   = 0 .      











Let us now investigate the dynamic behavior of System (4). We obtain the existence of internal equilibrium    P 1    x *  ,  y *  ,  z *  ,   E 1  *     by numerical simulation (Figure 1). The local stability of the internal equilibria    P 1    x *  ,  y *  ,  z *  ,   E 1  *     can be studied using the phenomenon of singularity-induced bifurcation (SIB). From System (4), we have the following matrix:


  M =  D X  f −  D  E 1   f    D  E 1   g   − 1    D X  g  








where    D X  f   represents the matrix of partial derivatives of the components of   f →   with respect to X [26].


   D X   f →  =        r 1  −  σ 1  −   2  r 1    K 1    x *  −    β 1   α 1   z *     (  α 1  +  x *  )  2   −  q 1   E 1 *      σ 2     −    β 1   x *     α 1  +  x *            σ 1       r 2  −  σ 2  −   2  r 2    K 2    y *  −    β 2   α 2   z *     (  α 2  +  y *  )  2       −    β 2   y *     α 2  +  y *              δ 1   β 1   α 1   z *     (  α 1  +  x *  )  2         δ 2   β 2   α 2   z *     (  α 2  +  y *  )  2         δ 1   β 1   x *     α 1  +  x *    +    δ 2   β 2   y *     α 2  +  y *    − μ      ,  










   D  E 1    f →  =       q 1   x *         0        0      ,   D  E 1   g =  p 1   q 1   x *  −  c 1  ,   D X  g =       p 1   q 1   E 1 *     0   0     ,  










  M =       r 1  −  σ 1  −   2  r 1    K 1    x *  −    β 1   α 1   z *      α 1  +  x *   2   −  q 1    E 1  *  +    p 1    q 1  2    E 1  *   x *     p 1   q 1   x *  −  c 1        σ 2     −    β 1   x *     α 1  +  x *          σ 1      r 2  −  σ 2  −   2  r 2    K 2    y *  −    β 2   α 2   z *      α 2  +  y *   2       −    β 2   y *     α 2  +  y *            δ 1   β 1   α 1   z *      α 1  +  x *   2        δ 2   β 2   α 2   z *      α 2  +  y *   2     0     .  











In order to test the existence of the SIB phenomenon, we take the total economic rent   m 1   as a bifurcation parameter. Thus, we have the following theorem.



Theorem 1.

The differential-algebraic System (4) has a singularity-induced bifurcation at the internal equilibrium    P 1    x *  ,  y *  ,  z *  ,   E 1  *    . When the bifurcation parameter   m 1   increases through zero, the stability of the internal equilibrium point    P 1    x *  ,  y *  ,  z *  ,   E 1  *     changes from stable to unstable(see Appendix A).





According to the above theorem, when the harvest economic benefit is positive, the equilibrium    P 1    x *  ,  y *  ,  z *  ,   E 1  *     of System (4) becomes unstable. From the economic viewpoint, it is clear that the fishing agencies are interested in positive economic rents from the fisheries. Therefore, in order to stabilize the System (4) at the equilibrium    P 1    x *  ,  y *  ,  z *  ,   E 1  *    , it is possible to design a system with a state feedback controller of the form    W 1   ( t )  =      u 1    E 1   ( t )  −   E 1  *    , where   u 1   represents the net feedback gain [26]. After introducing the above state feedback controller, we expand System (4) to the following new system [26]:


           d x   d t   =  r 1  x  1 −  x  K 1    −  σ 1  x +  σ 2  y −    β 1  x z    α 1  + x   −  q 1   E 1  x ,              d y   d t   =  r 2  y  1 −  y  K 2    +  σ 1  x −  σ 2  y −    β 2  y z    α 2  + y   ,              d z   d t   =    δ 1   β 1  x z    α 1  + x   +    δ 2   β 2  y z    α 2  + y   − μ z ,              p 1   q 1  x −  c 1    E 1  −  m 1  +  u 1    E 1   ( t )  −   E 1  *   = 0 .        



(5)







Thus, we have the following theorem:



Theorem 2.

System (5) is stable at the internal equilibrium    P 1    x *  ,  y *  ,  z *  ,   E 1  *     if the following conditions are satisfied (see Appendix B):



(1)    H 1  =  k 1  > 0  ;



(2)    H 2  =      k 1     k 3      1    k 2      > 0  ;



(3)    H 3  =      k 1     k 3    0     1    k 2    0     0    k 1     k 3      > 0  ,



(4)    u 1  > max   a 1  ,  a 2  ,  a 3    ,



where


       a 1  =        p 1    q 1  2   x *   E 1 *    − (  b 1  +  b 2  )   ,        a 2  =       −  p 1    q 1  2   b 2   x *   E 1 *     b 1   b 2  +    δ 1    (  β 1  )  2   α 1   x *   z *     (  α 1  +  x *  )  3   +    δ 2    (  β 2  )  2   α 2   y *   z *     (  α 2  +  y *  )  3   −  σ 1   σ 2    ,        a 3  =        p 1    q 1  2   x *   E 1 *  ·    δ 2    (  β 2  )  2   α 2   y *   z *     (  α 2  +  y *  )  3        σ 2   δ 1   β 1   β 2   α 1   y *   z *     (  α 2  +  y *  )    (  α 1  +  x *  )  2    +    σ 1   δ 2   β 1   β 2  β  x *   z *     (  α 1  +  x *  )    (  α 2  +  y *  )  2    −    b 2   δ 1    (  β 1  )  2   α 1   x *   z *     (  α 1  +  x *  )  3   −    b 1   δ 2    (  β 2  )  2   α 2  y z    (  α 2  + y )  3     ,        b 1  =      r 1  −  σ 1  −   2  r 1    K 1    x *  −    β 1   α 1   z *     (  α 1  +  x *  )  2   −  q 1   E 1 *  ,        b 2  =      r 2  −  σ 2  −   2  r 2    K 2    y *  −    β 2   α 2   z *     (  α 2  +  y *  )  2   .      













Therefore, it is possible to design a suitable control function to eliminate singularity-induced bifurcations. Similarly, the economic benefits of fishery managers can be achieved by using appropriately designed feedback controllers.




4. Optimal Control Problem


In the commercial exploitation of renewable resources, the fundamental issue from an economic point of view is to determine the optimal trade-off between present and future harvests. This section focuses on the profitable aspects of fisheries. It is assumed that price is a function that decreases as biomass increases. Therefore, in order to maximize the total discounted net income from the fishery, the optimal control problem can be formulated as follows:


  J  ( u  ( t )  )  =  ∫   t 0    t f    e  − ρ t     (  p 1  − A u  ( t )  )  u  ( t )  −    c 1  u  ( t )     q 1  x  ( t )     d t ,  



(6)




where   c 1   is the constant fishing cost per unit of effort,   p 1   is the constant price per unit of biomass of the harvested stock, A is an economic constant, and  ρ  is the instantaneous annual discount rate.



The problem (6), depending on Equation (4) and the control constraints   0 ≤ u  ( t )  ≤  u max   ( t )   , can be solved by applying Pontryagin’s maximum principle. The existence of optimal control is obtained by combining the convexity of the objective function with respect to   u ( t )  ; the linearity of the differential equations in the control and the compactness of the range values of the state variables. Suppose that    u *   ( t )    is an optimal control; the corresponding states are    x *   ( t )   ,    y *   ( t )    and    z *   ( t )   . We are seeking to derive the optimal control    u *   ( t )    that makes   J   u *   ( t )   = max J  ( u  ( t )  )   .



The Hamiltonian function for this problem is


     H =       (  p 1  − A u )  u −   c 1    q 1  x   u  +  λ 1    r 1  x  1 −  x  K 1    −  σ 1  x +  σ 2  y −    β 1  x z    α 1  + x   − u  +  λ 2    r 2  y  1 −  y  K 2               +  σ 1  x −  σ 2  y −    β 2  y z    α 2  + y    +  λ 3      δ 1   β 1  x z    α 1  + x   +    δ 2   β 2  y z    α 2  + y   − μ z  ,     



(7)




where    λ 1   ( t )  ,  λ 2   ( t )  ,  λ 3   ( t )    represent the adjoint variables.



Using Pontryagin’s maximum principle [23,30,31], the adjoint equations and the transversal conditions for the optimization system can be obtained as follows:


         d  λ 1    d t      =      ρ  λ 1  −    r 1   1 −  x  K 1    −    r 1  x   K 1   −  σ 1  −    β 1   α 1  z    (  α 1  + x )  2     λ 1  +  λ 2   σ 1  +  λ 3     δ 1   β 1   α 1  z    (  α 1  + x )  2   +    c 1  u    q 1   x 2      ,           d  λ 2    d t      =     ρ  λ 2  −   λ 1   σ 2  +   r 2   1 −  y  K 2    −    r 2  y   K 2   −  σ 2  −    β 2   α 2  z    (  α 2  + y )  2     λ 2  +  λ 3     δ 2   β 2   α 2  z    (  α 2  + y )  2    ,           d  λ 3    d t      =     ρ  λ 3  −   −    β 1  x    α 1  + x     λ 1  +  −    β 2  y    α 2  + y     λ 2  +  λ 3      δ 1   β 1  x   α + x   +    δ 2   β 2  y    α 2  + y   − μ   ,       



(8)




with the transversal conditions


   λ i    t f   = 0 ,  i = 1 , 2 , 3 .  











By solving the optimality condition,


    ∂ H   ∂ u   =  p 1  − 2 v u −   c 1    q 1  x   −  λ 1  = 0 ,  








we will obtain the formula of the optimal control    u *   ( t )    as follows:


   u *   ( t )  =    p 1  −   c 1    q 1   x *    −  λ 1    2 v   .  











Thus, we obtain the following result.



Theorem 3.

There exists an optimal control    u *   ( t )   , and the corresponding solutions    x *   ( t )   ,    y *   ( t )   , and    z *   ( t )   , that maximize   J ( u ( t ) )  . And, there exists adjoint variables    λ 1   ( t )   ,    λ 2   ( t )    and    λ 3   ( t )   , satisfying Equation (8) with the transversality condition    λ i    t f   = 0 , i = 1 , 2 , 3 .   Moreover, the optimal control is given by    u *   ( t )  =    p 1  −   c 1    q 1   x *    −  λ 1    2 v    .






5. Examples and Numerical Simulations


5.1. Examples of System (4)


In this subsection, some examples and numerical simulations will be given to verify the theoretical results obtained in Section 3. To perform the simulation experiments, we use the software MATLAB 7.0.



Example 1.

Fix the following parameter values:    r 1  = 1.8  ,    r 2  = 0.5  ,    K 1  = 100  ,    K 2  = 100  ,    σ 1  = 0.25  ,    σ 2  = 0.25  ,    α 1  = 30  ,    α 2  = 20  ,    β 1  = 0.5  ,    β 2  = 0.4  ,    δ 1  = 0.8  ,    δ 2  = 0.8  ,   μ = 0.0005  ,    p 1  = 15  ,    q 1  = 0.5  ,    c 1  = 0.5  . Different values of   m 1   (   m 1  = 0 , − 2.01 , 2.01   ) are taken from [27].





The existence of singularity-induced bifurcation of System (4) is shown in Table 1.



Remark 1.

It is worth noting that the eigenvalues of System (4) are   − 1.4092 ,  − 0.0341   and   − 0.0046   when    m 1  = − 2.01  , whereas the eigenvalues of System (4) are   3.6993 ,  − 0.3189   and   − 0.0304   when    m 1  = 2.01  . Thus, it is clear from Table 1 that when   m 1   is increased through zero, the signs of the two eigenvalues of the characteristic polynomial of System (4) remain unchanged, but the sign of the third eigenvalue of System (4) changes from negative to positive. As a result, the stability of System (4) at the internal equilibrium point    P 1    x *  ,  y *  ,  z *  ,   E 1  *     changes from stable to unstable.





Example 2.

Fix the following parameter values:    r 1  = 1.8  ,    r 2  = 0.5  ,    K 1  = 100  ,    K 2  = 100  ,    σ 1  = 0.25  ,    σ 2  = 0.25  ,    α 1  = 30  ,    α 2  = 20  ,    β 1  = 0.5  ,    β 2  = 0.4  ,    δ 1  = 0.8  ,    δ 2  = 0.8  ,   μ = 0.0005  ,    p 1  = 15  ,    q 1  = 0.5  ,    c 1  = 0.5  . Different values of   m 1   (   m 1  = 0 , 2.01   ) are taken from [27].





The existence of singularity-induced bifurcation of System (5) is clearly shown in Table 2.



Remark 2.

In order to stabilize the equilibrium    P 1    x *  ,  y *  ,  z *  ,   E 1  *     of System (4) in the presence of positive economic benefit equal to 2.01, we can consider a state feedback controller of the form    w 1   ( t )  =  u 1    E 1   ( t )  − 4.5732   . The value of the net feedback gain can be calculated using Theorem 2. Thus, we have calculated    u 1  > max  { 1.4296 , 2.1508 , 1.1219 }    for System (4). Let us take the value of net feedback gain to be    u 1  = 3  . It is clear that all the eigenvalues are negative when   m 1   is increased through zero, i.e., in case of positive economic profit, at the internal equilibrium    P 1    x *  ,  y *  ,  z *  ,   E 1  *     at which the stability of System (4) can be restored. Therefore, singularity-induced bifurcation can be eliminated from System (4) at the equilibrium    P 1    x *  ,  y *  ,  z *  ,   E 1  *     when net economic profit increases through zero and taken to be positive.






5.2. Examples and Numerical Simulations for Optimal Control Problem


Example 3.

Fix the following parameter values:    r 1  = 1.8  ,    r 2  = 2.5  ,    K 1  = 4  ,    K 2  = 3  ,    σ 2  = 0.50  ,    β 1  = 0.3  ,    β 2  = 0.2  ,    δ 1  = 0.6  ,    δ 2  = 0.6  ,   μ = 0.15  ,    α 1  = 1  ,    α 2  = 1.0  ,    p 1  = 0.3  ,    q 1  = 0.8  ,   A = 0.125  ,   ρ = 0.01  ,    c 1  = 0.02  ,    t f  = 200  . Fix the initial value as    [  x 0  ,  y 0  ,  z 0  ]  =  [ 0.8 ,  0.8 ,  0.4 ]   , and different values of   σ 1   (   σ 1  = 0.01 ,  0.03 ,  0.05 ,  0.07 ,  0.09   ) are taken [26,27].





Figure 2 illustrates that when the value of   σ 1   is relatively small, which means the number of prey migrations from the open area to the reserve area is small when the number of prey in both areas increases sharply in a short time, then gradually decreases, and the final number changes in periodic form. Predators increase first, and then change in periodic form. The harvest rapidly increases to 0.5 in a short period of time, and then maintains this value until it decreases to zero on about the 50th day. Because the values of   σ 1   are very close, the curves are almost overlapping.



Example 4.

Fix the following parameter values:    r 1  = 1.8  ,    r 2  = 2.5  ,    K 1  = 4  ,    K 2  = 3  ,    σ 2  = 0.50  ,    β 1  = 0.3  ,    β 2  = 0.2  ,    δ 1  = 0.6  ,    δ 2  = 0.6  ,   μ = 0.15  ,    α 1  = 1  ,    α 2  = 1.0  ,    p 1  = 0.3  ,    q 1  = 0.8  ,   A = 0.125  ,   ρ = 0.01  ,    c 1  = 0.02  ,    t f  = 200  . Fix the initial value as    [  x 0  ,  y 0  ,  z 0  ]  =  [ 0.8 ,  0.8 ,  0.4 ]   , and different values of   σ 1   (   σ 1  = 0.25 ,  0.40 ,  0.55 ,  0.70 ,  0.85   ) are taken from [26,27].





Figure 3 shows that if the value of   σ 1   is appropriately increased, the curves of prey and predator will change significantly. A larger value of   σ 1   leads to more prey in the reserve area, less prey in the open area, and less predators in each area. The harvest remains unchanged after increasing to about 0.5 on the fifth day.



Remark 3.

Figure 2 and Figure 3 show that when the parameter   σ 1   is relatively small, the solution of the optimal control problem is insensitive to it. An appropriate increase in the migration rate from the protected area to the open area will promote the development of fisheries, and will not destroy the ecological balance.





Example 5.

Fix the following parameter values:    r 1  = 1.8  ,    r 2  = 2.5  ,    K 1  = 4  ,    K 2  = 3  ,    σ 1  = 0.25  ,    β 1  = 0.3  ,    β 2  = 0.2  ,    δ 1  = 0.6  ,    δ 2  = 0.12  ,   μ = 0.15  ,    α 1  = 1  ,    α 2  = 1.6  ,    p 1  = 0.3  ,    q 1  = 0.8  ,   A = 0.125  ,   ρ = 0.01  ,    c 1  = 0.02  ,    t f  = 200  . Fix the initial value as    [  x 0  ,  y 0  ,  z 0  ]  =  [ 1.0 ,  1.5 ,  0.8 ]   , and different values of   σ 2   (   σ 2  = 0.15 ,  0.18 ,  0.21 ,  0.24 ,  0.27   ) are taken from [26,27].





Figure 4 illustrates that when the value of   σ 2   is relatively small, the number of prey migration from the protected area to the open area is small when the number of prey in both areas increases sharply in a short time, then decreases, followed by periodic oscillation. The harvest remains unchanged after increasing to about 0.3.



Example 6.

Fix the following parameter values:    r 1  = 1.8  ,    r 2  = 2.5  ,    K 1  = 4  ,    K 2  = 3  ,    σ 1  = 0.25  ,    β 1  = 0.3  ,    β 2  = 0.2  ,    δ 1  = 0.6  ,    δ 2  = 0.12  ,   μ = 0.15  ,    α 1  = 1  ,    α 2  = 1.6  ,    p 1  = 0.3  ,    q 1  = 0.8  ,   A = 0.125  ,   ρ = 0.01  ,    c 1  = 0.02  ,    t f  = 200  . Fix the initial value as    [  x 0  ,  y 0  ,  z 0  ]  =  [ 1.0 ,  1.5 ,  0.8 ]   , and different values of   σ 2   (   σ 2  = 0.30 ,  0.45 ,  0.60 ,  0.75 ,  0.90   ) are taken from [26,27].





From Figure 5, we will find that by increasing the value of   σ 2  , the numbers of prey and predators are significantly changed, especially the number of prey in the reserve area. As   σ 2   gradually increases, the number of prey in the reserved area becomes smaller. The harvest rapidly increases to about 0.6, and then remains unchanged.



Example 7.

Fix the following parameter values:    r 1  = 1.8  ,    r 2  = 2.5  ,    K 1  = 4  ,    K 2  = 3  ,    σ 1  = 0.25  ,    β 1  = 0.3  ,    β 2  = 0.2  ,    δ 1  = 0.6  ,    δ 2  = 0.12  ,   μ = 0.15  ,    α 1  = 1  ,    α 2  = 1.6  ,    p 1  = 0.3  ,    q 1  = 0.8  ,   A = 0.125  ,   ρ = 0.01  ,    c 1  = 0.02  ,    t f  = 200  . Fix the initial value as    [  x 0  ,  y 0  ,  z 0  ]  =  [ 1.0 ,  1.5 ,  0.8 ]   , and different values of   σ 2   (   σ 2  = 1.00 ,  1.25 ,  1.50 ,  1.75 ,  2.00   ) are taken from [26,27].





Figure 6 shows that when the value of   σ 2   is large enough, the number of prey migrations from the reserve area to the open area increases, which leads to a significant increase in the open area. The harvest rapidly increases to about 0.6 and then remains unchanged.



Remark 4.

Figure 4, Figure 5 and Figure 6 illustrate that when the migration rate of the prey from the protected area to the open area is particularly large, it is favorable for fishery development and ecological sustainability.





Example 8.

Fix the following parameter values:    r 1  = 1.8  ,    r 2  = 2.5  ,    K 1  = 4  ,    K 2  = 3  ,    σ 1  = 0.25  ,    σ 2  = 0.25  ,    β 1  = 0.3  ,    α 1  = 1  ,    α 2  = 1.6  ,    β 2  = 0.2  ,    δ 1  = 0.6  ,    δ 2  = 0.6  ,   μ = 0.15  ,    p 1  = 0.3  ,   A = 0.125  ,   ρ = 0.01  ,    c 1  = 0.02  ,    t f  = 200  . Fix the initial value as    [  x 0  ,  y 0  ,  z 0  ]  =  [ 1.0 ,  1.5 ,  0.8 ]   , and different values of   q 1   (   q 1  = 0.3 ,  0.5 ,  0.8 , 1.1 ,  1.4   ) are taken from [26,27].





Figure 7 shows that the solution of the optimal control problem is insensitive to parameter   q 1  .





6. Conclusions


Here, we investigate the dynamics of the fishery model with reserved area as a regulatory mechanism. Two prey–predator models with protected areas and open areas are established. For the first model, no control is taken. The occurrence of singularity-induced bifurcation is studied, and the impact of economic profits on the system dynamics is also considered. For the second model, the optimal solution is obtained by using Pontryagin’s maximum principle.



The qualitative analysis and the numerical simulation results of system (4) are as follows:



♡ From Figure 1, we can conclude that for any positive initial value, System (4) always has an internal equilibrium point.



♡ For any internal equilibrium of System (4), it changes from stable to unstable when the economic rent increases through zero.



♡ From the perspective of fisheries, it has practical significance only if the economic component is positive. In order to stabilize the internal equilibrium of System (4), we can design a state feedback controller.



♡ The numerical simulation results show that the designed state feedback controller can restore the stability of internal equilibrium of System (4) when the economic benefit is positive.



The qualitative and numerical simulation results of the optimal control problem are as follows:



♡ By using Pontryagin’s maximum principle, we can derive the optimal control    u *   ( t )    and the corresponding solution    x *   ( t )  ,  y *   ( t )  ,  z *   ( t )    that maximizes   J ( u )  .



♡Figure 2, Figure 3, Figure 4, Figure 5 and Figure 6 illustrate that appropriate high migration rates from protected areas (open areas) to open areas (protected areas) will promote fisheries development while not destroying sustainable ecological development.



♡ Figure 7 shows that when the catch coefficient changes, the number of prey and predators and the harvest amount remains unchanged. In other words, the catch coefficient does not affect the fishery development or the sustainable ecological development.



The whole study of this paper is mainly based on a deterministic framework. On the other hand, this would be more realistic if it were possible to incorporate ecological fluctuations and other factors into model, such as noise.
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Appendix A


Proof of Theorem 1.

Obviously,    D  E 1   g =  p 1   q 1  x −  c 1    has a single zero eigenvalue. Define


  Δ  X ,  E 1  ,  m 1   =  D  E 1   g =  p 1   q 1  x −  c 1  .  











(i) By the existence of    P 1    x *  ,  y *  ,  z *  ,   E 1  *    , it follows that   Trace    D  E 1   f a d j   D  E 1   g   D X  g   P 1   = −  p 1   q 1 2   x *   E 1 *  ≠ 0 ,   where   Trace    D  E 1   f a d j   D  E 1   g   D X  g   P 1     is the sum of the elements of the main diagonal matrix of the   3 × 3   matrix    D  E 1   f a d j   D  E 1   g   D X  g   at the internal equilibrium    P 1    x *  ,  y *  ,  z *  ,   E 1  *    , and   a d j   D  E 1   g    represents the adjoint matrix of matrix    D  E 1   g   [25].



(ii) It can be proven that


           D X   f →       D  E 1    f →         D X  g      D  E 1   g       P 1      =      b 1     σ 2     −    β 1   x *     α 1  +  x *        −  q 1   x *        σ 1     b 2     −    β 2   y *     α 2  +  y *       0        δ 1   β 1   α 1   z *     (  α 1  +  x *  )  2        δ 2   β 2   α 2   z *     (  α 2  +  y *  )  2     0   0       p 1   q 1   E 1 *     0   0   0            =  p 1   q 1 2   x *   E 1 *  ·     δ 2    (  β 2  )  2   α 2   y *   z *     (  α 2  +  y *  )  3           ≠ 0 ,     








where


   b 1  =  r 1  −  σ 1  −   2  r 1    K 1    x *  −    β 1   α 1   z *     (  α 1  +  x *  )  2   −  q 1   E 1 *  ,   b 2  =  r 2  −  σ 2  −   2  r 2    K 2    y *  −    β 2   α 2   z *     (  α 2  +  y *  )  2   .  











(iii) It can also be shown that


           D x   f →       D  E 1    f →       D  m 1    f →         D X  g      D  E 1   g      D  m 1   g        D x  Δ      D  E 1   Δ      D  m 1   Δ       P 1      =       b 1     σ 2     −    β 1   x *     α 1  +  x *        −  q 1   x *     0        σ 1      b 2     −    β 2   y *     α 2  +  y *       0   0          δ 1   β 1   α 1   z *     (  α 1  +  x *  )  2         δ 2   β 2   α 2   z *     (  α 2  +  y *  )  2     0   0   0        p 1   q 1   E 1 *     0   0   0    − 1         p 1   q 1     0   0   0   0      P 1          =  p 1   q 1 2   x *  ·    δ 2    (  β 2  )  2   α 2   y *   z *     (  α 2  +  y *  )  3          ≠ 0 .     











From (i)–(iii), it can be observed that all the conditions for singularity-induced bifurcation are satisfied, and hence the differential algebraic System (4) has a singularity-induced bifurcation at the internal equilibrium   P 1   for    m 1  = 0  .



Again, similarly to [26], we take the following notations:


         M 1  = − Trace    D  E 1   f a d j   D  E 1   g   D X  g   P 1   =  p 1   q 1 2   x *   E 1 *  ≠ 0 ,           M 2  =    D  m 1   Δ −       D X  Δ      D  E 1   Δ             D X  f      D  E 1   f        D X  g      D  E 1   g       − 1         D  m 1   f        D  m 1   g        P 1   =  1  E 1 *   .     











Therefore, the existence of an internal equilibrium implies     M 1   M 2   =  p 1    q 1  2   x *      E 1  *   2  > 0  . Hence, it can be concluded that when the   m 1   increases through zero, one of the eigenvalues of System (4) along the real axis moves from the   C −   (set of all complex numbers with negative real part) to   C +   (set of all complex numbers with positive real part) [25]. Thus, the stability of System (4) is affected by this behavior, i.e., the stability of System (4) at the internal equilibrium point    P 1    x *  ,  y *  ,  z *  ,   E 1  *     changes from stable to unstable.



The proof is complete. □






Appendix B


Proof of Theorem 2.

For System (5), we can obtain the Jacobian matrix at internal equilibrium    P 1    x *  ,  y *  ,  z *  ,   E 1  *     as


  J  (  P 1  )  =       r 1  −  σ 1  −   2 r  K   x *  −    μ 1  α  z *     ( α +  x *  )  2   −  q 1   E 1 *  +    p 1   q 1 2   x *   E 1 *    u 1       σ 2     −    β 1  x *    α 1  +  x *          σ 1      r 2  −  σ 2  −   2  r 2   y *   L  −    β 2   α 2   z *     (  α 2  +  y *  )  2       −    β 2   y *     α 2  +  y *            δ 1   β 1   α 1   z *     (  α 1  +  x *  )  2        δ 2   β 2   α 2   z *     (  α 2  +  y *  )  2     0     .  











The corresponding characteristic equation is


   λ 3  +  k 1   λ 2  +  k 2  λ +  k 3  = 0 ,  








where


      k 1  =     −  (  b 1  +  b 2  )  −    p 1    q 1  2   x *   E 1 *    u 1   ,        k 2  =      b 1   b 2  +    δ 1    (  β 1  )  2   α 1   x *   z *     (  α 1  +  x *  )  3   +    δ 2    (  β 2  )  2   α 2   y *   z *     (  α 2  +  y *  )  3   −  σ 1   σ 2  +    b 2   p 1    q 1  2   x *   E 1 *    u 1   ,        k 3  =        σ 2   δ 1   β 1   β 2   α 1   y *   z *     (  α 2  +  y *  )    (  α 1  +  x *  )  2    +    σ 1   β 1   δ 2   β 2   α 2   x *   z *     (  α 1  +  x *  )    (  α 2  +  y *  )  2    −    δ 1   b 2    (  β 1  )  2   α 1   x *   z *     (  α 1  +  x *  )  3   −    b 1   δ 2    (  β 2  )  2   α 2   y *   z *     (  α 2  +  y *  )  3            −    δ 2    (  β 2  )  2   α 2   y *   z *     (  α 2  +  y *  )  3   ·     p 1    q 1  2   x *   E 1 *    u 1    .     











According to the Routh–Hurwitz criterion, the System (5) is stable at the internal equilibrium    P 1    x *  ,  y *  ,  z *  ,   E 1  *     if the net feedback gain   u 1   satisfies condition:    u 1  > m a x  (  a 1  ,  a 2  ,  a 3  )   , where    a 1  ,  a 2  ,  a 3    is given by Theorem 2.



The proof is complete. □
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Figure 1. Time series of System (4) with different initial values of    [  x 0  ,  y 0  ,  z 0  ,  E 0  ]  =  [ 0.5 , 1.0 , 8 , 0.05 ]  ;  [ 0.6 , 1.5 , 10 , 0.10 ]  ;  [ 0.8 , 2.0 , 15 , 0.15 ]  ;  [ 1.0 , 2.5 , 18 , 0.20 ]  ;  [ 1.2 , 3.0 , 25 , 0.25 ]    [26,27]. 






Figure 1. Time series of System (4) with different initial values of    [  x 0  ,  y 0  ,  z 0  ,  E 0  ]  =  [ 0.5 , 1.0 , 8 , 0.05 ]  ;  [ 0.6 , 1.5 , 10 , 0.10 ]  ;  [ 0.8 , 2.0 , 15 , 0.15 ]  ;  [ 1.0 , 2.5 , 18 , 0.20 ]  ;  [ 1.2 , 3.0 , 25 , 0.25 ]    [26,27].
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Figure 2. Time series of optimal control problem for different values of    σ 1   (  σ 1  = 0.01 , 0.03 , 0.05 , 0.07 , 0.09 )   . Here, the values of   σ 1   are relatively small [26,27]. 






Figure 2. Time series of optimal control problem for different values of    σ 1   (  σ 1  = 0.01 , 0.03 , 0.05 , 0.07 , 0.09 )   . Here, the values of   σ 1   are relatively small [26,27].
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Figure 3. Time series of optimal control problem for different values of    σ 1   (  σ 1  = 0.25 , 0.40 , 0.55 , 0.70 , 0.85 )   . Here, the values of   σ 1   are relatively large [26,27]. 
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Figure 4. Time series of optimal control problem for different values of    σ 2   (  σ 2  = 0.15 , 0.18 , 0.21 , 0.24 , 0.27 )   . Here, the values of   σ 2   are relatively small [26,27]. 






Figure 4. Time series of optimal control problem for different values of    σ 2   (  σ 2  = 0.15 , 0.18 , 0.21 , 0.24 , 0.27 )   . Here, the values of   σ 2   are relatively small [26,27].
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Figure 5. Time series of optimal control problem for different values of    σ 2   (  σ 2  = 0.30 , 0.45 , 0.60 , 0.75 , 0.90 )   . Here, the values of   σ 2   are moderate [26,27]. 






Figure 5. Time series of optimal control problem for different values of    σ 2   (  σ 2  = 0.30 , 0.45 , 0.60 , 0.75 , 0.90 )   . Here, the values of   σ 2   are moderate [26,27].
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Figure 6. Time series of optimal control problem for different values of    σ 2   (  σ 2  = 1.00 , 1.25 , 1.50 , 1.75 , 2.00 )   . Here, the values of   σ 2   are large enough [26,27]. 






Figure 6. Time series of optimal control problem for different values of    σ 2   (  σ 2  = 1.00 , 1.25 , 1.50 , 1.75 , 2.00 )   . Here, the values of   σ 2   are large enough [26,27].
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Figure 7. Time series of optimal control problems for different values of    q 1   (  q 1  = 0.3 , 0.5 , 0.8 , 1.1 , 1.4 )    [26,27]. 
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Table 1. Interior equilibrium and eigenvalues of System (4) for different net revenues.
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	Net Income and State Feedback Gain
	Internal Equilibrium of System (4)
	Eigenvalues





	    m 1  = 0 ,   u 1  = 0   
	   x *  = 0.0667 ,   y *  = 0.0244  ,
	   1730.8 ,  − 0.07 ,  0   



	
	    z *  = 46.7168 ,    E 1  *  = 1.73   
	



	    m 1  = − 2.01 ,   u 1  = 0   
	   x *  = 0.0084 ,   y *  = 0.0244  ,
	   − 1.4092 ,  − 0.0341 ,  − 0.0046   



	
	    z *  = 16.8238 ,    E 1  *  = 4.5998   
	



	    m 1  = 2.01 ,   u 1  = 0   
	   x *  = 0.1253 ,   y *  = 0.1023  ,
	   3.6993 ,  − 0.3189 ,  − 0.0304   



	
	    z *  = 27.9205 ,    E 1  *  = 4.5732   
	










 





Table 2. Interior equilibrium and eigenvalues of System (5) for different net revenues.






Table 2. Interior equilibrium and eigenvalues of System (5) for different net revenues.










	Net Income and State Feedback Gain
	Internal Equilibrium of System (5)
	Eigenvalues





	    m 1  = 0 ,   u 1  = 563   
	   x *  = 0.0667 ,   y *  = 0.0244  ,
	   − 0.7739 ,  − 0.0001 + 0.0318 i ,   



	
	    z *  = 46.7168 ,    E 1  *  = 1.73   
	   − 0.0001 − 0.0318 i   



	    m 1  = − 2.01 ,   u 1  = 0   
	   x *  = 0.0084 ,   y *  = 0.0244  ,
	   − 1.4092 ,  − 0.0341 ,  − 0.0046   



	
	    z *  = 16.8238 ,    E 1  *  = 4.5998   
	



	    m 1  = 2.01 ,   u 1  = 3   
	   x *  = 0.1253 ,   y *  = 0.1023  ,
	   − 0.6611 ,  − 0.1147 ,  − 0.0143   



	
	    z *  = 27.9205 ,    E 1  *  = 4.5732   
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