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Abstract: Several types of linear and nonlinear singularly perturbed time-delay differential systems
are considered. Asymptotic stability of the linear systems and asymptotic stability of the trivial
solution of the nonlinear systems, valid for any sufficiently small value of the parameter of singular
perturbation, are analyzed. For the stability analysis in the linear case, a partial exact slow—fast
decomposition of the original system and an application of the Symmetric Matrix Riccati Equation
method are proposed. Such an analysis yields parameter-free conditions, providing the asymptotic
stability of the considered linear singularly perturbed time-delay differential systems for any suffi-
ciently small value of the parameter of singular perturbation. Using the asymptotic stability results
for the considered linear systems and the method of asymptotic stability in the first approximation,
parameter-free conditions, guaranteeing the asymptotic stability of the trivial solution to the consid-
ered nonlinear systems for any sufficiently small value of the parameter of singular perturbation, are
derived. Illustrative examples are presented.

Keywords: time-delay differential system; singularly perturbed system; asymptotic stability;
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stability conditions

MSC: 34K06; 34K20; 34K26; 15A24; 41A60

1. Introduction

Differential systems with positive small multipliers for some of their highest-order
derivatives, called singularly perturbed ones, have been of considerable interest in the
literature for many years (see, e.g., [1-13] and references therein). The aforementioned small
multipliers are called parameters of singular perturbations. An important class of singularly
perturbed differential systems from the theoretical and practical viewpoints is the class
of singularly perturbed time-delay systems. Various issues for singularly perturbed time-
delay linear and nonlinear systems were studied in the literature. Among these issues are
the following: (1) exact slow—fast decomposition; (2) asymptotic slow—fast decomposition;
(3) solution stability; (4) stabilizability and stabilization; (5) controllability and observability;
(6) asymptotic solution; and some others. Brief surveys on the topic of singularly perturbed
time-delay systems can be found in [4,14,15].

One of the basic issues, studied in the theory of differential systems, is the stability of
their solutions (see, e.g., [2,5,6,16-23]).

In this paper, we consider several types of linear and nonlinear singularly perturbed
time-delay differential systems. We study the asymptotic stability of the linear systems and
asymptotic stability of the trivial solution of the nonlinear systems. The stability of various
types of time-delay differential systems has been extensively studied in the literature (see,
e.g., [2,24-27] and references therein). One can immediately apply the results of these
works to a singularly perturbed time-delay differential system for any specified value of

Symmetry 2024, 16, 838. https:/ /doi.org/10.3390/sym16070838

https://www.mdpi.com/journal /symmetry


https://doi.org/10.3390/sym16070838
https://doi.org/10.3390/sym16070838
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com
https://doi.org/10.3390/sym16070838
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com/article/10.3390/sym16070838?type=check_update&version=1

Symmetry 2024, 16, 838

2 of 35

the parameter of singular perturbation. However, a stiffness of the singularly perturbed
system, as well as its high Euclidean space dimension, complicate such an application
considerably. Also, this application depends on a pre-chosen value of the parameter
of singular perturbation, while in various real-life problems the value of the singular
perturbation’s parameter is unknown, meaning that these problems are uncertain with
respect to the parameter. Therefore, for singularly perturbed systems, another (other than in
the aforementioned works) conditions of their stability should be derived. These conditions
should be independent of the parameter of singular perturbation, while providing the
stability for any sufficiently small value. Such conditions can be derived by the application
of a slow—fast decomposition of a singularly perturbed system.

The slow—fast decomposition both, asymptotic and exact, was widely applied to the
qualitative and quantitative analysis of various singularly perturbed systems without
and with delays (see, e.g., [3,4,7,11,12,14,28-34] and references therein). In particular,
the slow—fast decomposition approach was applied for the stability analysis of singularly
perturbed differential systems. Thus, in [7,35-40], stability conditions for various singularly
perturbed differential systems without delays were derived. For the stability analysis
of singularly perturbed time-delay systems, several approaches were considered in the
literature. Thus, in [31,41,42], the asymptotic/exponential stability of different types of
singularly perturbed time-delay systems was analyzed by the block-wise estimate of
their fundamental matrices using either the asymptotic slow—fast decomposition ([41,42])
or the exact slow—fast decomposition ([31]) of the original system. In [14,29,33,43-46],
the spectrum analysis of various singularly perturbed time-delay systems was applied to
establish their asymptotic/exponential stability. In [14,29,33,46], this analysis is based on
the exact slow—fast decomposition of the considered system, while in [43-45] this analysis
is based on the asymptotic slow—fast decomposition. Exponential /asymptotic stability
analysis of some types of singularly perturbed time-delay systems using the Linear Matrix
Inequality approach was carried out in [2,45,47-52].

In the present paper, we study the asymptotic stability of some types of linear singu-
larly perturbed time-delay systems using the symmetric matrix Riccati equation method.
This method is widely applied in the literature for the stability analysis of unperturbed
time-delay systems (see, e.g., [25] and references therein). However, the extensive Google
web-search does not show any work devoted to the direct application of the matrix Riccati
equation method for the stability analysis of singularly perturbed time-delay systems. The
matrix Riccati equation method consists of the analysis of the existence of a symmetric
positive definite solution to a symmetric matrix Riccati algebraic equation associated in a
proper way with the original time-delay system.

In the present paper, we propose the partial exact slow—fast decomposition of the
considered singularly perturbed system. Namely, we decompose only either the un-delayed
or the delayed part of the system. Using such a decomposition allows us to decompose
the initially constructed Riccati equation into two much simpler and less dimensional
Riccati equations. Asymptotic analysis of each of the latter yields parameter-free conditions
guaranteeing the asymptotic stability of the original linear singularly perturbed time-delay
system for any sufficiently small value of the parameter of singular perturbation. To the best
of our knowledge, the partial slow—fast decomposition of a singularly perturbed time-delay
system and the application of such a decomposition to the stability analysis of this system
are proposed for the first time in the literature in the present paper. The application of
the matrix Riccati algebraic equation method and the partial slow—fast decomposition of
a singularly perturbed time-delay system to its stability analysis requires one to develop
a significantly new approach to the asymptotic analysis of a symmetric matrix Riccati
algebraic equation associated with the original singularly perturbed time-delay system.

Along with the linear singularly perturbed time-delay systems, we consider nonlinear
singularly perturbed time-delay systems. Based on the aforementioned results for the
considered linear systems and using the method of asymptotic stability in the first approxi-
mation, we derive parameter-free conditions guaranteeing the asymptotic stability of the
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trivial solution to the considered nonlinear singularly perturbed time-delay systems for
any sufficiently small value of the parameter of singular perturbation.

It should be noted that the stability issue is of considerable importance, not only in the
theory of differential equations but also in different real-life problems. Various examples of
differential systems (without and with delays, unperturbed and perturbed), describing real-
life problems, can be found, for instance, in [2,4,7,19,25,53]. Examples of stability analysis
for real-life problems can be found in [2,19,44,53] and in references therein. However, not
to overload the paper, we concentrate here only on the theoretical part of the stability issue.
The consideration of the applied part of this issue requires a separate paper, or even more
than one paper.

The motivations of the present, purely theoretical, paper are the following: (1) to
propose the novel partial exact slow—fast decomposition of a singularly perturbed time-
delay system and the direct application of the symmetric matrix Riccati equation method
to the system’s asymptotic stability analysis; (2) to realize this proposition for several types
of linear and nonlinear singularly perturbed time-delay systems.

The structure of the paper as follows. The next section (Section 2) is devoted to the
stability analysis of singularly perturbed systems (linear and nonlinear) with only delayed
states in their right-hand sides. The type of the delay is a single point-wise delay propor-
tional to the small parameter of singular perturbation. In Section 3, the stability analysis
is carried out for singularly perturbed systems (linear and nonlinear) having undelayed
and delayed states in their right-hand sides. The case of multiple point-wise delays is
considered in Sections 3.1-3.4, while the case of a single point-wise delay is considered in
Section 3.5. In both cases, the delays are independent of the small parameter of singular
perturbation. Section 4 is devoted to conclusions and issues for future investigation.

The following main notations are applied in the paper:

1.  E" denotes the linear n-dimensional real vector space.

A
2. Forann x m-matrix A, (n > 1, m > 1), its norm is defined as || A|| = ¥/ ; Z;-":l |aijl,
where a;;, (i=1,...n; j=1,...,m) are the entries of A.

Ty or of a matrix

3. The upper index "T” denotes the transposition either of a vector x (x
A (AT).

4. I, denotes the identity matrix of dimension #.

5. col(x,y), where x € E", y € E™, denotes the column block-vector of the dimension

n + m with the upper block x and the lower block y, i.e., col(x,y) = (xT,yT)T.

For a complex number A, Re(A) denotes its real part.

7. For a continuous vector-valued function ¢(7) : [y, 2] = E", ||¢(+)|c denotes its

o

. . A
uniform norm, i.e., [|¢(-)[lc = max ¢, ) lo(T)]]-

2. First Type System
2.1. Formulation, Basic Definition, and Assertions

Consider the following differential system:

Edydig) = Hax(t —eh) + Hyy(t —eh), t>0, M

where x(t) € E" and y(t) € E™; H;, (i = 1,...,4) are given constant matrices of corre-
sponding dimensions; ¢ > 0 is a small parameter; i1 > 0 is a given number independent
of e.

System (1) is a time-delay system with a point-wise form of the delay. Being a time-
delay system, (1) is infinite-dimensional with the state variables x(t + 1), y(t + ), T €
[—eh, 0]. Moreover, this system is a singularly perturbed system with the parameter ¢ of
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singular perturbation. An additional feature of (1) is that the time delay is proportional to
the small multiplier e for the derivative dy(t)/dt in the second equation.
For system (1), let us consider the initial conditions

(1) = ¢x(7), y(1) = ¢y(7), T € [=eh,0], 2

where ¢ (7) is a given n-dimensional vector-valued function; ¢,(7) is a given m-dimensional
vector-valued function; both functions are continuous in the interval [—eh, 0].
Based on the results of [25], we introduce the definition.

Definition 1. For a given € > 0, the system (1) is called asymptotically stable if for any aforemen-
tioned functions ¢ (7) and ¢, (), T € [—¢h,0]; the solution of the initial-value problem (1)~(2)

col(x(t; ox(4), 0y (), v (E @x(+), (py())) tends to zero as t tends to +oco.

Consider the block-form matrix
A Hy H;
H= .
(h3) ®)
Also, we consider the following set of two matrix algebraic equations with respect to
m x n-matrix L and n X m-matrix M:

eLHy — H4yL — eLH,L + H; =0,
~ M(Hy + eLHy) + ¢(H; — HoL)M + Hp = 0. 4)

In what follows in this section, we assume the following;:
A1l. The matrix Hy is invertible, i.e., H n L exists.
By virtue of the results of [7] (see Sections 2.2 and 2.4), we have the following assertion.

Proposition 1. Let the assumption Al be valid. Then, there exists a positive number €1 such that,
forall e € [0,€1], the set (4) has the solution {L(e), M(¢)} satisfying the inequalities

IL(e) — Hy 'Hs|| < ae, |M(e) — HoH, | < ae, (5)
where a > 0 is some constant independent of &

Let us introduce into consideration the block matrix

D(e) 2 < fLﬂ(e) sff(flL M) > ec0e] ©)

This matrix is invertible and its inverse matrix is (for details, see [7], Section 2.4):

D71<£) _ ( in(‘; EM(S)L(E) —(;]’:/I(s) )’ ¢ c [0’81]. )

Let us transform the state variables x(t + 7) and y(t + ), T € [—¢h, 0] of system (1) as:

(t+7) ) _ (t+ 1)
(itD ) =@ (sl ) t20 rel-mo, ccal  ©

where u(t) € E", v(t) € E™, u(t 4+ 1), and v(t + T) are new state variables.
Based on the results of [7] (see Section 2.4), as well as on Definition 1 and the existence
of the matrix in (7), we directly obtain the following assertion.
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Proposition 2. Let the assumption A1 be valid. Then, for any given € € (0, €1, the transformation
(8) converts the initial-value problem (1)—(2) to the following equivalent initial-value problem:

db;(tt) = (Hy — HaL(e))u(t — eh),
sd%(tt) = (Hy + €eL(e)Hp)v(t — ¢h), 9)
u(t) = (I, —eM(e)L(e)) @z (1) —eM(e) @y (), T € [—¢€h,0],
(1) = (€)<Px( )+ ¢y(7), T €[—¢eh0] (10)

Moreover, system (1) is asymptotically stable if and only if each of the equations in system (9)
is asymptotically stable.

Consider the following two symmetric Riccati algebraic equations with respect to
n X n-matrix P; and m x m-matrix Ps:

(Hy — HoL(€)) Py + Py (Hy — HyL(e)) + hPy (Hy — HyL(e) )Ry (Hy — HoL(e)) ' Py
+eh(Hy — HyL(e)) 'Ry (Hy — HoL(e)) = —Qy, (11)

%(H4 +eL(e)Hy) Py + %PZ(H4 +¢L(e)Hy)
+%hP2 (Hy + ¢L(e)Hy) Ry ' (Hy + ¢L(e)Hy) " Py
+%h(H4+€L(€)H2) Rz(H4+8L( ) ) = —Q», (12)

where R; and Q; are some symmetric positive definite matrices of the dimension n x n,
while R, and Q, are some symmetric positive definite matrices of the dimension m x m.

By virtue of Proposition 1 and the results of [25] (see Chapter 7, Theorem 2.3), we
directly obtain the following assertions.

Proposition 3. Let the assumption Al be valid. Let, for a given € € (0,¢€1], there exist symmetric
positive definite matrices Ry and Qq such that Equation (11) has a symmetric positive definite
solution Py = Py (). Then, for this ¢, the first equation in system (9) is asymptotically stable.

Proposition 4. Let the assumption A1 be valid. Let, for a given € € (0,¢€1], there exist symmetric
positive definite matrices Ry and Qo such that Equation (12) has a symmetric positive definite
solution Py = Py (). Then, for this ¢, the second equation in system (9) is asymptotically stable.

2.2. Asymptotic Solution with Respect to € of the Equation (11)

We look for the zero-order asymptotic solution P of (11). Using Proposition 1 and
setting formally ¢ = 0 in Equation (11), we obtain the following equations for its zero-order
asymptotic solution:

(Hy — HyH, 'H3) " Pig + Pig(Hy — HoHy 'Hz) = —Qy. (13)

In what follows of this section, we assume the following;:
A2. There exists a symmetric positive definite matrix Q; such that the symmetric matrix
Lyapunov algebraic Equation (13) has a symmetric positive definite solution Pjg.
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Remark 1. Due to the well known properties of the symmetric matrix Lyapunov algebraic equation
(see, e.g., [25,54]), we can conclude the following. If the assumption A2 is valid, then the matrix

H 2 Hy — HyH'Hy (14)

is a Hurwitz one, and the solution Py is unique. Vice versa, if H is a Hurwitz matrix then, for any
symmetric positive definite matrix Q,, Equation (13) has the unique solution,

—+o0
Py = /0 exp(HTo)Qy exp(Ho)do, (15)
and this solution is a symmetric positive definite matrix.

Theorem 1. Let the assumptions A1 and A2 be valid. Then, there exists a number 0 < e] < &1 such
that, for all € € (0, €3], Equation (11) has a symmetric positive definite solution P (g), satisfying
the inequality

||P1(£) — PlOH <ag €€ (0, Eﬂ, (16)

where ay > 0 is some constant independent of e.

Proof. First of all, let us note the following. Using Equation (14) and the first inequality in
(5), we can represent the matrix H; — HpL(¢) in the form

H; — HzL(S) =H+I4 (8), £ € [O,El], (17)
where the n x n-matrix I'1 (¢) satisfies the inequality

||1—'1(8)H <ceg 1= {1||H2

, €€ (0,¢]. (18)
Now, let us transform the unknown matrix in Equation (11) as:
Py =P+ APy, (19)

where AP; is a new unknown matrix.
Substituting (19) into Equation (11) and using Equations (13), (14), (17), we obtain the
following equation with respect to AP;:
(H +Ta(e)) APy + APy (H +Ta(e)) = —Ts(e)
—ehAPy (H +T1(e)) Ry (H +Ta(e)) AP, (20)

where
Ta(e) = Ty (e) + eh(H +T1(e)) Ry (H +Ta(e)) Pro,
F3 (8) = r{(e)Plo + P10r1 (S) + 8hP10 (H + F1 (8))R1_1 (H + F1 (8)) TP10
el (H +Ty(e)) Ry (H +Ty(e)). 1)
Due to inequality (18), we directly have
[T2(e)|| < e, ||T3(e)|| < cze, €€ (0,€1), (22)

where ¢; > 0 and c3 > 0 are some constants independent of €.
Furthermore, taking into account that H is a Hurwitz matrix (see Remark 1) and using
the first inequality in (22) and the results of [55], we obtain the existence of a number
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0 < &3 < ¢, such that, for all ¢ € (0, &3], the eigenvalues A;(¢), (i = 1,...,n) of the matrix
H + I'z(e) satisfy the inequality

Re(Ai(e)) < =y, i=1,...,n, (23)

where v > 0 is some constant independent of €.
Due to inequality (23), we can rewrite Equation (20) in the following equivalent form
foralle € (0,¢):

—+o00
8P = [ exp (H+T2(e) o) [a(e)
+ehAPy (H +T1(e)) Ry L (H +T1(e)) APy exp ((H +Ta(e))o)do. (24)

Consider the linear space © of all symmetric #n X n-matrix S. This space, endowed
with the norm ||$ ||, = ||S]|, is a Banach space.
For a sufficiently small number ¢ > 0, consider the ball in ©,

B(cp, €) = {S €@®:[5]g < ch}, (25)

where cg > 0 is some constant independent of e.
For the aforementioned ¢ > 0, consider the operator, given in the space ©,

F(9) 2 /Om exp ((H + Ta(e)) 7o) [T3(e)

+ehS(H +T1(e)) Ry (H +T1(e)) " S] exp (H +Ta(e))o)do, S € O. (26)

For any cg > 0 and any € > 0, the operator F(-) maps the ball B(cg, €) into the space
©. Let us show that, for a proper choice of the numbers ¢ > 0 and € € (0, €3], this operator
maps the ball B(cp, €) into itself for any € € (0, €].

Using inequalities (18), (22), (23), we can estimate the image of the operator F¢(S) for
any S € B(cg, ) as follows:

7)o = [ exp (74 12(0)0) 10

+ehS(H +T1(e)) RN (H + Ty (s))TS] exp ((H +Ta(e))o)do

®
ol o) 4

[c3 4+ hegeae?]e,  (27)

—~

< /0+°° [exp (H +a(e))o) |5, “|F3(S)H@ +eh||S||3|[# + T2

<

2=

where N
e = ([Hllo +ere) IR o (28)

Using the definition of the ball B(cp, €) (see the Equation (25)) and inequality (27), we
can conclude the following. If, for some numbers cg > 0 and € > 0,

1 2 .2
2 [c3 + hegeae”| < cp, (29)
then, for these ¢ and ¢, the operator F;(-) maps the ball B(cp, €) into itself.
Since lim,_, ¢ hc%;alez = 0, then, for any pre-chosen v > 1 and cg = cg(v) = v%,
there exists €(v) € (0, €], such that inequality (29) is valid for all € € (0,€(v)]. Thus, for the
aforementioned ¢z = cp(v) and ¢, the operator F¢(-) maps the ball B(cp, €) into itself.
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Now, let us show that, for all sufficiently small ¢ > 0, the operator F(-) satisfies
the Lipschitz condition in the ball B(cp(v),€) with a constant 0 < g < 1. For any $; €
B(cp(v),€) and S, € B(cp(v),€), using inequalities (18) and (23) and Equations (25), (26),
and (28), we obtain

|Fe(51) = Fe(S2) | < “e|s, — 5,

hep(v)es o € (0,Ev)) (30)
v

This inequality means that, for any pre-chosen number 0 < g < 1, there exists &(g) €

(0,€(v)], such that the operator F(-) satisfies the Lipschitz condition in the ball B(cg(v), €

with this constant for any ¢ € (0,€(q)].

Summarizing the above presented analysis of the operator F(-), we have the follow-
ing: Forany ¢ € (0,€(g)], the operator F¢(-) maps the ball B(cg(v), €) into itself and satisfies
the Lipschitz condition in this ball with the aforementioned constant 0 < g < 1. Hence,
by virtue of the results of [56,57], Equation (24) has the unique solution AP; = AP; (¢) in the
ball B(cg(v),¢) for all e € (0,€(g)]. Furthermore, since Equation (24) is equivalent to Equa-
tion (20), then AP (¢) is also the solution of this problem. Since APy (¢) € B(cg(v), ) for all
e € (0,€(q)], Pyp is a symmetric matrix and || - || = || - ||, then, due to (19), Equation (11)
has the symmetric solution P; = P;(¢), ¢ € (0,€(g)], and this solution satisfies inequality
(16) with a; = cp(v) and €] = €(q). Moreover, since Py is a positive definite matrix, then
there exists a number £ € (0,€(q)], such that, for all € € (0, €], the matrix P; (¢) is positive
definite. Thus, the statements of the theorem are valid for ¢} = €and a7 = cg(v). O

As a direct consequence of Proposition 3 and Theorem 1, we obtain the following
assertion.

Corollary 1. Let the assumptions Al and A2 be valid. Then, for any given ¢ € (0, €}], the first
equation in system (9) is asymptotically stable.

2.3. Asymptotic Solution with Respect to e of the Equation (12)
To solve asymptotically Equation (12), we choose the matrix Q> as follows:

Q= Q)= 0 e€(0el], @

where Q is some symmetric positive definite matrix independent of «.

Substituting (31) into (12), we directly obtain, after a simple rearrangement, the
following equivalent symmetric Riccati algebraic equations with respect to the m x m-
matrix Pp:

(Hy + ¢L(¢)Ha) " Py + Py (Hy + ¢L(e) Hy)
+Py (Hy + €L(¢)Hy) Ry ! (Hy + eL(¢) Hy) " Py
1 (Hy + €L(e)Hy) "Ry (Hy + ¢L(e) Hy) = —Q. (32)
We look for the zero-order asymptotic solution Py of (32). Using Proposition 1 and

setting formally ¢ = 0 in Equation (32), we obtain the following equation for its zero-order
asymptotic solution:

H{ Py + PygHy + hPyHyR; 'HY Py + hH] RyHy = —Q. (33)

In what follows, we assume the following: N
A3. There exist symmetric positive definite matrices R, and Q, such that:
(a) the symmetric matrix Riccati algebraic Equation (33) has a symmetric positive definite
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solution Pyg;
(b) all eigenvalues of the matrix

A
G = Hy + hHyRy H] Py (34)
lie strictly inside either the left-hand half or the right-hand half of the complex plane.

Lemma 1. Let the assumption Al and the item (a) of the assumption A3 be valid. Then, Hy is a
Hurwitz matrix.

Proof. Consider the Lyapunov algebraic equation with respect to the m x m-matrix P,
H] P+ PHy = —hPyHR; 'H] Py — hH] RyHy — Q.

The matrix in the right-hand side of this equation is negative definite. Moreover, due
to item (a) of assumption A3, this equation has the symmetric positive definite solution
P = P,. Hence, by the same arguments as in Remark 1, we conclude that the matrix Hy is
a Hurwitz one. [

Remark 2. Based on Lemma 1 and the results of [25] (see Chapter 7, Theorem 2.3), we directly
conclude the following. The validity of the assumption A3 (item (a)) guarantees that Hy is a Hurwitz
matrix and the equation

dz(¢)
dg

=Hyz(E—h), §=0, z(¢)€E” (35)

is asymptotically stable.
However, the only requirement that Hy is a Hurwitz matrix does not, in general, guarantee
the asymptotic stability of Equation (35) (see, e.g., Section 2.3 in [2]).

Theorem 2. Let the assumptions A1 and A3 be valid. Then, there exists a number 0 < &5 < g1,
such that, for all ¢ € (0, €3], Equation (32) has a symmetric positive definite solution P, (&) satisfying
the inequality

||P2(£) — P20H <me, €€ (0, S;}, (36)

where ay > 0 is some constant independent of e.

Proof. Let us transform the unknown matrix in Equation (32) as:
Py = Py + AP, (37)

where AP, is a new unknown matrix.
Substituting (37) into Equation (32) and using Equations (33) and (34), we obtain the
following equation with respect to AP;:

(G +A1(e) AP, + APy (G + As(e)) = —As(e)
—hAP,(Hy + €L(¢)Hy) Ry ' (Hy + L(e) Hy) AP, (38)

where

Ai(e) = e(L(e)Ha + hHyRy "H] LT (¢) Pag + hL(e) HyRy ' H{ Py

+ehL(e)HaRy 'HI LT (¢) Py),

Az (e) = e(Hj LT (e) Pag + PaoL(e) Ha + hPyoL(e) HaR5 ' H{ Pag

+hPyHyRy "HY LT (€) Py + ehPyL(e) HaRy ' HI LT (e) Pag + hHJ RyL(e) Ha
+hHj LT (e)RyHy + ehHI LT (e)RoL(e) Ha). (39)
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Due to Proposition 1, matrices A1 (e) and Ay (e) satisfy the inequalities
[A1(e)]| < e, [|[A2(e)|| < bre, €€ (0,¢1], (40)

where b; > 0 and b, > 0 are some constants independent of ¢.

Moreover, since Py and R; are symmetric matrices, then, for all ¢ € (0, &), matrix
A (e) is symmetric.

Furthermore, taking into account item (b) of assumption A3 and using the first in-
equality in (40) and the results of [55], we obtain the existence of a number 0 < & < g7,
such that, for all e € (0,2;], the eigenvalues y;(e), (j = 1,...,m) of the matrix G + A (e)
satisfy either the inequality

Re(uj(e)) < —x, j=1,...,m, (41)
or the inequality
Re(pj(e)) >x, j=1,...,m, (42)

where x > 0 is some constant independent of «.
If inequality (41) is valid, then Equation (38) can be rewritten in the equivalent form

as:
oo T
8P = [ exp (G + () 70) [Aa(e)
+hAPy (Hy + €L(e)Hy) Ry ' (Hy + €L(e) Ha)  APy] exp ((G + Ay (e))o)do. (43)
If inequality (42) is valid, then Equation (38) can be rewritten in the equivalent form
as:

oo
AP, = — /O exp (= (G + A1(e)T0) [As(e)
+hAP, (H4 + SL(&)Hz)R£1 (H4 + SL(S)Hz) TAPz] exp ( - (g + Aq (S))(T) do. (44)

The rest of the proof is quite similar to the corresponding part of the proof of Theorem 1.
This completes the proof of the present theorem. [

The following assertion is a direct consequence of Proposition 4 and Theorem 2.

Corollary 2. Let the assumptions A1 and A3 be valid. Then, for any given & € (0, €3], the second
equation in system (9) is asymptotically stable.

2.4. e-Free Asymptotic Stability Conditions for System (1)

Let us denote
€ =min {¢}, €3 }. (45)

Now, using Proposition 2, Corollaries 1 and 2, and Equation (45), we immediately
have the following theorem.

Theorem 3. Let the assumptions A1-A3 be valid. Then, for any given € € (0,¢*], system (1) is
asymptotically stable.
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2.5. Nonlinear Singularly Perturbed System
Consider the following differential system:
da;it) = f(x(t —¢h),y(t —eh)), t>0,
e% = g(x(t—¢h),y(t—¢h)), t>0, (46)

where x(t) € E" and y(t) € E™; f(¢,¢) : E" x E™ — E" and g(¢, ¢) : E" x E™ — E™ are
given functions; f(0,0) = 0 and g(0,0) = 0; ¢ > 0 is a small parameter; & > 0 is a given
number independent of €.

For this system (like for system (1)), we consider the initial conditions (2).

Based on the results of [25], we introduce the following definitions.

Definition 2. For a given € > 0, the trivial solution (x(t) = 0,y(t) = 0) of system (46)
is called stable if for any number o > 0 there exists a number B > 0, dependent on «, such

that the solution col (x(t,' ox(4), 0y (4)), v (6 @x(-), (py())) of the initial-value problem (46), (2)

satisfies the inequality Hcol(x(t; ox (1), 0y (4)),y(t (px(‘),(py())) H < a,t >0, for any pair
(¢x(7), @y (1)) satisfying the inequality

|[col(px(T), @y (1)) || < B, T € [—eh,0]. (47)

Definition 3. For a given ¢ > 0, the trivial solution (x(t) = 0,y(t) = 0) of system (46) is called
asymptotically stable if this solution is stable and there exists a number B > 0 such that, for any

pair (@x(T), ¢y (7)) satisfying (47), the solution col (x(t; (1), 0y (), y (£ @2 (4), goy())) of the
initial-value problem (46), (2) tends to zero as t tends to +oo.

In what follows of this section, we assume the following;:
A4. The functions f(¢,¢) and (¢, P) are twice continuously differentiable for (¢, ) €
E" x E™.

The linearization of system (46) in a neighborhood of its trivial solution (x(t) =
0,y(t) =0,t > —¢h) yields the following system:

d’;(:) = fp(0,0)x(t —€h) + f(0,0)y(t —eh), t>0,
sd%T(tt) = 8¢(0,0)x(t —eh) + gy (0,0)y(t —eh), t>0. (48)

As a direct consequence of Theorem 3, we have the following lemma.

Lemma 2. Let the assumption A4 be valid. Let the assumptions A1-A3 be valid for H; = f4(0,0),
Hy = fy(0,0), H3 = §4(0,0), and Hy = gy(0,0). Then, there exists a number € > 0, such that,
for any given € € (0,€*], system (48) is asymptotically stable.

Theorem 4. Let the assumption A4 be valid. Let the assumptions A1-A3 be valid for Hy = f(0,0),
Hy = fy(0,0), H3 = g¢(0,0), and Hy = g4(0,0). Then, for any given ¢ € (0,€*], the trivial
solution of system (46) is asymptotically stable.

Proof. First of all, let us note the following. Using the assumption A4 and applying the
Taylor’s formula to the functions f(¢, ¢) and g(¢, ¥), we obtain the following inequalities:

, (¢, 9) € E" X E™,
2 (¢ 9) € E" x E™, (49)

£ (@, 9) = £(0,0) = f(0,0) || < ws(e,¢)| col(e, ¢)
18(¢, %) — 84(0,0) — g(0,0)|| < wg(@, )| col(e, )
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where the positive functions wf(¢, ) and wg(¢, 1), being estimates for the absolute values
of all the second-order derivatives of all the entries of f(¢, 1) and g(¢, ), respectively,
at any given point (¢, ) € E" x E™, are bounded in any bounded and closed set of the
space E" x E™.

Due to (49), we obtain the following inequalities for any given ¢ € (0,€*] and any
vector-valued functions ¢x (1), ¢y(7), T € [—¢h,0], introduced in (2):

1 (9200 94(0) = £9(0,0) = Fy(0,0)] < wy (92(0), 94(0) ([col(x() u (D] )
18 (9x(1), y(1)) — 84(0,0) — g(0,0)|| < we(@x(1), (7)) (Hcol(qvx('),qu(-))Hc)z‘ (50)

Thus, for any given e € (0,€"] and T € [—¢h, 0],

eolpe (I oo ©F (P (D @5 (D) [leollgx (), 9y (D = O D
. 1 B
eotlpe (R s e (@x(D) @ () [leol(@x(). 9y ()| = O (52

Now, using the results of [2,21] on the asymptotic stability in the first approximation
of time-delay equations, as well as the inequalities in (50), the limit equalities (51) and (52),
and Lemma 2, we immediately obtain the statement of the theorem. [

2.6. Examples
2.6.1. Example 1

Consider a particular case of system (1) with the following data:

n=2 m=2 h=1, le(i —23) Hz:(;1 —?)

() (07 o) @

Due to the form of the matrix Hy, assumption Al is valid in this example.
For system (1), (53), the matrix H, given by Equation (14), is

2 —36
"= ( 3 —15 > ’
and the real part of both its eigenvalues equals —6.5. Thus, H is a Hurwitz matrix. Therefore,
due to Remark 1, assumption A2 is valid in this example.

Proceed to the analysis and solution of the Riccati Equation (33) in this example. Let
us choose the symmetric positive definite matrices R and Q as:

_ [ Rn O ~ [ Q10
Rz_(o Rzz)' Q_<0 éz) (54

Due to the diagonal form of Ry, Q, and Hy, we look for the symmetric positive definite
solution P, of Equation (33) in the diagonal form, i.e.,

Py1 0 )
Py = ¢ . 55
20 ( 0 Paoa (55)

Substitution of the value & and the matrices Hy, R», Q, Py (see Equations (53), (54),
and (55)) into Equation (33) yields, after a routine rearrangement, the following system of
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two disconnected scalar algebraic quadratic equations, the first of which is with respect to
P50 1, while the second is with respect to Py »:

1 ~
——P31 — Po,1 +025Ry + Q1 =0,
4R
16 ~
—— P32 — 1.6Px + 0.64Rp + Qp = 0. (56)
25R,,

Let us start with the analysis of the first equation in (56). This equation yields two

solutions:
Py = 2Ra1 (1 +1/0.75 — Ql/R21)/
Pyoq = 2Rar (1= 1/075 — Q1/R21). (57)

Each of these solutions is positive if and only if
0 < Q1 < 0.75Ry. (58)

Moreover, the expression

G £ Hy+hHIR3'PS = 0.5\/0.75 — 31 /Ror >0, (59)
Gy = Hy+hHRy' Py, = —051/0.75 — 01/Ry1 <0, (60)

if and only if inequality (58) with the strict right-hand side is valid, i.e.,

while

0 < Q1 < 0.75Ry;. (61)

Proceed to the analysis of the second equation in (56). This equation yields two

solutions:
Py, = 1.25Ry (1 +1/036 — O,/ Rzz),
P2_0,2 = 1.25R» (1 —1/0.36 — éz/RZZ). (62)

Each of these solutions is positive if and only if
0 < Q» < 0.36Rz. (63)

Moreover, the expression

GF £ Hy+hHIR3'PS, = 0.81/036 — G5/ Rap > 0, (64)
Gy 2 Hy+hHIRy Py, = —0.81/0.36 — 0s/ Ry < 0, (65)

if and only if inequality (63) with the strict right-hand side is valid, i.e.,

while

0 < Qo < 0.36Ry;. (66)
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In this example, for Pyg1 = PZJ(F) ;and Py = sz6,2 the matrix G, given by Equation (34),

has the form
G—gt— ( 0.54/0.75—-Q1/Rp; O _ . (67)
0 0.84/0.36 — Q2 /Ry

For Py 1 = P54, and Py = Py ,, the matrix G, given by Equation (34), has the form

GG - ( —051/0.75— Q1 /Ry 0 ] ) .
0 — 0.8\/ 0.36 — QZ /R22

Taking into account Equations (54) and (55) and summarizing the above presented
analysis of the system (56), we can conclude the following. For any values Ry;, Q; and
Ry, Qy, satisfying inequalities (61) and (66), respectively, the assumption A3 is valid in
this example.

Thus, all assumptions A1,A2, and A3 are valid in this example. Therefore, due to
Theorem 3, there exists a number ¢* > 0, such that, for any given € € (0, ¢*], system (1), (53)
is asymptotically stable.

2.6.2. Example 2

In this example, we are going to show that the time delay in system (1) of the order of
the small parameter ¢, i.e., of the form ¢h, is considerable.
Let us consider the scalar differential equation

dy(t

s% = Hy(t—h(e)), t>0, (69)

where H is a given number; ¢ > 0 is a small parameter; /i(e) > 0 is a given function of ¢,

such that h(e) /e — +oo for ¢ — +0. As a particular case, /(e) can be a positive constant.
Consider the scalar quadratic equation with respect to unknown P,

s)iz 2
e R

P24+ = HP+h()H2R+Q—O (70)

where R > 0 and Q > 0 are some numbers.

Due to the results of [25] (see Chapter 7, Theorem 2.3), if for a given € > 0 there exist
positive numbers R and Q, such that Equation (70) has a real positive solution, then the
differential Equation (69) is asymptotically stable.

Let us show that Equation (70) does not have a positive solution for any sufficiently
small ¢ > 0 and any positive numbers R and Q. Indeed, since hg(Z) & >0and hie )HZR +
Q > 0, then, due to the Vieta formulas, the necessary condition for the existence of the
aforementioned solution to (70) is the fulfilment of the inequality H < 0. Using this
inequality and solving Equation (70), we obtain two of its solutions:

h(e)/R)Q

o 1+\/1— — (h(e
b (h(e )(IHI/R) '

1—\/1— s)/e) H? — (h(e)/R)Q
(h(e)/¢) (IHI/R)

P =

Since h(e)/e — +o0 for e — +0, then the expression 1 — (h(s)/s)sz — (h(e)/R)Qis
negative for all sufficiently small e > 0 and any positive numbers R and Q. The latter means
that, for such ¢, R and Q, both solutions of Equation (70) are not real. Hence, the aforemen-
tioned asymptotic stability condition is not applicable to differential Equation (69) for any
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constant coefficient H and all sufficiently small € > 0. Moreover, due to the results of [2]
(see Section 2.3), differential Equation (69) is not asymptotically stable for any constant
coefficient H and all sufficiently small e > 0.

2.6.3. Example 3

Consider a particular case of system (46) with the following data:

n=1 m=1, h=1,
f(x(t —¢h),y(t —eh)) = sin (y(t — eh) — 4x(t — €h)),
g(x(t—eh),y(t —eh)) = (x(t —eh) — 0.4y(t — eh) + 1)2 -1 (71)

It is seen that £(0,0) = 0, ¢(0,0) = 0. Moreover, assumption A4 is valid in this exam-
ple.

The linearization of the system (46), (71) in a neighborhood of its trivial solution
(x(t) = 0,y(t) =0,t > —¢h), yields the system

d’;(tt) = —4x(t—eh) +y(t—eh), t>0,
M ge(e—en) —0sy(t et £>0 (72)

System (72) is a particular case of system (1) with the scalar coefficients
Hy=-4, H,=1, H3;=2, Hy=-08. (73)

Thus, assumption Al is valid for (72). Moreover, since H, given by (14), is negative
(H = —1.5) then, due to Remark 1, assumption A2 is also valid.
Equation (33) for system (72) has the form

16

—— P2 —1.6P H64Ry + Q =
2R, 50 6P+ 0.64R, + Q =0,

i.e., it is the same as the second equation in (56). Therefore, for any scalars R, and Q,
satisfying the inequality 0 < Q < 0.36R,, assumption A3 is valid for system (72). Hence,
by virtue of Lemma 2, this system is asymptotically stable for any given sufficiently small
€ > 0, and by virtue of Theorem 4, the trivial solution of the nonlinear system (46), (71) is
asymptotically stable for such .

3. Second Type System
3.1. Formulation, Basic Definition, and Assertions

Consider the following differential system:

dx(¥) N
T, = Ax(t) + Azy(t) + Z [Hljx(t — h]) + sz]/(f — h])], t>0,
j=1
dy(t) >
=1 = Asx(t) + Agy(t) + ) [Hax(t = hy) + Hyy(t = hy)], £ =0, (74)
j=1

where x(t) € E" and y(t) € E™; Ajand Hj, (i=1,...,4;, j=1,...,N) are given constant
matrices of corresponding dimensions; ¢ > 0 is a small parameter; 0 < i < ... < hy are
given time delays.

Like system (1), system (74) is a time-delay system. However, in contrast with (1), sys-
tem (74) has in its right-hand side both delayed and undelayed, x(-) and y(-). Moreover,
the delayed x(-) and y(+) are with multiple point-wise delays. Being a time-delay system,
(74) is infinite-dimensional with the state variables x(t + 7), y(t + 7), T € [—hp, 0].
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Like (1), system (74) is a singularly perturbed system with the parameter ¢ of singular
perturbation. However, in contrast with (1), the time delays in (74) are independent of e.
For system (74), we consider the initial conditions

(1) = ¢x(1), y(1) = ¢y(1), 7€ [=hn,0], (75)

where ¢ (7) is a given n-dimensional vector-valued function; ¢,(7) is a given m-dimensional
vector-valued function; and both functions are continuous in the interval [—hy;, 0].
Similarly to Definition 1, we introduce the following definition.

Definition 4. For a given € > 0, system (74) is called asymptotically stable if, for any aforemen-
tioned functions @, () and ¢y (7), T € [—hy;, 0], the solution of the initial-value problem (74)~(75)

col(x(t; ox(4), 0y (), v (E @x(+), (py())) tends to zero as t tends to +oco.

Consider the block-form matrix

A Al Ap
A_(A3 o ) (76)

Also, we consider the following set of two matrix algebraic equations with respect to
m x n-matrix £ and n X m-matrix M:

eLA] — AL —eLAL + A3 =0,
—M(Ag+eLAy) +e(A1 — ApLYM + Ay = 0. (77)

In what follows of this section, we assume the following:
Ab5. Matrix A4 is invertible, i.e., A4_1 exists.
Similarly to Proposition 1, we have the following assertion.

Proposition 5. Let assumption A5 be valid. Then, there exists a positive number &1, such that,
forall e € [0,&1], the set (77) has the solution {L(e), M ()} satisfying the inequalities

I1L(e) — AL Asl| < ae, [ M(e) — ArALM| < g, (78)
where d > 0 is some constant independent of e.

Consider the following block matrix:

A I, eMl(e) i}
D(e) = < LL(e) Ly — eL(M(e) >, e € [0,&]. (79)
Similarly to the matrix D(¢), D(¢) is an invertible matrix and its inverse matrix is:
1n [ Li—eM(e)L(e) —eMle) _
D (e) = ( £(e) L, , e€[0,&] (80)

Let us transform the state variables x(t + 7) and y(t + 7), T € [—hy, 0] of the system
(74) as:

( x(tiT) ) :D(£)< u(tj:) ) £>0, T€[—hy,0], €€ (0,8] (81)

where u(t) € E", v(t) € E™; u(t+ 7); and v(t + T) are new state variables.
Similarly to Proposition 2, we directly have the following assertion:
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Proposition 6. Let assumption A5 be valid. Then, for any given € € (0, &1], transformation (81)
converts the initial-value problem (74)—(75) to the following equivalent initial-value problem:

du(t) N
T = (Al — Azﬁ(s))u(t) + Zl [7—[1j(£)u(t — ]’l]) + sz(s)v(t — h])],
]:
edz‘;(tt) = (As+eL(e)A2)v(t) + ) [Haj(e)u(t — hj) + Haj(e)o(t — hy)], (82)
=

u(t) = (In — eM(e) L(€)) px(T) —eM(e) gy (T), T € [=hn,0],
() = L(e)9x(T) + 9y(1), T € [=hn,0], (83)

where

(o 2 ( Hajle) Hajle) \ _ po1( Hy Hy 0 e
H]U—(Hsj.(s) H4;(8))—D ()( Y )D( ) j=1..,N. (84

Moreover, system (74) is asymptotically stable if and only if system (82) is asymptotically
stable.

Consider the following symmetric Riccati algebraic equation with respect to (1 + m) x
(n + m)-matrix P:

AT(e)€ 7 (e)P + PE1(e) A(e) + % [PE~ () Hj(e)R; "M ()€ ()P + Rj| = —Q, (85)
j=1

where Rj, (j =1,...,N) and Q are some symmetric positive definite matrices of the
dimension (n 4+ m) x (n + m);

g(@é(én 0 ) A<s>é<g‘1f‘2ﬁ(€) ‘l‘ﬁgﬁ(gmz). (36)

By virtue of Proposition 5 and the results of [25] (see Chapter 7, Theorem 3.1), we
directly obtain the following assertion.

Proposition 7. Let assumption A5 be valid. Let, for a given € € (0,1, there exist symmetric
positive definite matrices R;, (j = 1,...,N) and Q such that the Equation (85) has a symmetric
positive definite solution P = P (). Then, for this €, system (82) is asymptotically stable.

We choose the matrices R, (j=1,...,N) and Q in the block form as:

_( Ry O L .
R]_<O Ry > i=1,...,N;

_ _ ([ Q Qa(e)

where the matrices Ry, (j=1,...,N)and Qg are of the dimension n x n; the matrices Ry,
(j=1,...,N), and Q3 are of the dimension m x m.

Based on the block form of the matrices £(e), A(e), and R;, (j = 1,...,N), we look for
the symmetric positive definite solution P = P(¢) of Riccati Equation (85) in the block form

(PO
(3 %)

where the matrices P; and P, are of the dimensions n x n and m x m, respectively.
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Substituting the block-form representations of the matrices H;(¢), (j = 1,...,N),
E(e), Ale), Rj, (j=1,...,N), Q(¢) and P (see Equations (84), (86), (87), and (88)) into
Equation (85) yields, after a routine matrix algebra, the following equivalent set of three
matrix equations with respect to P; and P»:

(A1 — A2L(e)) () Py + Py (A1 — A2L(e)) (e)
N

+ ) [Pr(Haj(e)Ry; Hij(e) + Haj(e) Ry Hyj(€)) Py + Ryj) = —Q1, (89)
j=1
(Ag+eL(€)Az) " (6)Pa+ Pa(Aq + L (e) Ay)
N
+ ) [P2(Haj(e)R;; Haj(e) + Haj(e)Ryj Hij(e)) Pr + Roj = —Qs, (90)
j=1
N
Py (L (Haj(e)Ry Y (€) + Hay(e) Ry HE (€)) ) P2 = —Qae). ©1)
]

Corollary 3. Let assumption A5 be valid. Let, for a given ¢ € (0,&1], there exist symmetric
positive definite matrices le, sz, (j=1,...,N), Q1, Qs such that Equations (89) and (90) have
symmetric positive definite solutions Py = Py (¢) and P, = P, (€). Moreover, let the matrix Q(e),
given in (87) with

N

Qa(e) = —Pu(e)( X, (Maj(e) Ry HT (e) + Haj(e) Ry HE () ) Pace), (92)

j=1
be positive definite. Then, for this €, system (82) is asymptotically stable.

Proof. Due to the assumptions of the corollary, we obtain the following. For any given
e € (0,1 and for the matrices Rjand Q, given by (87), Equation (85) has the symmetric
positive definite solution P = P(¢) of the form (88), where Py = P;(¢) and P, = P,(¢) are
the symmetric positive definite solutions of Equations (89) and (90). Therefore, by virtue of
Proposition 7, system (82) is asymptotically stable for any given e € (0,&;]. O

3.2. Asymptotic Solution with Respect to e of Equations (89) and (90)

We look for the zero-order asymptotic solutions Pjg and Py of (89) and (90), respec-
tively. Setting formally ¢ = 0 in Equations (89) and (90), and using Proposition 5 and
Equation (84), we obtain the following equations for their zero-order asymptotic solutions:

(A1 — AgA; A3)TPg + Pio(Ar — A2A ' As)
N

+Y_ [Pio (7{1]‘(0)1{1_]-17{{]'(0) + sz(O)Rz_le:sz(O))Plo + Ryl = —Q1, (93)
=1
AZPzO + PyyAy
N
+)° [PZO(HC’J]'(O)R;]']%;}(O) + 7'[4]'(0)REJ-1HL(0))P20 + Ryj] = —Qs, (94)

j=1



Symmetry 2024, 16, 838 19 of 35
where
H1;(0) = Hyj — HyjA; 1A, H,i(0) = Hy;,
H3;(0) = Ay LAsHy; + Hy; — Ay Y AsHyj Ay Ay — Hy Ay As,
H4j(0) = A1 A3Hpj + Hy,. (95)

In what follows, we assume the following;:
A6. There exist symmetric positive definite matrices Ryj, Ryj, (j=1,...,N), Q, Qs,
such that:
(a) Equations (93) and (94) have symmetric positive definite solutions Pjy and P, respec-
tively;
(b) all eigenvalues of each of the matrices
A -1 3 —1T —1T
Gio = A1 — A2A; Az + Zl [H1j(0)Ry;H1;(0) + Ha; (0) R, Ha;i(0)] Pro,
j=

N
gZO é A4 —+ Z [H3j(0)R;j1ng(0) + H4j(0)R£leL(O)]P20 (96)
j=1

lie strictly inside either the left-hand half or the right-hand half of the complex plane;
(c) the matrix

_( Q1 Qu
o-(d &) e
with N
Q20 = —Pio( Y (M1 (0) Ry HE(0) + Mo (0) Ry 11 (0)) ) Pao, (98)
j=1

is positive definite.

Remark 3. Based on the results of [25] (see Chapter 7, Theorem 3.1), we obtain (similarly to
Lemma 1 and Remark 2) the following conclusions. The validity of assumption A6 (items (a) and
(b)) guarantees that A1 — A2A4_1A3 and A4 are Hurwitz matrices. Moreover, the equations

N
dz;ft) = (A1 — A2A4—1A3)21(t) + ZHlj(O)Zl(f —hj), t>0, z(t)€E" (99
=1
and .
fulh) Agzo(t) + ) Haj(0)zo(t —hy), t>0, z(t) € E™ (100)
dt =

are asymptotically stable.

However, the only requirement that Ay — A2A4_1A3 is a Hurwitz matrix does not, in general,
guarantee the asymptotic stability of Equation (99) (see, e.g., Section 2.3 in [2]). Similarly, the only
requirement that Ay is a Hurwitz matrix does not, in general, guarantee the asymptotic stability of
Equation (100).

Theorem 5. Let assumptions A5 and A6 be valid. Then, there exists a number 0 < & < &,
such that, for all € € (0,&;], Equations (89) and (90) have symmetric positive definite solutions
Py = Py(e) and P, = P,(¢), satisfying the inequalities

|Pi(e) — Pro|| < are, ||Pa(e) — Pool| < @2e, €€ (0,8)], (101)

where dy > 0 and ay > 0 are some constants independent of e.
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Moreover, there exists a number 0 < &3 < &, such that, for all e € (0, &3], the matrix Q(e),
given in (87) with the block Q,(e) given by (92), is positive definite.

Proof. The first statement of the theorem is proven quite similarly to Theorems 1 and 2.
Proceed to the proof of the second statement of the theorem. Using Proposition 5; Equa-
tions (79), (80), (84), (92), and (98); and the inequalities in (101), we directly obtain the
inequality || Q2 (e) — Qao|| < @3¢ Ve € (0, &), where a3 > 0 is some constant independent
of e. This inequality and item (c) of assumption A6 directly yield the validity of the second
statement of the theorem. O

3.3. e-Free Asymptotic Stability Conditions for System (74)

A
Let us denote &* = &3.
Now, using Proposition 6, Corollary 3, and Theorem 5, we obtain the following asser-
tion.

Theorem 6. Let assumptions A5 and A6 be valid. Then, for any given ¢ € (0,&*|, system (74) is
asymptotically stable.

3.4. Nonlinear Singularly Perturbed System

Consider the following differential system:
dx(t)
dt

ed%T(tt) =g(x(t),y(t),x(t —h1),...,x(t —hN),y(t —h1),...,y(t—hyn)), £>0, (102)

= f(x(8),y(t), x(t =M1), ..., x(t =hN),y(t = h1),...,y(t = hN)), £>0,

where x(t) € E" and y(t) € E"™; f(¢, ¢, p1,..., N, P21, ..., PN) : E" X E™ X E" -+ X E" X
E™M...x E™ — E"and g(¢, ¥, ¢1,.- ., ¢N, W1, ..., ¥N) : E" X E™ X E" - - X E" X E™ - - X
E™ — E™ are given functions; f(0,0,0,...,0) = 0and g(0,0,0,...,0) =00 < h; < --- <
hy are given time delays.
For this system (like for system (74)), we consider the initial conditions (75).
Similarly to Definitions 2-3, we introduce the following definitions.

Definition 5. For a given € > 0, the trivial solution (x(t) = 0,y(t) = 0) of system (102) is called
stable if for any number o > 0 there exists a number B > 0, dependent on a, such that the solution

col(x(t,' ox(4), 0y (), v (£ @x(+), q)y())) of the initial-value problem (102), (75) satisfies the

ol (x(t@x(-), @y () y(:@x (), @y () || < a,t = 0, for any pair (px(7), 9,(7))
satisfying the inequality

inequality

|col(@x(T), @y (D)) || < B, T € [—hn,0]. (103)

Definition 6. For a given € > 0, the trivial solution (x(t) = 0,y(t) = 0) of system (102) is called
asymptotically stable if this solution is stable and there exists a number B > 0, such that, for any

pair (¢x(T), oy (7)) satisfying (103), the solution col(x(t; P (1), 9y (), vt 9x (4, (py())) of
the initial-value problem (102), (75) tends to zero as t tends to +oo.

In what follows of this section, we assume the following;:
A7. The functions f(¢, ¢, ¢1,...,¢N,P1,...,9n) and (¢, ¥, ¢1,..., dN, Y1, ..., PN) are
twice continuously differentiable for (¢, ¥, p1,...,¢n, ¢P1,...,PN) € E" X E™ X E" -+ X
E"x E™...x E™,
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The linearization of system (102) in a neighborhood of its trivial solution (x(t) =
0,y(t) =0,t > —hy) yields the system

dfff) = f¢(0,0,0,...,0)x(t) + f4(0,0,0, ..., 0)y(t)

i [f¢:(0,0,0,...,0)x(t — hj) + fy.(0,0,0,...,0)y(t = h)], t >0,

dy(t
8% =8¢(0,0,0,...,0)x(t) + &¢(0,0,0,...,0)y(t)

N
2 84;(0,0,0,...,0)x(t = ;) + gy (0,0,0,...,0)y(t — k;)], t>0. (104)

The following lemma is a direct consequence of Theorem 6.

Lemma 3. Let assumption A7 be valid.  Let assumptions A5 and A6 be valid for
A1 = f(p(0,0,0, . .,O), Az = fq,(0,0,0, .. .,0), A3 = g4>(0,0,0,. . .,0), A4 = glp(0,0,0,. . .,0),
Hl]‘ = f‘Pj(O’O’O""’O)’ sz = f‘l’j<0’0’0""’0)’ H3j = g4’j(0’0/0"“’0) and
Hyj = 8y (0,0,0,...,0), (j = 1,...,N). Then, there exists a number € > 0, such that,
for any given € € (0,€*], system (104) is asymptotically stable.

Theorem 7. Let assumption A7 be valid. Let assumptions A5 and A6 be valid for Ay =
f4)(0,0,0, ce ,0), Az = flp(0,0,0, ce ,0), A3 = g¢(0,0,0,. . .,O), A4 = glp(0,0,0, .. .,0),
Hlj = f¢j(0’0’0""’0)’ H2] = f¢j(0,0,0,...,0), H3] = g‘Pj(O’O’O""’O) and
Hyj = g¢,(0,0,0,...,0), (j = 1,...,N). Then, for any given ¢ € (0,€"], the trivial solution of
system (102) is asymptotically stable.

Proof. Using Lemma 3, the theorem is proven quite similarly to Theorem 4. [

3.5. Case of a Single Delay in System (74): Alternative Approach to Asymptotic Stability Analysis
Consider the following differential system:

Ed]{T(:) = A3x(t) + A4]/(t) + ng(t — h) + H4y(t — h), t>0, (105)

where x(t) € E" and y(t) € E™; A;and H;, (i = 1,...,4) are given constant matrices of

corresponding dimensions; € > 0 is a small parameter; # > 0 is a given time delay.
System (105) is a particular case of system (74), with a single point-wise time delay.
For system (105), we consider the initial conditions

x(7) = ¢x(1), y(T) =9y(7), TEI[-NhO] (106)

where @y (7) is a given n-dimensional vector-valued function; ¢, (7) is a given m-dimensional
vector-valued function; both functions are continuous in the interval [/, 0].

The asymptotic stability of system (105) is defined quite similarly to the asymptotic
stability of system (74) (see Definition 4).

3.5.1. e-Dependent Asymptotic Stability Conditions

Let assumption Al be valid. Based on this assumption, let us transform the state
variables x(t + 7) and y(t + 7), T € [—h,0] of the system (105) as:

(t+7) \ _ u(t+7)
(;(Hi) ) D@( ot + 1) ) £>0, Te[-h0), e€(0a], (107
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where u(t) € E", v(t) € E™; u(t+ 1), and v(t 4 7) are new state variables; the positive
number ¢; is defined in Proposition 1; the (1 4+ m) x (n + m)-matrix D(¢) is defined by
Equation (6) and its inverse matrix D~!(e) is defined by Equation (7).

Similarly to Propositions 2 and 6, we directly obtain the following assertion.

Proposition 8. Let assumption Al be valid. Then, for any given ¢ € (0, €1], transformation (107)
converts the initial-value problem (105)—(106) to the following equivalent initial-value problem:

dl;iit) = A (e)u(t) + Ax(e)v(t) + (Hy — HoL(e))u(t — h),
sdz;(tt) = As(e)u(t) + Ay(e)v(t) + (Hy +¢L(e)Ha)v(t — h), (108)
u(t) = (In —eM(e)L(e)) gx (1) — eM(e) @y (1), T € [—h,0],
o(t) = (S)fo( )+ oy(1), TE[-hO]. (109)
where
w02 (30 20) ool e o

Moreover, system (105) is asymptotically stable if and only if system (108) is asymptotically
stable.

Consider the following symmetric Riccati algebraic equation with respect to (1 + m) X
(n + m)-matrix P:

AT(e)E71(e)P + PE 1 (e) A(e) + PE Y (e)H(e) R 'HT ()€ Y(e)P+ R = —Q, (111)

where R and Q are some symmetric positive definite matrices of the dimension (n + m) X
(n+m); the (n+ m) x (n+ m)-matrix & (e) is given in (86);

A Hi-HlL() 0
H(e) = ( o Hy + ¢L(e) Ha ) (112)

Based on Proposition 1 and the results of [25] (see Chapter 7, Theorem 3.1), we directly
obtain the following assertion.

Proposition 9. Let assumption Al be valid. Let, for a given ¢ € (0, e1], there exist symmetric
positive definite matrices R and Q, such that Equation (111) has a symmetric positive definite
solution P = P(g). Then, for this ¢, system (108) is asymptotically stable.

We choose the matrices R and Q in the block form as:

5 Elg A — Ofe Q1 QVZ(‘(:)
R=(4' g, ) @=00- (Qz() 0 ) (13)

where the matrices R; and Ql are of the dimension n x 1; the matrices R, and @3 are of the
dimension m X m.

Due to the block form of the matrices £ (¢), H(¢), and R, we look for the symmetric
positive definite solution P = P(e) of the Riccati Equation (111) in the block form

~ (P 0
P_<O B, ) (114)

where the matrices P and P, are of the dimensions 7 x 1 and m x m, respectively.
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Substituting the block-form representations of the matrices £ (¢), A(e), H(¢), R, Q(e),
and P (see Equations (86), (110), (112), (113), and (114)) into the Equation (111), we obtain,
after a routine matrix algebra, the following equivalent set of three matrix equations with
respect to P, and Py:

AT (e)Py + Py Ay (e) + Py (Hy — HzL(E))RNlil(Hl - HzL(S))Tpvl +Ri=-Q1, (115
AL ()P, + Py Ay(e) + Py (Hy + 81#(8)1'712)1?2_1 (Hs+ eL(e)Hy) Py + Ry = —Q3  (116)

Af(e)P, + Py Az (e) = —Qa(e). (117)
From Proposition 9, we directly obtain the following assertion.

Corollary 4. Let assumption Al be valid. Let, for a given € € (0, 1], there exist symmetric positive
definite matrices Rl, Rz, Ql, Qg, such that Equations (115) and (116) have symmetric positive
definite solutions P; = Py(¢) and Py = P;(e). Moreover, let the matrix Q(e), given in (113) with

Qs(e) = = (A3 (€)Pa(e) + Pr(e) A (e)), (118)
be positive definite. Then, for this €, system (108) is asymptotically stable.

3.5.2. Asymptotic Solution with Respect to € of Equations (115) and (116)

We look for the zero-order asymptotic solutions 1310 and 1320 of (115) and (116), respec-
tively. Setting formally ¢ = 0 in Equations (115) and (116), and using Proposition 1 and
Equation (110), we obtain the following equations for their zero-order asymptotic solutions:

AT(0) P + PpA;(0)

~ B —~ 1 B ~ ~ ~
+Pyo(Hy — HoH 'H3)Ry ~ (Hy — HoHy 'Hy)"Pig + Ry = —Qy, (119)
~ ~ ~ o~ ~ —~ 1 ~ ~ ~
A} (0)Pyg + PagAs(0) + PyoHsRy  H{ Py + Ry = —Q3, (120)
where
A1(0) = Ay — AyH, 'Hs,  A4(0) = Hy 'H3 Ay + Ay, (121)

In what follows, we assume the following:
A8. There exist symmetric positive definite matrices Ry, Ry, Ql, Qg,, such that:
(a) Equations (119) and (120) have symmetric positive definite solutions Pyo and Py, respec-
tively;
(b) all eigenvalues of each of the matrices

. I
Gio = A1(0) + (Hi — HyHy ' H)Ry ! (Hi — HyHy ' Hs) T Pro,

Goo = A4(0) + HyRy 'HY Py (122)

lie strictly inside either the left-hand half or the right-hand half of the complex plane;
(c) the matrix

A QA Qu 123
Qo = ( on Q3 )/ ( )

with ~ B N o
Qa0 = — (AL (0) Py + P1pA>(0)) (124)
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and
A2(0) = Ay, A3(0) = Hy'H3 Ay + As — Hy 'H3 A Hy 'Ha — AgHy 'Hs,  (125)
is positive definite.

Remark 4. Using the same arguments as in Remark 3, we can conclude the following. The validity
of assumption A8 (items (a) and (b)) guarantees that A, (0) and A4(0) are Hurwitz matrices.
Moreover, the equations

délit) = A1(0)Z1(t) + (Hy — HoHy 'H3)Zi (t —h), t>0, Zi(t) € E"  (126)
and N
dz;t(t) = A4(0)Z(t) + HyZp(t —h), t>0, Z(t) €E" (127)

are asymptotically stable.

However, the only requirement that A1(0) is a Hurwitz matrix does not, in general, guarantee
the asymptotic stability of Equation (126) (see, e.g., Section 2.3 in [2]). Similarly, the only require-
ment that A4(0) is a Hurwitz matrix does not, in general, guarantee the asymptotic stability of
Equation (127).

Quite similarly to Theorem 5, we obtain the following assertion.

Theorem 8. Let assumptions Al and A8 be valid. Then, there exists a number 0 < € < ¢,
such that, for all ¢ € (0,€1], Equations (119) and (120) have symmetric positive definite solutions
Py = Py(e) and P, = P,(¢), satisfying the inequalities

|Pi(e) — Pro|| < e, ||Pa(e) — Pool| < e, €€ (0,], (128)

where @y > 0and ay > 0 are some constants independent of e. N
Moreover, there exists a number 0 < & < €1, such that, for all e € (0,€;], the matrix Q(e),
given in (113) with the block Q;(e) given by (118), is positive definite.

3.5.3. e-Free Asymptotic Stability Conditions for System (105)

PURVANSS . .. .
Denoting €* = €, and using Proposition 8, Corollary 4, and Theorem 8, we obtain the
following assertion.

Theorem 9. Let assumptions A1 and A8 be valid. Then, for any given € € (0,€*], the system (105)
is asymptotically stable.

3.5.4. Particular Case of the Nonlinear Singularly Perturbed System (102)
Consider the following differential system:

dJ;z(tt) = f(x(t),y(t),x(t —h),y(t—h)), t=0,
Sd]{Tit) :g(x(t),]/(t),x(t—h),y(t_h))/ t >0, (129)

where x(t) € E" and y(t) € E™; f(¢,¢,¢1,¢1) : E" x E™ x E" x E™ — E" and
e(p, 9, p1,¢1) + E" X E™ x E" x E™ — E™ are given functions; f(0,0,0,0) = 0 and
£(0,0,0,0) = 0; h > 0 is a given time delay.
System (129) is a particular case of system (102), with a single point-wise time delay.
For this system (like for system (105)), we consider the initial conditions (106). The sta-
bility and asymptotic stability of the trivial solution (x(t) = 0,y(t) = 0) to system (129)
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are defined quite similarly to the stability and asymptotic stability of the trivial solution
(x(t) = 0,y(t) = 0) to system (102) (see Definitions 5 and 6).

In what follows, we assume the following:
A9. The functions (¢, ¥, ¢1, 1) and g(¢, P, 1, 1) are twice continuously differentiable
for (¢, ¢, ¢1, 1) € E" x E™ x E" x E™.

The linearization of system (129) in a neighborhood of its trivial solution (x(t) =
0,y(t) =0,t > —h) yields the system

d?;(tt) = £4(0,0,0,0)x(t) + f4(0,0,0,0)y(t)

+£4,(0,0,0,0)x(t — h) + fy,(0,0,0,0)y(t — k), >0,

dy(t
M) 00(0,0,0,0)x(1) +8(0,0,0,0)y(1)
+8¢,(0,0,0,0)x(t — h) + gy, (0,0,0,0)y(t —h), t>0. (130)

Using Theorem 9 and the results of [2,21] on the asymptotic stability in the first approx-
imation of time-delay equations, we obtain (quite similarly to Lemma 3 and Theorem 7)
the following assertion.

Theorem 10. Let assumption A9 be valid. Let assumptions Al and A8 be valid for A; =
£5(0,0,0,0), Az = £(0,0,0,0), A3 = g4(0,0,0,0), Ay = g5(0,0,0,0), Hy = £,,(0,0,0,0),
Hy = £4,(0,0,0,0), H3 = £4,(0,0,0,0), and Hy = gy, (0,0,0,0). Then, there exists a number
& > 0 such that, for any given € € (0, €], system (130) is asymptotically stable. Moreover, for such
g, the trivial solution of system (129) is asymptotically stable.

3.6. Examples
3.6.1. Example 1

Consider a particular case of system (74) with the following data:

n=1 m=1, N=2, 0<h1<h2,
Al = 1/ AZ = _7/ A3 = 9/ A4 = _9/
Hj1=-1, Hpp=-15 Hy =2, Hp=-05
H3; =05, Hzp =-15Hy =25 Hyp=05. (131)
To analyze the asymptotic stability of system (74), (131), we use Theorem 6.
Since A4 # 0, assumption A5 is valid in this example.
Using Equation (95) and the data (131) of this example, we obtain
M11(0) =1, Hi2(0) = =2, H2(0) =2, Hxn(0)=-05,
H31(0) =2, Hzx(0) =1, Hu(0) =05 Hep(0)=1 (132)

Furthermore, using Equations (93), (94), (131), and (132) and choosing
Ri1 =Rz =Rpy1 =Rpp =R >0,

we can write down the scalar quadratic equations with respect to the unknown Pjg and Py
as:

9.25R1Pf) — 12Pyg +2R + Q; =0,
6.25R " 1P3 — 18Py + 2R + Q3 =0, (133)

where Q; > 0and Q3 > 0.
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Solving the first equation in (133), we obtain two its solutions:

R(6+ /36— 9.25(2+ Qi/R))

+
F1o = 9.25 '
R(6—/36—9.25(2+ Qi/R))
Py = . (134)
9.25
Each of these solutions is positive if and only if
17.5
< —R~=1. .
0<O1 < 9'25R 1.89189R (135)

Moreover, the particular case of Gy in (96) for Pjg = Pf('] satisfies the inequality

Giy = /36 —925(2 + Qi/R) >0, (136)

while the particular case of Gy in (96) for Pg = Py satisfies the inequality

Gio = —/36 —925(2+ Q1/R) <0, (137)
if and only if
175

Similarly, the second equation in (133) has two solutions:

R(9+ \/81 —625(2+ Qs/R))

+
20 = 6.25 '
R(9-\/81-625(2+Qs/R))
Py = . (139)
6.25
Each of these solutions is positive if and only if
0 < Q3 <10.96R. (140)

Moreover, similarly to (136) and (137), the particular case of Gy in (96) for Pyy = PZJ(S
satisfies the inequality

G = \/81 —6.25(2+ Q3/R) >0, (141)

while the particular case of Gy in (96) for Py = P, satisfies the inequality

Gio = —/81 - 625(2 + Q3/R) <0, (142)

if and only if
0 < Q3 < 10.96R. (143)

Thus, items (a) and (b) of assumption A6 are valid. Let us show the validity of item (c)
of this assumption.
Using Equations (98) and (132), we obtain Qy as:

~ 0.5PyPy

Qo = R

(144)
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Let us choose
Q1 =18R, Q3=10R. (145)

Such chosen Q7 and Q3 satisfy inequalities (138) and (143), respectively. For these Q1
and Qs3, due to Equations (134) and (139), we have

+ - _ + - _
P, = 0.74832R, P;, = 0.54898R, Pj; = 1.83192R, Py, = 1.04808R,

which, along with (144), yields

0.5P; P 0.5P+ P
Qigh =~ = ~068543R, Qyy = ———p 20 = ~0.39215R,
0.5P: P, 0.5P; P}
Q" = — 0 = ~050284R, Qyy = — -2 = —0.28769R. (146)

Now, using Equations (97), (145), and (146), we can construct the following matrices:

oft = 1.8R — 0.68543R o = 1.8R —0.39215R
0 7\ —0.68543R  10R ! 0 7\ —0.39215R  10R !

Ot = 1.8R —0.50284R 0 = 1.8R —0.28769R
0 7\ —0.50284R 10R ! 0 7\ —0.28769R  10R

All these matrices are positive definite, meaning that item (c) of assumption A6 is
valid for all the pairs (Pjh, Pof), (i, Pog)s (Pror Py) s (Prg Pyg)- Thus, assumptions A5 and
A6 are valid for system (74), (131). Therefore, by virtue of Theorem 6, there exists a positive

number £, such that, for any given ¢ € (0,&*], system (74), (131) is asymptotically stable.

3.6.2. Example 2

Consider a particular case of system (102) with the following data:

n=1 m=1, N=1, h; >0,
F (), y(8) x(t ),y — ) = exp (x(6) — 4y(6) — x(t — ) +y(t — ) — 1,
S (1) y(0) x(t — ) y( — ) = sin(5x(t) — 5y(t) +2x(¢ — b))

+1 —cos (y(t—hy)). (147)

It is seen that f(0,0,0,0) = 0 and g(0,0,0,0) = 0. Moreover, it is seen that system
(102), (147) is also a particular case of system (129), and both assumptions A7 and A9 are
valid for this system.

Let us find out which theorem (either Theorem 7 or Theorem 10) is applicable for the
asymptotic stability analysis of system (102), (147). For this purpose, we linearize (102),
(147) in a neighborhood of its trivial solution (x(t) = 0,y(t) = 0,t > —hy), which yields

the system
dﬁ”:xm-Awﬂ—xu—hﬂ+ya—my £>0,
sd]{d—(:) = 5x(t) —5y(t) +2x(t —hy), t>0. (148)

This system can be considered as a particular case of each of the systems (74) and (105)
withn=1,m=1, N=1and

Ay=1, Ay——4, A3=5, A, ——5,
Hyy=Hy=-1, Hy=Hy=1, H3 =H3;=2, Hy =Hy=0. (149)

Since Hy = 0, then assumption Al is not valid for (148). Consequently, Theorem 10 is
not applicable for the asymptotic stability analysis of system (102), (147). Let us try to apply
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Theorem 7 for such an analysis. We start with the verification of the validity of assumptions
Ab and A6 for system (148). Since A4 # 0, assumption A5 is valid.
Using Equations (95) and (149), we obtain

H11(0) =0, Hxn(0) =1, Hzu(0)=2, Ha(0)=-1 (150)
Furthermore, using Equations (93), (94), (150) and choosing
Ri1 =Rn=R>0,
we obtain the scalar quadratic equations with respect to the unknown Py and Py as:

R™'P — 6P+ R+Q; =0,
5R™1P2, —10Py + R+ Q3 = 0, (151)

where Q1 > 0and Q3 > 0.
Solving the first equation in (151), we obtain its two solutions:

Ply = R(3+/9— (1+Qi/R)),
P =R(3—/9— (1+Q/R)). (152)
Each of these solutions is positive if and only if
0 < Q1 <8R (153)

The particular case of Gy in (96) for Pjg = P1+O satisfies the inequality

Gh=1/9-(1+Qi/R) >0, (154)

while the particular case of Gy in (96) for Pyg = Py satisfies the inequality

Gp=-4/9—-(1+Qi1/R) <0, (155)

if and only if
0 < Q1 <8R. (156)

Similarly, we obtain two solutions of the second equation in (151):

R(5+ \/25—5(1 +Q3/R))

+
PZO_

5 7
R(5-/25-5(1+Qs/R))
Py = 157
20 5 ’ ( 5 )
and each of these solutions is positive if and only if
0 < Q3 <4R. (158)

Moreover, similarly to (154) and (155), the particular case of Gy in (96) for Py = PZJ(S
satisfies the inequality

Gsh = /25— 5(1+Qs/R) >0, (159)
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while the particular case of Gy in (96) for Py = P, satisfies the inequality
Gio = —/25 - 5(1+Qs/R) <0, (160)
if and only if
0 < Q3 <4R. (161)

Hence, items (a) and (b) of assumption A6 are valid. Let us show that item (c) of this
assumption is also valid.
Using Equations (98) and (150), we obtain Q» as:

Pyo P
Qu =~ (162)
Let us choose
Q1 =7R, Q3=3R. (163)

These Q1 and Qs satisfy inequalities (156) and (161), respectively. For Q; and Q3 from
(163), due to Equations (152) and (157), we have

P, = 4R, Pjy=2R, Py, =144721R, Py = 0.55279R,

which, along with (162), yields

PSP PP,
Q) = %20 =5.78884R, Q) = %20 = 2.21116R,
P, Pt P, P,
Q= % =2.89442R, Q5 = % = 1.10558R. (164)
Now, based on Equations (97), (163), and (164), we can construct the following matri-
ces:
oft = 7R 5.78884R o = 7R 2.21116R
0 7 \ 5.78884R 3R ! 0 7 \ 221116R 3R !
Ot = 7R 2.89442R 0 = 7R 1.10558R
0 7 \ 2.89442R 3R ! 0 7 \ 1.10558R 3R ’

It is verified directly that the matrix QJ T is not positive definite, while the other
matrices Qar —Qy *, and Q, ~ are positive definite. This means that item (c) of assumption
A6 is valid for the pairs (P, Ps), (P, Pp), and (Pyg, Pyg). Thus, assumptions A5 and A6
are valid for system (148). Therefore, by virtue of Lemma 3, there exists a positive number
€* such that, for any given e € (0,&*], system (148) is asymptotically stable. Moreover, due
to Theorem 7, the trivial solution of system (102), (147) is asymptotically stable for any
given e € (0,€].

3.6.3. Example 3

Consider a particular case of system (105) with the following data:

7’121, m=1, A1=—7, A2=3, A3=—6, A4=0,
Hy=1 H,=-3, H3;=2, Hy=-2. (165)

It should be noted that system (105), (165) is also a particular case of system (74).
However, since Ay = 0, Theorem 6 is not applicable for the asymptotic stability analysis of
(105), (165). Taking into account that Hy # 0, i.e., assumption Al is valid, we try to apply
Theorem 9 for the asymptotic stability analysis of this system.
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Using Equations (121) and (125) and the data (165) of this example, we obtain

A1(0) = —4, Ap(0) =3, A3(0)=-2, Ay 0) =-3. (166)
Now, using Equations (119), (120), (165), (166) and choosing
ﬁl = 2&, Ez = 4ﬁ, E >0,
we can write down the scalar quadratic equations with respect to the unknown Pyo and Py
as:
2R™1P% — 8P+ 2R+ Q; =0,
R7'P% — 6Py +4R+ Q3 = 0, (167)

where Q; > 0and Q3 > 0.
The first equation in (167) yields the following two solutions:

__R =~ =
P =5 (4—/16-2(2+Q1/R)). (168)
Each of these solutions is positive if and only if
0 < Qi <6R. (169)

The particular case of G in (122) for Py = PVfB satisfies the inequality

Gy = \/16—2(2+Ql/ﬁ) >0, (170)

while the particular case of Gyo in (122) for Py = 1316 satisfies the inequality

G = —\/16-2(2+ O1/R) <0, (171)

if and only if N
0 < Q1 <6R. (172)

The second equation in (167) has the following two solutions:

Py = R(3+ 5 (41 /),
Py =R(3-/9- (4+Qs/R)), (173)
and each of these solutions is positive if and only if
0< Q3 <5R. (174)

Moreover, similarly to (170) and (171), the particular case of G0 in (122) for Py = 132J6

satisfies the inequality
oo = \/9— (4+Q3/R) >0, (175)

while the particular case of Goo in (122) for Py = 1'52_O satisfies the inequality

g~2_0 = —m <0, (176)
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if and only if N _
0< Q3 <5R. 177)

Thus, items (a) and (b) of assumption A8 are valid. Let us show that item (c) of this
assumption is also valid. N
Using Equations (124) and (166), we obtain Qy as:

Qa0 = 2Py — 3Py (178)
We choose Ql and Qg as:
01 =5R, Q3 =4R. (179)

These Q; and QO3 satisfy inequalities (172) and (177), respectively. For Q; and O3
chosen in (179), due to Equations (168) and (173), we have

P}y =270711R, Pj, = 1.29289R, Py, =4R, Py =2R,
which, along with (178), yields
Q)" = 2P — 3P} = —0.12133R, Qj; = 2P,, — 3P, = —4.12133R,
Qyt = 2P, — 3P, = 412133R, Q= 2Py, — 3P;; = 0.12133R. (180)

Now, using Equations (123), (179), and (180), we can construct the following matrices:

G = 5R —0.12133R g = 5R — 4.12133R
0 7\ —0.12133R 4R 70 7\ —412133R 4R ’
G-+ = 5R 4.12133R G- - 5R 0.12133R
0 7\ 412133R 4R 7 =0 7\ 0.12133R 4R '

It is verified directly that all the matrices Qar +, @0 -, @a *, and Qa ~ are positive
definite. This means that item (c) of assumption A8 is valid for all the pairs (131‘5, 13;6),

(ﬁf{), 132_0), (131_0, 13;6), and (131_0, 132_0). Thus, assumptions Al and A8 are valid for system
(105), (165). Therefore, by virtue of Theorem 9, there exists a positive number € such that,

for any given € € (0,€"], system (105), (165) is asymptotically stable.

3.6.4. Example 4

Consider a particular case of system (129) with the following data:

n=1 m=1, h>0,
F(x(t),y(t), x(t = h),y(t —h)) =sin ( — 6x(t) + 2y(t) + 2x(t — h) — y(t — h)),
g(x(t),y(t), x(t —h),y(t —h)) = exp (—3x(t) —x(t —h) +y(t —h)) —cos (y(t)). (181)

It is seen that f(0,0,0,0) = 0 and g(0,0,0,0) = 0. Moreover, it is seen that system
(129), (181) is also a particular case of system (102) with N = 1, and both assumptions A7
and A9 are valid for this system. As in Example 2 (Section 3.6.2), let us find out which
theorem (either Theorem 10 or Theorem 7) is applicable for the asymptotic stability analysis
of system (129), (181). For this purpose, we carry out the linearization of this system in a
neighborhood of its trivial solution (x(t) = 0,y(t) = 0,+ > —h). This linearization yields
the system

dx(f)
dt

= —6x(t) +2y(t) +2x(t —h) —y(t—h), t>0,

MU ()~ x(t ) +y(t—m), t>0. (182)
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This system can be considered as a particular case of each of the systems (105) and (74)
withn=1,m=1, N=1and

A= —6, Ay=2, Az—=-3, Ay—=0,
Hy=Hyj1 =2, Hy=Hy =—-1, H3=Hz =—1, Hy=Hy =1 (183)

Since A4 = 0, then assumption A5 is not valid for (182). Consequently, Theorem 7
is not applicable for the asymptotic stability analysis of system (129), (181). Let us try to
apply Theorem 10 for such an analysis. We start with the verification of the validity of
assumptions Al and A8 for system (182). Since Hy # 0, assumption Al is valid.

Using Equations (121) and (125) and the coefficients (183) of system (182), we obtain

A1(0) =—4, A(0)=2, A3(0)=1, A0)=-2 (184)
Now, using Equations (119), (120), (183), and (184) and choosing
ﬁl = ﬁz =R >0, Ql = 6ﬁ, Q:; = Zﬁ, (185)

we can write down the scalar quadratic equations with respect to the unknown Pyg and Pag
as:

R7'P% — 8Py + 7R =0,
R71P2) — 4Py +3R = 0. (186)

The first equation in (186) yields the following two solutions:
P=7R>0, Py=R>0, (187)
while the second equation in (186) yields the following two solutions:
Pyy=3R>0, Py=R>0. (188)

The particular cases of G in (122) for Pjg = P} and Py = Pj are G, = 3 > 0 and
Qvfo = —3 < 0, respectively. The particular cases of 5720 in (122) for 1320 = 15;0 and 1320 = ﬁi]
are 5;0 =1>0and Qvfo = —1 < 0, respectively.

Thus, items (a) and (b) of assumption A8 are valid for system (182). Let us show that
item (c) of this assumption is also valid for (182).

Using Equations (124) and (184), we obtain ng as:

Qa0 = —(2Pyp + Py), (189)
which, along with (187) and (188), yields
Q) = — (2P + Py)) = —17R, Qjy” = — (2P}, + P5y) = —15R,
Qy" = — (2P + Py) = —=5R, Q= — (2P, + P5) = —3R. (190)

Now, using Equations (123), (185), and (190), we can construct the following matrices:

Gt = 6R —17R G = 6R  —15R
0~ \ —17R 2R )7 =0 7\ —15R 2R )’

~ 6R —5R ~ 6R —3R
_+ = ~ ~ - = ~ ~
Q= ( —5R 2R ) Qo ( —3R 2R )

It is verified directly that the matrices Qg +, Qar ~,and Qa * are not positive definite,
while the matrix Q, ~ is positive definite. This means that item (c) of assumption A8 is
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valid only for the pair (ﬁfo, 132*0). However, along with the validity of items (a) and (b) for
(ﬁfo, 1326), it is enough for the validity of assumption A8 for system (182).

Thus, assumptions Al and A8 are valid for system (182), meaning, by virtue of The-
orem 10, the existence of a positive number &* such that, for any given ¢ € (0, ], linear
system (182) and the trivial solution of nonlinear system (129), (181) are asymptotically sta-

ble.

4. Conclusions

In this paper, three types of linear singularly perturbed time-delay differential systems
were considered. The first type presents the system right-hand side, which depends
only on the delayed unknown functions. The delay is a single point-wise one, and it is
proportional to the small parameter ¢ > 0 of the singular perturbation. The second type of
the considered systems is the system containing in its right-hand side both, un-delayed
and delayed, unknown functions. The delays are multiple point-wise ones, and they are
independent of e. The third type is the particular case of the second type with the single
delay. For each of these systems, its asymptotic stability was studied. To carry out this
study, the partial exact slow—fast decomposition of the original system and the application
of the symmetric matrix Riccati equation method were proposed and realized. For the first
type system, the partial slow—fast decomposition becomes the complete decomposition
because this system contains in its right-hand side only the delayed terms with the single
delay. This decomposition essentially depends on the assumption that the matrix-valued
coefficient for the “fast” state in the “fast” equation of the original singularly perturbed
system is an invertible matrix. The slow—fast decompositions of the second and third
types systems are partial. Namely, in the second type system only the undelayed part is
decomposed, while in the third type system only the delayed part is decomposed. Similarly
to the decomposition of the first type of system, the decompositions of the second and third
types of system essentially depend on the invertibility of the corresponding matrix-valued
coefficients for the “fast” state (undelayed or delayed) in the “fast” equation. It should
be noted that the aforementioned assumptions on the invertibility of the corresponding
matrices are unavoidable in the exact slow—fast partial /complete decomposition. Using
the aforementioned decomposition allowed us to decompose the matrix Riccati algebraic
equation, associated with the original linear singularly perturbed time-delay differential
system, into two much simpler and less dimensional Riccati equations, which are not
connected with each other. Then, the asymptotic analysis of each of these equations was
carried out separately, yielding the e-free conditions guaranteeing the asymptotic stability
of the original linear singularly perturbed time-delay system for any sufficiently small
value of e. Based on the obtained results for the considered linear systems and using the
method of asymptotic stability in the first approximation, the e-free conditions guaranteeing
the asymptotic stability of the trivial solution to the corresponding nonlinear singularly
perturbed time-delay systems for any sufficiently small value of the parameter of singular
perturbation were derived.

In the completion of this section, we would like to mention several issues connected
with the topic of the paper, which are interesting ones for future investigations. These
issues are the following: (a) to establish (maybe subject to some additional conditions) the
uniformity with respect to € of the asymptotic stability for the considered systems; (b) to
establish (maybe subject to some additional conditions) the exponential stability, uniform
in ¢, for the considered systems; (c) to obtain an estimate of the small positive number
€* appearing in Theorem 3, as well as estimates of the numbers £* and €* appearing in
Theorems 6 and 9, using either an analytical approach or an extensive computer simulation;
(d) to extend the approach proposed in this paper to the asymptotic stability analysis of
another types of singularly perturbed time-delay systems, for instance: (1) the systems
with undelayed states, point-wise delayed states, and distributed delayed states; for such
systems, the partial exact slow—fast decomposition can be applied separately, either for
the undelayed part in the right-hand side, or for the point-wise delayed part, or for the
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distributed delayed part; in the latter case, the corresponding matrix-valued coefficients
should be constant; (2) the systems having simultaneously small (of order of £) and non-
small (of order of 1) time delays; (e) to compare by an extensive computer simulation the
method proposed in this paper with existing literature methods of stability analysis for
singularly perturbed time-delay systems; (f) based on the theoretical results of this paper
and their possible extensions (see item (d)), to carry out the stability analysis of various
real-life problems modeled by singularly perturbed systems with delays.

In order not to overload the present paper (thus keeping its readability), the aforementioned
issues are not considered here. They will be investigated in separate forthcoming papers.
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