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Abstract

:

Multivariate regression is a fundamental supervised chemometric method for developing the relationship between the independent variables and quantitative response, and it has been widely applied for data analysis in many research fields. In this study, we propose an effective method for the quantitative determination of target compounds in traditional Chinese medicine, specifically Mongolia, using excitation-emission matrix (EEM) spectra with partial overlap. The accuracy and reliability of the established model have been validated, demonstrating that the proposed method can realize the accurate quantitative analysis purpose. In order to facilitate the calculation easier, the authors have developed a friendly graphical user interface (GUI). The GUI offers the procedures for data imputation, model establishment, model optimization and results presentation.
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1. Introduction


The three-dimensional fluorescence method is a function of two variables as the excitation wavelength and the emission wavelength, and the three-dimensional excitation-emission matrix (EEM) spectra can be obtained [1,2]. The EEM patterns can demonstrate the information of fluorescence intensity with simultaneous changes of excitation and emission wavelengths; therefore, they contain a large amount of information [3,4]. In addition, EEM technology has the advantages of strong selectivity, less sample consumption, simple pretreatment and high sensitivity, which has been widely used in food analysis [5], environmental analysis [6], pharmaceutical analysis [7] and many other fields. However, because the fluorescence measurements of the samples are interfered by other fluorescent luminogens, the signals are prone to overlapping when complex systems are measured. Therefore, in order to achieve accurate quantification of complex systems, it is important to understand how the overlapped signals can be analyzed [8].



Chemometrics is an important frontier of modern chemistry and analytical chemistry, which offers advantages in data processing, signal analysis and pattern recognition [9]. The application of chemometrics methods can solve some complicated problems that are difficult for traditional chemical methods for it enables maximum extraction of useful chemical information from large volumes of chemical measurement data. In recent decades, several chemometric methods, such as the parallel factor analysis (PARAFAC) method [10], alternating trilinear decomposition (ATLD) [11], alternating normalization-weighted error (ANWE) [12], self-weighted alternating trilinear decomposition (SWATLD) [13], multivariate curve resolution-alternating least squares (MCR-ALS) [14] and alternating residual trilinearization (ART) algorithm [15] multidimensional partial least-square with residual bilinearization (N-PLS-RBL) [16], have been successfully used for simultaneous determination of multiple components on the basis of EEM spectra. In recent years, Muhammad Zareef et al. proposed FT-NIR spectroscopy coupled chemometrics algorithms to predict amino acids, caffeine, theaflavins and water extract in black tea. Based on Ref. [17], Mutah University investigated the effects of different MA filters on the performance of the partial least squares (PLS) regression model. The study found that shorter filters decreased the signal-to-noise ratio, while longer filters may distort the spectra and result in information loss. This research applied the exponential moving average (EWMA) filter for the first time in NIR spectral analysis, demonstrating its superiority in reducing the standard error of prediction compared to other filters. Based on Ref. [18], Yuangui Yang et al. developed a rapid method using ultra-high-performance liquid chromatography (UHPLC) to simultaneously determine polyphyllin I and polyphyllin II. In their study, chemometric analyses, including principal component analysis (PCA) and partial least squares discriminant analysis (PLS-DA), were employed based on UHPLC chromatography to evaluate 38 batches from six species of Paris. This comprehensive approach not only enhanced the accuracy of the compound identification but also significantly improved the understanding of the chemical profiles across different species [19]. Despite these advances, challenges persist in variable selection for modeling due to the large data sample sizes, which can introduce significant interference and lead to less precise prediction outcomes. This underscores the need for further research to refine variable selection strategies and improve model robustness.



Therefore, this study aims to explore an effective strategy to selecting the effective variables for accurate analysis purpose. When the measured component signals are not completely overlapped, the extraction of EEM profile can reflect the peak trend and greatly simplify the spectra data. In this work, we innovatively extracted the EEM profile map, combined with stepwise regression and multiple linear regression modeling methods, to quantitatively determine two overlapped target components in a kind of traditional Chinese medicines named Magnolia. It was found that the method could simplify the amount of data processing and obtain accurate results. It is also important to emphasize that although this method is very concise, for people without the basis of data analysis, it is difficult to use the code to established mathematical model, so in this paper, a user-friendly graphical user interface was established, which makes it possible for analysts to use the above-mentioned analytical methods in an easy way.




2. Method and Experimental


2.1. Experimental


2.1.1. Chemicals and Instruments


Analytical standards of magnolol (>98%) and honokiol (>98%) were purchased from Aladdin. All standards were stored at 4 °C until being utilized. The methanol for the solvent was HPLC grade.



In the present work, all fluorescence spectroscopic measurements were performed on a fluoromax-4 spectrofluorometer. The parameter settings were specifically as follows: the excitation wavelength range was 210–370 nm, the emission wavelength was 300–500 nm, and the measurement intervals were all 2 nm. The slit width was 1 nm. All spectral data were exported and saved in Excel format. The ratio of the training set to the test set was randomly split at 7:3.



The program used in this paper is written in PYTHON 3.8.5 environment. The initial filtering of sample data was performed on MATLAB R2015b version, using Windows 10 operating system. All the data and code can be found at the following link: https://github.com/xinkangli/graphical-user-interface (accessed on 1 January 2024).




2.1.2. Standard Solutions for Training and Prediction


Stock solutions of magnolol and honokiol at the concentration of 2700 μg/mL and 2660 μg/mL were prepared by dissolving corresponding analytical standards with methanol and stored in refrigerator at 4 °C for further use. Then, 23 groups of working solutions with different concentrations were prepared. The concentrations of the solutions are shown in Table S1.





2.2. Analytical Procedure


In this section, the analytical procedure of the proposed method was produced briefly. Firstly, the eigenvalue of EEM spectra were extracted using Contour Projection method [20]. Based on the characteristic values of EEM spectra, variables were preliminarily filtered by stepwise regression. Secondly, the dataset was divided into training set and prediction set; then, a multivariate linear regression model for each compound was established using the training set and was validated with the prediction set. Next, the established models were optimized to predict the concentrations of the target compounds in real sample more accurate. Finally, the visualization interface was built up to simplify the operation of the above algorithm. The analytical procedure is shown in Figure 1.




2.3. Eigenvalue Extraction


In order to quickly analyze and predict the concentrations of the target component in the sample, the eigenvalues of the EEM spectra (Figure 2A) in different wavelength directions were extracted, that is, the maximum absorption values in different wavelength directions were extracted [21]. Figure 2B shows the maximum absorption intensity extracting from emission wavelength direction. Figure 2C shows the maximum absorption intensity extracting from excitation wavelength direction. As shown in Figure 2C, the extracted eigenvalues in the direction of the excitation wavelength only reflected the signal value of magnolol, so the eigenvalues in the direction of the emission wavelength (Figure 2B) were employed for subsequent quantitative analysis studies, which yielded 101 data points per analyzed sample [22,23,24].



To facilitate subsequent processing, the data table was arranged as shown in Table 1, in which 23 rows represented the characteristic values of 23 different sets of samples. In total, 101 columns represented the maximum absorption intensity at different emission wavelength, the header of each column of the table was named with any different letter (for example A, B, C… AA, AB, AC… DA, DB, DC in this work), and the last column named “Pre” represented the concentration of a target compound.




2.4. Principle of the Multiple Linear Regression Model


The multiple linear regression model is based on multiple independent variables x to predict a dependent variable y, Equation (1) is the form of multiple linear regression model [25]. In this paper, the absorption intensity value was substituted into Equation (1) to obtain the corresponding coefficient and constant term, and finally, the multiple linear regression model was obtained.


  y =  β 0  +  β 1   x 1  +  β 2   x 2  + … +  β p   x p  + ε  



(1)







For the selection of the independent variable x, the stepwise regression method [26] was employed. Here, the selected eigenvalues were defined as x, and the concentration values were denoted as y. After multivariate linear model was established, the model needs to be analyzed for hypothesis testing by the following steps [27]:




	(1)

	
The null hypotheses and alternative hypotheses for raising the question.




	(2)

	
Conditional on the null hypothesis, the construct statistic F.




	(3)

	
According to sample information, calculate the value of statistics.











   {        ∑  i = 1  n     ( y −    y ^   i  )  2  = E S S           ∑  i = 1  n     (  y ^  −    y −   i  )  2  = R S S          



(2)






   F =      EES / k    R S S / ( n − k − 1 )     



(3)







Comparing the value of sample F with the value of theoretical F distribution, if the sample value F in Equation (3) is less than the theoretical value, the original hypothesis—that there is no regression relationship between variable x and y—can be accepted, and then the hypothesis test ends. If the sample value F is larger than the theoretical value and rejects the original hypothesis, Student’s t-test should further be performed to determine which explanatory variables are important and which are not.



In this paper, the F-test [28] was performed on the above mathematical model, and the sample value F = 53.94 and the theoretical value F = 3.41 were obtained. By comparison, the sample value F was much larger than the theoretical value, rejecting the original hypothesis, and the next test could be carried out.



Next, we conducted Student’s t-test [28] and construct statistics according to Formula (4).


   {      se (    β ^   j  ) =    c  j j       ∑    ε 2  i      n − p − 1            t =       β ^   j  −  β j    s e (    β ^   j  )    ~ t  (  n − p − 1  )         



(4)







Then, we can judge whether the variable passes the significance test of the coefficient, so as to determine whether the variables in the model are the important factors for predicting the concentration.




2.5. Model Validation


To enhance the understanding of the performance evaluation methods used in the study, it is important to elaborate on how each model’s efficiency was gauged using specific statistical metrics. The performance of each established model was primarily evaluated by two key statistical parameters: the correlation coefficient of prediction (RP) and the root mean square error of prediction (RMSEP) [29]. The calculation of RP is as per Equation (5), and the calculation of RMSEP is as per Equation (6).


    R   P   =     ∑  (   y   p r e d   −     y  ¯    p r e d   )   (   y   a c t u a l   −     y  ¯    a c t u a l   )     ∑    (   y   p r e d   −     y  ¯    p r e d   )   2    ∑    (   y   a c t u a l   −     y  ¯    a c t u a l   )   2            



(5)







These metrics measure the consistency between the model’s predictions and the actual data. The range was from −1 to 1, where 1 indicates perfect prediction, 0 indicates no correlation, and −1 indicates a perfect negative correlation.


    R M S E   P   =      ∑    (   y   a c t u a l   −   y   p r e d   )   2       n      



(6)







This metric measures the average magnitude of the error between the predicted values and the actual values. The goal is to have a low RMSEP, indicating high precision in predictions.



These metrics provide a quantitative assessment of the model’s predictive accuracy and precision.





3. Results and Discussion


3.1. The Establishment of the Model


Before the model establishment, 80% of the samples were randomly selected as the training set for the establishment of the quantitative analysis model, and the remaining 20% as the test set to verify the predictive ability of the established model.



In this paper, stepwise regression method was used for model establishment on the basis of training set. The variables initially selected were in column 6, 42, and 43 of the table, named F, AR and AQ, respectively (as illustrated in Table 1). As introduced in Section 2.4, the test value of the intercept term and the corresponding variables in columns F, AR, and AQ were less than 0.05, which indicates that these variables had all passed the significance test of the coefficient; in the model, these variables were important factors affecting the concentrations.



According to Equation (1), a multiple linear regression model was established, and the multiple linear equation for predicting the concentration of magnolol is shown in Equation (7). Similarly, the multiple linear equation for predicting the concentration of honokiol is shown in Equation (8).


  y = − 0.007861  x 1  − 0.000695  x 2  + 0.000878  x 3   + 37   . 550462   



(7)






  y = − 0.00791  x 1  + 0.001454  x 2  - 0.001396  x 3   + 61   . 446734   



(8)







Then, the established models were applied to predict the concentrations of magnolol and honokiol in test set. The predicted and actual values in the test set are shown in Table 2. To easily check the performance of the established models, the relationship between the predicted values and the actual ones of the two target compounds is illustrated in Figure 3. Here, the Rp values for magnolol and honokiol were 0.9599 and 0.9665, respectively, and the RMSEP values were 12.1748 and 36.8144, respectively. According to the above parameter values, the model could be further optimized to improve the accuracy.




3.2. Model Optimization and Result Analysis


3.2.1. Model Optimization


A normal distribution test can be performed on the model first. The premise of establishing a linear regression model is that the residual items conform to the law of normal distribution.



The dependent variable in the essence equation   y = x β + ε   follows a normal distribution, and the normal distribution expression is shown in Equation (9):


  f ( x ) =   1    2 π   σ    exp ( −      ( x − μ )  2    2  σ 2     )  



(9)







According to the data in the sample, we can make the normal density distribution map (Figure 4). As shown in Figure 4A, we can observe that the data basically conformed to the normal distribution law, so we could further make the Q-Q map of the model and continue to test the normal distribution of the data. Let the x-axis be the quantile of the normal distribution, and the y-axis be the sample quantile. As shown in Figure 4B, the points formed by the two were distributed in a straight line and obeyed the normal distribution.



A linear correlation test between the variable x in the model and the concentration value y can be performed to ensure that there is a linear relationship between the independent and dependent variables used for modeling. Regarding the judgment of linear relationships, we could identify them using Pearson’s correlation coefficient [30] and visualization methods. Since the method of visualization gives more intuitive results, in this paper, we chose visualization to examine it and plot all the variables x and concentration y (Figure 5), so that the direct linear correlation between x and y could be found accurately. As illustrated in the red rectangle in Figure 5, a good linear relationship between the independent variables F, AR, and AQ and the concentration was found.




3.2.2. Results Analysis


After the above optimization process, the models can be established again according to the selected variables. According to Figure 5, there was a clear linear relationship between the F column, AR column, AQ column and concentrations of magnolol y. Therefore, the variables F, AR and AQ were selected in the variable set to establish the model again, and the final multiple linear model is shown in Equation (10):


  y = − 0.010022  x 1  − 0.000942  x 2   + 0     . 001083 x   3  + 60.578982  



(10)







Similarly, the optimized model for honokiol is shown in Equation (11)


  y = − 0.007659  x 1  + 0.001578  x 2  − 0.001497  x 3  + 55.314028  



(11)







The predicted concentrations and actual ones of the two target compounds in the test set derived from the above models are shown in Table 3, and the validation parameters of the model are shown in Table 4. According to the parameters of the test set and the relationship between the predicted values and the actual ones, the accuracy of the optimized model was improved, demonstrating that the optimization process was necessary. The obtained results demonstrated that the proposed strategy can be applied to quantitative determination of the magnolol and honokiol on the basis of EEM spectra even in the presence of overlapping.






4. Graphical User Interface


In order to allow users to easily use the above modeling methods without the requirement of programming experiences, a user-friendly graphical user interface (GUI) (Figure 6) that comprised the above process was developed and released freely. The users only need to upload the data table after preliminary processing in this interface and input the header of the defined variable column and concentration column in the input field; then, they can establish a model to predict and analyze the concentration [31]. Here, a step-by-step description of how to use the GUI is given.



The text input box (1) can input the required data table, which must be excel format, and the table format is shown in Table 1.



Button (2) can call the local file list of the computer, and a data table can be selected and uploaded. After selection, the address of the data table will be displayed in the text box (1), or the file address can be directly entered in the text box (1) if the user knows the location of the file in the computer.



Button (3) is the submit button. If no local file is selected, when the user clicks button (3) to submit, a command prompt box will pop up to prompt the user to submit the data table [31]. If the data table has been selected, the prompt box shows that the data table has been uploaded successfully.



The text input box (4) is used to enter the name of the defined variable y (concentration) (in this paper, the header of y is defined as pre, as shown in Table 1).



The button (5) is the submit button. If the user does not input data in the text input box (4), a command prompt window will pop up when clicking the button (5). When the variable name is entered and the button is clicked, the system prompts the data submission to succeed.



The text input box (6) is used to define the name of x, with plus signs separating the different variable names, as defined in this paper. For variables F, AR and AQ, they should be entered as ‘F + AR + AQ’.



The button (7) is the submission button, if the user does not enter the data in the text entry box (6), the system will prompt to enter the data when clicking the button (7). If variable entry is followed by clicking on the button (7), variable entry success is shown.



The button (8) is the submit button. If the user inputs data in the text input boxes (4) and (6), a command prompt that shows successful entry of the variant when clicking on the button (8) If there is no variable input, the command prompt window of please input your data will pop up.



Button (9) is the plot button. Click this button to pop up the diagram of concentration values and the predicted ones, as shown in Figure 2.



The button (10) is the display result button. After clicking, the actual concentrations and the prediction results including predicted concentrations and the model information (intercept, coefficient of each selected variables) can be displayed as illustrated in Figure S1.



The function of the right part of the GUI is the model optimization. The linear relationship between the variable x and the concentration y can be shown as Figure 3 while click button (12).



The text input box (13) inputs the filtered variable x that have linear relationship with y, and the operation is the same as the text input box (6).



The operation mode of the button (14) is the same as that of the button (7).



The function of buttons (15) and (16) are the same as buttons (8) and (9). The optimized results are shown in (17).




5. Conclusions


The contour projection value of the EEM spectra can be regarded as the representative features of the target compounds to some extent; therefore, it can be used to quantitative determination of target compounds. By the application of the extracted contour projection values, the complexity of the processing for EEM analysis was reduced, and the analysis efficiency was improved. In the present study, an efficient strategy that combined with contour projection values, stepwise regression and multiple linear regression modeling methods was developed for quantitative determination of two partially overlapped compounds. By the application of the proposed method, the model can be established, diagnosed and optimized to ensure its reliability and realize the purpose of accurately predict the concentrations of the target compounds in actual sample. Finally, a user-friendly GUI has been released, which makes the proposed strategy easily customizable [27].
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Figure 1. The flow chart of the analytical procedure. 
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Figure 2. The EEM spectrum of a sample (A), the eigenvalues extracted from the direction of the emission wavelength (B), and excitation wavelength (C). 






Figure 2. The EEM spectrum of a sample (A), the eigenvalues extracted from the direction of the emission wavelength (B), and excitation wavelength (C).



[image: Symmetry 16 00922 g002]







[image: Symmetry 16 00922 g003] 





Figure 3. The relationship between the predicted values and the real ones of magnolol (A) and honokiol (B). 
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Figure 4. (A) Normal density distribution diagram, (B) quantile-quantile diagram. 
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Figure 5. Linear relationship diagram. 
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Figure 6. The developed graphical user interface. 
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Table 1. Data arrangement of eigenvalues.
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Table 2. The predicted concentrations calculated on the basis of the established models and actual values of the two target compounds in test set.






Table 2. The predicted concentrations calculated on the basis of the established models and actual values of the two target compounds in test set.





	
Sample No.

	
Predicted/μg mL−1

	
Real/μg mL−1




	
Magnolol

	
Honokiol

	
Magnolol

	
Honokiol






	
1

	
28.68

	
27.56

	
27.00

	
26.00




	
2

	
45.55

	
52.88

	
40.50

	
66.50




	
3

	
49.13

	
46.50

	
54.00

	
47.88




	
7

	
22.79

	
27.84

	
24.30

	
23.94




	
13

	
48.75

	
54.70

	
51.30

	
55.86











 





Table 3. The predicted concentrations calculated on the basis of the optimized models and actual values of the two target compounds in the test set.
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Sample

	
Predicted/μg mL−1

	
Real/μg mL−1




	
Magnolol

	
Honokiol

	
Magnolol

	
Honokiol






	
1

	
25.51

	
29.23

	
27.00

	
26.00




	
2

	
46.96

	
54.33

	
40.50

	
66.50




	
3

	
51.22

	
47.58

	
54.00

	
47.88




	
7

	
20.50

	
29.23

	
24.30

	
23.94




	
13

	
50.92

	
56.05

	
51.30

	
55.86











 





Table 4. Parameters of the optimized models.
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	Parameters
	Magnolol
	Honokiol





	Rp

RMSREP
	0.96319

3.2474
	0.99637

2.229
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