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Abstract: A new method for solving differential equations is presented in this work. The solution of
the differential equations is done by adapting an artificial neural network, RBF, to the function under
study. The adaptation of the parameters of the network is done with a hybrid genetic algorithm. In
addition, this text presents in detail the software developed for the above method in ANSI C++. The
user can code the underlying differential equation either in C++ or in Fortran format. The method
was applied to a wide range of test functions of different types and the results are presented and
analyzed in detail.
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1. Introduction

A variety of problems in areas such as physics [1,2], chemistry [3–5], economics [6,7],
biology [8,9], etc., can be modeled using ordinary differential equations (ODEs), systems
of differential equations (SYSODEs) and partial differential equations (PDEs). Due to
the importance of differential equations, several methods have appeared in the relevant
literature, such as Runge–Kutta methods [10–12] or Predictor–Corrector methods [13,14].
Moreover, many methods based on machine learning models have appeared, such as
methods that utilize neural networks [15–17], methods based on differential evolution
techniques [18,19], genetic algorithms [20,21], etc. Furthermore, in recent years, a variety
of methods that take advantage of modern GPU architectures have been published for
the solution of differential equations [22–24]. In addition, a method based on Grammatical
Evolution [25] has been introduced to solve differential equations in analytical form by
Tsoulos and Lagaris [26], that creates solutions of differential equations in closed analytical
form. Le et al. recently proposed [27] a Radial Basis Neural Network Approximation with
extended precision for solving partial differential equations, and Wei et al. presented [28]
a MATLAB code to solve differential equations with a conjunction of finite elements
and Radial Basis Function network (RBF) neural networks. Additionally, a recent work
based on quintic B-splines is proposed [29] for solving second-order coupled nonlinear
Schrödinger equations. The current work proposes the incorporation of a modified genetic
algorithm [30–32] and utilizes an RBF [33] to tackle the problem of solving differential
equations. RBFs are usually expressed as:

r(x) =
k

∑
i=1

wiφ(‖x− ci‖) (1)

where the vector −→x is considered the input vector and the vector −→w is denoted as the
weight vector. In many cases the function φ(x) is a Gaussian function such as:
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φ(x) = exp

(
− (x− c)2

σ2

)
(2)

where the value φ(x) depends on the distance between the vectors −→x , −→c . The vector x is
considered the input to the artificial neural network and the vector c is called the centroid
for the corresponding function. The centroid is often calculated from the input vectors
using clustering techniques such as the KMeans [34] algorithm.

RBF networks have been used in many practical problems in various areas, such as
physics [35–38], chemistry [39–41], medicine [42–44], economics [45–47], etc. In the current
work, the RBF network is used as an estimator of the differential equations for the cases
of ODEs, SYSODEs, and PDEs. The enforcement of the initial and boundary conditions is
done through penalization. The parameters of the network are adapted through a hybrid
genetic algorithm. The proposed study aims to present an innovative methodology for
solving differential equations using RBF artificial neural networks, which are distinguished
for their ability to learn and adapt to complex computational problems. However, in order
to better adapt the parameters of these networks, their training is performed using an
extremely reliable global optimization method, such as genetic algorithms. However,
although network training with a genetic algorithms can achieve more accurate results, it is
a rather time-consuming technique and is demanding of computational resources. This
means that the use of modern parallel processing techniques is required, which will make
the most of modern computing structures such as those of multiple cores. In the case of the
proposed algorithm and the accompanying computing tool, the OpenMP programming
library [48] was chosen.

In addition, the used software tool is illustrated in detail and some examples of usage
are presented. The tool is designed for UNIX systems equipped with the GNU C++ and
Fortran 77 (g77) compilers. Furthermore, the software utilizes the qmake installation utility
of the QT software library, freely available from https://qt.io (accessed on 10 May 2022).

The rest of this article is organized as follows: in Section 2 the proposed method is
fully described; in Section 3 the software details are presented; in Section 4 the experi-
mental results for some differential equations are presented; and finally in Section 5 some
conclusions and guidelines for future improvements of the method and the accompanied
software are given.

2. Detailed Description

In the proposed method, an artificial RBF network with n weights is used as a func-
tion estimator that solves a differential equation. The initial and boundary conditions are
imposed by the use of punitive factors. The network parameters are estimated using a
hybrid genetic algorithm. The genetic algorithms are biologically inspired programming
tools that maintain and evolve a pool of candidate solutions to an optimization problem.
The members of this pool are usually called chromosomes or genetic population. The evo-
lution of the population is done through the operations of mutation and crossover. Among
other advantages, genetic algorithms are distinguished for their simplicity in implemen-
tation, for the ease of their parallelization, their tolerance for errors, etc. The size of each
chromosome in the used genetic algorithm is calculated as: d× n + n + n, where the value
d is 1 for ODEs and system of ODEs and 2 for PDEs. The first d× n values are used for the
centroid vectors ci of the Equation (1), the next n values are used for the σ values of every
Gaussian unit and the remaining n values of the chromosome are used for the weights wi
of Equation (1). In addition, in the proposed implementation, a local optimization method
is periodically applied to some randomly selected chromosomes of the population. This
approach is performed in order to improve the accuracy of the solution produced by the
genetic algorithm, but also to speed up the solution of the differential equation. The used
local search procedure for this work was a BFGS variant of Powell [49].

In the following subsections, the proposed method is outlined in detail as well as the
fitness calculation for every case of differential equation.

https://qt.io
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2.1. Main Algorithm

The steps of main the algorithm are described below:

1. Initialization step

(a) Set iter = 0, as the current number of generations.
(b) Set Nc, as the total number of chromosomes.
(c) Set n, the number of weights in the RBF network.
(d) Initialize randomly the chromosomes Xi, i = 1 . . . Nc.
(e) Set ITERMAX as the maximum number of generations.
(f) Set ps as the selection rate and pm the mutation rate.
(g) Set fl = ∞, the best fitness in the population.
(h) Set LI , the number of generations to run before applying the local optimization

method
(i) Set Lc, the number of chromosomes that will involved in the local search proce-

dure.

2. Termination check. If iter >ITERMAX OR fl ≤ ε terminate.
3. Calculate the fitness fi for every chromosome xi. The calculation procedure is de-

scribed in Section 2.2.
4. Genetic Operators

(a) Selection procedure: During selection, the chromosomes are classified according
to their suitability. The best (1− ps)× Nc chromosomes are transferred without
changes to the next generation of the population. The rest will be replaced by
chromosomes that will be produced at the crossover.

(b) Crossover procedure: During this process, ps × Nc chromosomes will be created.
Firstly, for every pair of produced offspring, two distinct chromosomes (parents)
are selected from the current population using tournament selection: First, a sub-
set of K > 1 randomly selected chromosomes is created and the chromosome
with the best fitness value is selected as parent. For every pair (z, w) of parents,
two new offsprings z̃ and w̃ are created through the following:

z̃i = aizi + (1− ai)wi

w̃i = aiwi + (1− ai)zi (3)

where ai is a random number with the property ai ∈ [−0.5, 1.5] [50].
(c) Mutation procedure: For every element of each chromosome, select a random

number r ∈ [0, 1] and alter the corresponding chromosome if r ≤ pm.

5. Set iter = iter+1
6. Local Search Step

(a) If iters mod LI = 0 Then

i. Select a subset of LC randomly chosen chromosomes from the genetic popu-
lation. Denote this subset with LS.

ii. For every chromosome Xi in LS

A. Start a local search procedure y = L(xi)
B. Set fi = y

(b) Endif

7. Denote with fl the best fitness value for the corresponding chromosome xl
8. Goto step 2.

2.2. Fitness Evaluation

The evaluation of the fitness is different for every case of differential equations, al-
though in every case penalization is used to enforce the initial or the boundary conditions
of every case.
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2.3. Ode Case

Consider an ODE in the following format:

ψ
(

x, y, y(1), . . . , y(n)
)
= 0, x ∈ [a, b] (4)

with y(i) the ith-order derivative of y(x). The initial conditions are expressed as:

hi

(
x, y, y(1), . . . , y(n)

)
|x=ti

, i = 1, . . . , n (5)

where ti could be a or b. The steps for the calculation of the fitness f (g) of a chromosome g
are the following for the ODE case:

1. Create T = {x1 = a, x2, x3, . . . , xN = b} a set of equidistant points.
2. Create the RBF r = r(g) network for the the chromosome g.

3. Calculate the value Er = ∑N
i=1 ψ

(
xi, r(xi), r(1)(xi), . . . , r(n)(xi)

)2

4. Calculate the penalty value for the initial conditions:

Pr = λ
n

∑
k=1

h2
k

(
x, r(x), r(1)(x), . . . , r(n)(x)

)
|x=tk

(6)

where λ > 0.
5. Return f (g) = Er + Pr

2.4. Systems of ODEs Case

The system of ODEs that should be solved is in the form:
ψ1

(
x, y1, y(1)1 , y2, y(1)2 , . . . , yk, y(1)k

)
= 0

ψ2

(
x, y1, y(1)1 , y2, y(1)2 , . . . , yk, y(1)k

)
= 0

...
...

...
ψk

(
x, y1, y(1)1 , y2, y(1)2 , . . . , yk, y(1)k

)
= 0

 (7)

with x ∈ [a, b] and the initial conditions are expressed as:
y1(a) = y1a
y2(a) = y2a

...
...

...
yk(a) = yka

 (8)

The fitness calculation f (g) for a given chromosome g has as follows:

1. Create T = {x1 = a, x2, x3, . . . , xN = b} a set of equidistant points.
2. Split the chromosome g into k parts and create the corresponding RBF networks

ri = r(gi)

3. Calculate the errors: Eri = ∑N
j=1

(
ψi

(
xj, r1, r(1)1 , r2, r(1)2 , . . . , rk, r(1)k

))2

4. Calculate the penalty values: Pri = λ(ri(a)− yia)
2

5. Calculate the total fitness value: f (g) = ∑k
i=1(Eri + Pri )

2.5. Pde Case

Consider a Pde in the following form:

h
(

x, y, Ψ(x, y),
∂

∂x
Ψ(x, y),

∂

∂y
Ψ(x, y),

∂2

∂x2 Ψ(x, y),
∂2

∂y2 Ψ(x, y)
)
= 0 (9)
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with x ∈ [a, b], y ∈ [c, d]. For Dirichlet boundary conditions we have the following
condition functions:

1. Ψ(a, y) = f0(y)
2. Ψ(b, y) = f1(y)
3. Ψ(x, c) = g0(x)
4. Ψ(x, d) = g1(x)

The steps to calculate the fitness f (g) for any given chromosome are the following:

1. Construct the set T = {(x1, y1), (x2, y2), . . . , (xN , yN)} uniformly sampled points in
[a, b]× [c, d].

2. Construct the set xB = {xb1, xb2, . . . , xbM} equidistant points in [a, b].
3. Construct the set yB = {yb1, yb2, . . . , ybM} equidistant points in [c, d].
4. Set r = r(g) the RBF network for the chromosome g.
5. Calculate the quantity Er as

Er =
N

∑
i=1

h
(

xi, yi, r(xi, yi),
∂

∂x
r(xi, yi),

∂

∂y
r(xi, yi)

)2

6. Calculate the following penalty values:

P1r = λ ∑M
i=1(r(a, ybi)− f0(ybi))

2

P2r = λ ∑M
i=1(r(b, ybi)− f1(ybi))

2

P3r = λ ∑M
i=1(r(xbi, c)− g0(xbi))

2

P4r = λ ∑M
i=1(r(xbi, d)− g1(xbi))

2

7. Calculate the total fitness as f (g) = Er + P1r + P2r + P3r + P4r

3. Software Details
3.1. Installation

The package is distributed in a zip file from the relevant GitHub URL https://github.
com/itsoulos/RbfDeSolver (accessed on 10 May 2022) named RbfDeSolver-master.zip
and under UNIX systems the user must execute the following commands to compile
the software:

1. unzip RbfDeSolver-master.zip.
2. cd RbfDeSolver.
3. qmake.
4. make clean.
5. make.

The final outcome of the compilation is the software RbfDeSolver. The differential
equations should be compiled separately: every differential equation is a different file to
be compiled as a shared object using the qmake utility. For example, in order to compile
the ODE of the file ode1.so located under examples subdirectory, the user should create a
ode1.pro file with the following contents:

TEMPLATE=lib
SOURCES=ode1.cc

Afterwards, the compilation of the ode is done using the following commands:

1. qmake ode1.pro.
2. make.

The outcome of the compilation is the shared library ode1.so

https://github.com/itsoulos/RbfDeSolver
https://github.com/itsoulos/RbfDeSolver
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3.2. Command Line Options

The software RbfDeSolver has the following command line options:

1. −−help. Prints a help screen and terminates.
2. −−kind = DE_KIND. The string value DE_KIND determines the kind of differential

equation to be used and the accepted values are: ode, sysode, pde.
3. −−problem = FILE, the string parameter file determines the path to the differential

equation to be solved.
4. −−count = K, set as K, the number of chromosomes in the genetic population. The

default value is 500.
5. −−random = R, set as R, the seed for the random number generation.
6. −−generations = G, set as G, the maximum number of generations allowed. The

default value is 2000.
7. −−epsilon = E, set as E, a small positive value used in the comparisons as well as the

termination criterion of the genetic algorithm. The default value is 10−7

8. −−weights = W, set as W, the number of weights for the RBF network. The default
value is 1.

9. −−srate = S, set as S, the selection rate (parameter ps) of the genetic algorithm.
The default value is 0.1

10. −−mrate = M, set as M, the mutation rate (parameter pm ) of the genetic algorithm.
The default value is 0.05

11. −−lg = G, set as G, the number of generations that should be passed in the genetic
algorithm before the local search method is applied. The default value is 100.

12. −−li = I, set as I, the number of chromosomes that will participate in the local search
procedure. The default value is 20.

13. −−threads = T, set as T, the number of OpenMp threads. The default value is 1.

3.3. Format for ODEs

In Figures 1 and 2 we present the formulation for ODEs in the languages C++ and
Fortran correspondingly. The listed functions have the following meaning:

1. getx0(): Returns the lower boundary point, x0.
2. getx1(): Returns the upper boundary point, x1.
3. getkind(): Returns 1, 2 or 3:

(a) If the value is 1 then the ODE is of first order and the boundary condition is of
the form: y(x0) = y0.

(b) If the value is 2 then the ODE is of second order with boundary conditions of the
form: y(x0) = y0, y′(x0) = y′0.

(c) Code 3 indicates that the ODE is of second order with boundary conditions of the
form: y(x0) = y0, y(x1) = y1.

4. getnpoints(): Returns the number of equidistant training points (value N in
Section 2.3)

5. getf0(): Returns the boundary condition on the left, y0.
6. getf1(): Returns the boundary condition on the right, y1.
7. getff0(): Returns the left boundary condition for second order ODEs y′0.
8. ode1ff(x,y,yy): If the ODE is of first order, then the purpose of the tool is to mini-

mize the function ode1ff(x, r(x), r(1)(x)), for different values of x in the range [x0, x1].
The parameter y represents r(x) and the parameter yy represents r(1)(x).

9. ode2ff(x,y,yy,yyy): If the ODE is of second order, then the tool tries to mini-
mize the function ode2ff(x, r(x), r(1)(x), r(2)(x)), for different values of x in the range
[x0, x1]. The parameter y represents r(x), the parameter yy represents r(1)(x) and the
parameter yyy represents r(2)(x).
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3.4. Format for System of ODEs

In Figures 3 and 4 we demonstrate the formulation of System of ODES in C++ and in
Fortran programming languages correspondingly. The functions used in those formulations
have the following meanings:

1. getx0(): returns the left boundary, x0.
2. getx1(): returns the right boundary, x1.
3. getnode(): returns the number of ODEs in the system (parameter k in

Section 2.4).
4. getnpoints(): R returns the number of equidistant training points (value N in

Section 2.4)
5. systemfun(k,x,y,yy): For the SYSODE case, the aim of the RbfDeSolver is to mini-

mize the function systemfun(k, x, Y, Y(1)) for values of x in the range [x0, x1], where
k is the total number of equations in the system, Y is the vector of Rbf networks
ri(x), i = 1 . . . k and Y′ is a vector with elements the first derivative of these k equa-
tions evaluated at x. The double precision array y stands for the vector Y and similar
the double precision array yy represents the vector Y′.

6. systemf0(node,f0): the argument node stands for the number of differential equa-
tions in the system and the double precision array f0 with node elements represents
the vector holding the boundary conditions for each equation in the system (vector of
Equation (8)).

extern "C"
{
double getx0 ( )
{ }

double getx1 ( )
{ }

i n t getkind ( )
{ }

i n t getnpoints ( )
{ }

double g e t f 0 ( )
{ }

double g e t f 1 ( )
{ }

double g e t f f 0 ( )
{ }

double ode1f f ( double x , double y , double yy )
{ }

double ode2f f ( double x , double y , double yy , double yyy )
{ }
}

Figure 1. Ode format in C++.
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double precis ion function getx0 ( )
end

double precis ion function getx1 ( )
end

integer function getkind ( )
end

integer function getnpoints ( )
end

double precis ion function g e t f 0 ( )
end

double precis ion function g e t f 1 ( )
end

double precis ion function g e t f f 0 ( )
end

double precis ion function ode1f f ( x , y , yy )
double precis ion x , y , yy
end

double precis ion function ode2f f ( x , y , yy , yyy )
double precis ion x , y , yy , yyy
end

Figure 2. Ode format in Fortran.

extern "C" {
double getx0 ( )
{ }

double getx1 ( )
{ }

i n t getnode ( )
{ }

i n t getnpoints ( )
{ }

double systemfun ( i n t node , double x , double *y , double * yy )
{ }

void systemf0 ( i n t node , double * f0 )
{ }
}

Figure 3. Format for SYSODEs in C++.
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double precis ion function getx0 ( )
end

double precis ion function getx1 ( )
end

integer function getnode ( )
end

integer function getnpoints ( )
end

double precis ion function systemfun ( node , x , y , yy )
in teger node
double precis ion x
double precis ion y ( node )
double precis ion yy ( node )
end

integer function systemf0 ( node , f0 )
in teger node
double precis ion f0 ( node )
end

Figure 4. Format for SYSODEs in Fortran.

3.5. PDE Format

The system is capable of solving elliptic PDEs in two dimensions in a box [x0, x1]× [y0, y1]
with the Dirichlet boundary conditions Ψ(x0, y) = f0(y), Ψ(x1, y) = f1(y), Ψ(x, y0) = g0(x)
and Ψ(x, y1) = g1(x). In Figures 5 and 6 we can see the formulation of PDE’s in C++ and
Fortran programming languages. The presented functions have the following representation:

1. getx0(): returns the left boundary x0.
2. getx1(): returns the right boundary x1.
3. gety0(): returns the left boundary y0.
4. gety1(): returns the right boundary y1.
5. getnpoints(): returns the amount of interior training points for the PDE.
6. getbpoints(): returns the amount of training points across each boundary of the

PDE.
7. f0(y): returns the boundary condition f0(y) across x = x0.
8. f1(y): returns the boundary condition f1(y) across x = x1.
9. g0(x): returns the boundary condition g0(x) across y = y0.
10. g1(x): the function returns the boundary condition g1(x) across y = y1.
11. pde(x,y,v,x1,y1,x2,y2): For the PDE case RbfDeSolver minimizes the function

pde
(

x, y, r(x, y), ∂r(x,y)
∂x , ∂r(x,y)

∂y , ∂2r(x,y)
∂x2 , ∂2r(x,y)

∂y2

)
, where x ∈ [x0, x1] and y ∈ [y0, y1].

The argument v corresponds to r(x, y). The argument x1 corresponds to the first
derivative of r(x, y) with respect to x, y1 corresponds to the first derivative of r(x, y)
with respect to y, x2 corresponds to the second derivative of r(x, y) with respect to x
and the y2 corresponds to the second derivative of r(x, y) with respect to y.
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extern "C" {
double getx0 ( )
{ }

double getx1 ( )
{ }

double gety0 ( )
{ }

double gety1 ( )
{
}

i n t getnpoints ( )
{ }
i n t getbpoints ( )
{
}

double f0 ( double y )
{ }

double f1 ( double y )
{ }
double g0 ( double x )
{ }

double g1 ( double x )
{ }

double pde ( double x , double y , double v , double x1 , double y1 ,
double x2 , double y2 )
{ }
}

Figure 5. Format for PDEs in C++.
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double precis ion function getx0 ( )
end

double precis ion function getx1 ( )
end

double precis ion function gety0 ( )
end

double precis ion function gety1 ( )
end

integer function getnpoints ( )
end

integer function getbpoints ( )
end

double precis ion function f0 ( y )
double precis ion y
end

double precis ion function f1 ( y )
double precis ion y
end

double precis ion function g0 ( x )
double precis ion x
end

double precis ion function g1 ( x )
double precis ion x
end

double precis ion function pde ( x , y , v , x1 , y1 , x2 , y2 )
double precis ion x , y , v , x1 , y1 , x2 , y2
end

Figure 6. Format for PDEs in Fortran.

4. Experiments

A series of test functions used in various research papers [15,26] have been used here
for testing purposes. All the problems have been coded in ANSI C++ and the execution was
performed on a Intel i7-10700T running at 2.00 GHz with 16 GB of RAM, and the operating
system was Debian Linux.

4.1. Linear ODEs

1. ODE1

y′ =
2x− y

x

with y(1) = 3, x ∈ [1, 2]. The solution is y(x) = x + 2
x
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2. ODE2

y′ =
1− y cos(x)

sin(x)

with y(1) = 3
sin(1) , x ∈ [1, 2]. The solution is y(x) = x+2

sin(x)
3. ODE3

y′′ = 6y′ − 9y

with y(0) = 0, y′(0) = 2, x ∈ [0, 1] and solution y(x) = 2x exp(3x)
4. ODE4

y′′ = −1
5

y′ − y− 1
5

exp
(
− x

5

)
cos(x)

with y(0) = 0, y(1) = sin(0.1)
exp(0.2) , x ∈ [0, 1] and solution y(x) = exp

(
− x

5
)

sin(x)

5. ODE5

y′′ = −100y

with y(0) = 0, y′(0) = 10, x ∈ [0, 1] and the solution is

y(x) = sin(10x)

4.2. Non-Linear ODEs

1. LODE1

y′′ =
1

2y

with y(1) = 1, y(4) = 2, x ∈ [1, 4]. The solution is y(x) =
√

x
2. NLODE2

(y′)2 + log(y)− cos2(x)− 2 cos(x)− 1− log(x + sin(x)) = 0

with y(1) = 1 + sin(1), x ∈ [1, 2]. The solution is y(x) = x + sin(x)
3. NLODE3

y′′y′ = − 4
x3

with y(1) = 0, y(2) = log(4), x ∈ [1, 2] and solution y(x) = log
(
x2)

4. NLODE4

x2y′′ +
(
xy′
)2

+
1

log(x)
= 0

with y(e) = 0, y′(e) = 1
e , x ∈ [e, 2e] and solution y(x) = log(log(x))

4.3. Systems of ODEs

1. SYSODE1

y′1 = cos(x) + y2
1 + y2 −

(
x2 + sin2(x)

)
y′2 = 2x− x2 sin(x) + y1y2

with y1(0) = 0, y2(0) = 0, x ∈ [0, 1]. The analytical solutions are y1(x) = sin(x),
y2(x) = x2.
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2. SYSODE2

y′1 =
cos(x)− sin(x)

y2

y′2 = y1y2 + exp(x)− sin(x)

with y1(0) = 0, y2(0) = 1, x ∈ [0, 1] and solutions y1(x) = sin(x)
exp(x) , y2 = exp(x)

3. SYSODE3

y′1 = cos(x)

y′2 = −y1

y′3 = y2

y′4 = −y3

y′5 = y4

with y1(0) = 0, y2(0) = 1, y3(0) = 0, y4(0) = 1, y5(0) = 0, x ∈ [0, 1] and solutions
y1(x) = sin(x), y2(x) = cos(x), y3(x) = sin(x), y4(x) = cos(x), y5(x) = sin(x).

4. SYSODE4

y′1 = − 1
y2

sin(exp(x))

y′2 = −y2

with y1(0) = cos(1.0), y2(0) = 1.0, x ∈ [0, 1] and solutions y1(x) = cos(exp(x)),
y2(x) = exp(−x).

4.4. PDEs

1. PDE1

∇2Ψ(x, y) = exp(−x)
(

x− 2 + y3 + 6y
)

with x ∈ [0, 1], y ∈ [0, 1] and boundary conditions: Ψ(0, y) = y3,
Ψ(1, y) =

(
1 + y3) exp(−1), Ψ(x, 0) = x exp(−x), Ψ(x, 1) = (x + 1) exp(−x) The

solution is given by: Ψ(x, y) =
(
x + y3) exp(−x)

2. PDE2

∇2Ψ(x, y) = −2Ψ(x, y)

with x ∈ [0, 1], y ∈ [0, 1] and boundary conditions: Ψ(0, y) = 0, Ψ(1, y) = sin(1) cos(y),
Ψ(x, 0) = sin(x), Ψ(x, 1) = sin(x) cos(1). The analytical solution is Ψ(x, y) =
sin(x) cos(y).

3. PDE3

∇2Ψ(x, y) = 4

with x ∈ [0, 1], y ∈ [0, 1] and boundary conditions: Ψ(0, y) = y2 + y + 1, Ψ(1, y) =
y2 + y + 3, Ψ(x, 0) = x2 + x + 1, Ψ(x, 1) = x2 + x + 3. The solution is: Ψ(x, y) =
x2 + y2 + x + y + 1.

4. PDE4

∇2Ψ(x, y) = (x− 2) exp(−x) + x exp(−y)

with x ∈ [0, 1], y ∈ [0, 1] and boundary conditions: Ψ(0, y) = 0, Ψ(1, y) = sin(y),
Ψ(x, 0) = 0, Ψ(x, 1) = sin(x). The solution is: Ψ(x, y) = sin(xy).

4.5. Experimental Results

To validate the ability of the proposed method to tackle differential equations, a series
of experiments were made using the following values for the weight number of the Rbf
network: w = 5, w = 10, w = 15. The values for the parameters of the experiments
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are listed in Table 1. All the experiments were conducted 30 times using different seeds
for the random number generator and the average error was measured. The random
number generator used was the drand48() function of the C programming language.
The experimental results are listed in Table 2.

Table 1. Experimental parameters.

Parameter Value

Nc 1000
ITERMAX 5000

ps 0.1
pm 0.05
ε 10−7

LI 100
LC 20
λ 100

Table 2. Experimental results.

Equation w = 5 w = 10 w = 15

ODE1 3.9× 10−6 2.2× 10−6 3.4× 10−6

ODE2 2.1× 10−5 1.4× 10−5 1.5× 10−5

ODE3 6.6× 10−2 7.7× 10−2 9.4× 10−2

ODE4 8.8× 10−7 3.8× 10−6 8.7× 10−7

ODE5 9.4× 10−1 1.1× 10−1 5.9× 10−2

NLODE1 7.2× 10−4 1.6× 10−5 1.9× 10−4

NLODE2 4.6× 10−4 5.3× 10−4 1.1× 10−4

NLODE3 5.7× 10−6 7.9× 10−6 5.4× 10−6

NLODE4 1.2× 10−4 7.9× 10−6 2.6× 10−5

SYSODE1 2.8× 10−6 1.9× 10−6 3.2× 10−6

SYSODE2 1.4× 10−5 3.2× 10−6 3.9× 10−6

SYSODE3 3.1× 10−5 8.1× 10−5 1.1× 10−5

SYSODE4 1.4× 10−4 4.4× 10−6 6.4× 10−6

PDE1 3.7× 10−2 6.8× 10−3 1.1× 10−2

PDE2 3.2× 10−3 2.1× 10−5 2.2× 10−5

PDE3 7.9× 10−2 4.9× 10−4 7.4× 10−4

PDE4 8.0× 10−2 7.8× 10−3 3.4× 10−3

As the experimental results show, the proposed method solves the vast majority of
differential equations even when the number of weights is relatively small. However,
adding weights seems to have more positive effects on difficult problems especially in the
case of partial differential equations. Of course, increasing the number of weights implies
increased execution times and, for this reason, the use of parallel processing techniques
is necessary. In the application, there is the possibility of using more processing threads
through the OpenMP library.

In addition, the graphical representation of the produced solutions as well as the
absolute error between the estimated RBF networks is also plotted. For example, in Figure 7
the solution of ODE1 and the estimated RBF network are plotted and in Figure 8 the
absolute difference of these functions is plotted. Additionally, the absolute error between
the solutions y1(x) = sin(x), y(2) = x2 and the estimated RBF networks for the SYSODE1
case is also plotted in Figure 9. Moreover, the absolute error between the solution of the
PDE1 case and the estimated RBF network is plotted in Figure 10. All graphs show the
ability of the proposed method to approach to a large extent the solution of the differential
equation which is under study.
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Additionally, a plot was made to demonstrate the speed of the algorithm and the
effectiveness of using more threads. In this test, the method was tested in ODE1 function
for different values for the number of the threads and the desired accuracy (the value
− log 10(ε) for the parameter ε in Table 2). The plot is shown in Figure 11. Execution times
are significantly reduced as the number of threads increases and this makes the method
able to be applied to more complex problems if there is enough computing power and
several computing units available, which is possible in modern multi-core computers.
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Figure 11. Computational cost and desired accuracy for different number of threads.

4.6. Some Practical Problems

The proposed method was also applied on a series of systems of ODEs available from
https://archimede.uniba.it/~testset/ (accessed on 10 May 2022) and more specific the
Hires problem, the Rober problem, and the Orego problem.

4.6.1. Hires Problem

This is a system of eight non-linear ODEs proposed by Schäfer in 1975 [51] and it
describes how light is involved in morphogenesis. The problem is defined as

dy
dt

= f (y), y(0) = y0

 https://archimede.uniba.it/~testset/
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with t ∈ [0, 321.8122] and the function f (y) defined as

f (y) =



−1.71y1 + 0.43y2 + 8.32y3 + 0.0007
1.71y1 − 8.75y2

−10.03y3 + 0.43y4 + 0.035y5
8.32y2 + 1.71y3 − 1.12y4
−1.745y5 + 0.43y6 + 0.43y7

−280y6y8 + 0.69y4 + 1.71y5 − 0.43y6 + 0.69y7
280y6y8 − 1.81y7
−280y6y8 + 1.81y7


and the initial conditions y0 = (1, 0, 0, 0, 0, 0, 0, 0.0057)

4.6.2. Rober Problem

The Rober problem [52] describes the kinetics of an autocatalytic reaction and it
is defined a system of three non-linear ordinary differential equations. The problem is
defined as

dy
dt

= f (y), y(0) = y0

with t ∈ [0, T] and the function f (y) is

f (y) =

 −0.04y1 + 104y2y3
0.04y1 − 104y2y3 − 3× 107y2

2
3× 107y2

2


and the initial conditions y0 = (1, 0, 0) and the value of T was set 10.

4.6.3. Orego Problem

The Orego problem [53] is a system of three non-linear ordinary differential equations
and refers to the Oregonator model. The problem is defined as

dy
dt

= f (y), y(0) = y0

with t ∈ [0, 360] The function f (y) is given by:

f (y) =

 s
(
y2 − y1y2 + y1 − qy2

1
)

1
s (−y2 − y1y2 + y3)

w(y1 − y3)


with y0 = (1, 2, 3) and s = 77.27, w = 0.161, q = 8.375× 10−6.

The results from the application of the proposed method with the parameters of Table 1
and w = 10 are listed in Table 3. The proposed method achieved low learning error even
in the above examples. The column MEM denotes the application of the MEBDF [54]
method to these problems. Furthermore, in Figures 12–14, the average execution time of
the proposed method for different number of processing threads is plotted for the previous
three test cases. In these plots logarithmic scale was used.

Table 3. Experimental results for the real life problems.

Problem w = 10 MEM

Hires 2.8× 10−5 6.1× 10−1

Rober 2.1× 10−6 1.2× 10−3

Orego 2.7× 10−5 2.5× 10−2
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5. Conclusions

A method for solving differential equations is presented here, accompanied by the
corresponding software. The method utilizes gra networks to solve differential equations
and the enforcement of initial and boundary conditions was done using penalty factors.
The network configuration was adapted using a hybrid genetic algorithm, in which a local
optimization method is applied to a randomly selected set of chromosomes per distinct
number of generations.

The software developed in the context of this work was also presented. The software
was written in C++ using the open source library QT, so that it can be run on most operating
systems. The user can encode the differential equation in either C++ or Fortran by writing
a series of functions. Future extensions of the method may include more efficient methods
of initializing network weights as well as more advanced methods of terminating the
genetic algorithm.
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