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Abstract: The purpose of this study is to provide a mathematical construction based on the novel
singular perturbed model of the second kind (NSPM-SK) using the standard form of the Lane–Emden.
The singular Lane–Emden types of the models have abundant applications in astrophysics. The
inclusive features of this model are provided using the perturbed, pantograph, singular point together
and the shape factor based on the NSPM-SK. These models become more complicated by using these
factors through the artificial neural networks (ANNs) together with the optimization procedures
of the swarming particle swarm optimization (PSO) paradigms and the local sequential quadratic
programming (SQP). An objective function is provided based on the differential form of the NSPM-
SK and then optimization is performed through the hybridization of the PSOSQP. The exactness
of the model is attained to solve three different variations of the mathematical NSPM-SK by using
the overlapping of the obtained and true results. The stability, robustness, and convergence of the
designed numerical approach are perceived by using different statistical performances of the ANNs
together with the optimization of the PSOSQP for 30 independent executions.

Keywords: singular; perturbed; pantograph; artificial neural networks; swarming approach;
sequential quadratic programming

MSC: 92F05; 85A04

1. Introduction

The use of perturbation factors makes differential models complex and challenging
due to the boundary layer behavior. The variations of these systems are assumed to be rapid
inside the thin layers or within the range of the system. Few of the schemes that have been
used in this study are finite difference, which works to the performance of the exponential
factor in the perturbed form of the differential system [1–3], the numeric special mesh
scheme that is used to model the reaction–diffusion systems [4,5], the perturbed form of
the convection–diffusion system of second order [6], and the diffusion reaction semi-linear
model [7]. Therefore, it is necessary to design few appropriate techniques to provide the so-
lutions of these singular perturbed systems [8–14]. These conventional methods have been
used to show singular perturbation model solutions that cannot produce satisfying results
when small values of the perturbed components are used. The differential pantograph
models are very important for researchers due to the diversity of applications in the field
of medicine, shipping controls, biology, population dynamics, chemistry, economics, engi-
neering, physics, electrodynamics, infectious diseases, pharmaceutical kinetics, quantum
mechanics, electronics, and physiology [15,16]. Ockendon et al. proposed the “pantograph”
in the 7th decade of the 19th century by working on different experiments [17]. Based
on the consequence of the pantograph types of models, some analytical and numerical
approaches have been provided, such as multi-dimensional homotopy optimal method [18],
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Least-Squares-Epsilon-Ritz [19], Chebyshev spectral [20], Taylor operation [21], spectral
tau [22], Genocchi operational matrix [23], and many more [24,25].

The singular based mathematical systems have huge significance and are considered
tough to present the solutions by applying the analytical and numerical methods. The sin-
gular models occur in the modeling of the gas cloud, quantum mechanics, and astrophysics.
Some of the deterministic approaches that have been applied to assess the singular systems
are described in these investigations [26,27]. In astrophysics, there are various types of
singular models that have been used such as ABC singular Lane–Emden model [28], shifted
ultraspherical operational matrices of derivatives [29], fractional differential and integral
operators with non-singular and non-local kernel schemes [30], Bernoulli polynomials
with their differentiation matrix [31], a novel Chebyshev neural network approach [32],
combining a pair of one-step hybrid block Nyström methods [33], a new Bernoulli wavelet
operational matrix of derivative method [34], Haar wavelet approximate scheme [35], ana-
lytic solution of system of singular nonlinear differential equations with Neumann–Robin
boundary conditions [36], Adomian decomposition method [37], and Hermite wavelets
technique coupled with a numerical iteration technique such as the Newton Raphson
approach [38]. The general form of the singular model based on Lane–Emden is provided
as [39]: 

d2u
dm2 +

σ
m

du
dm + l(u) = z(m), σ ≥ 1

u(0) = c, du(0)
dm = 0,

(1)

where σ is the shape vector and the singular point arises at m = 0. The motive of these
investigations is to construct a novel singular perturbed model of the second kind (NSPM-
SK) using the traditional form of the Lane–Emden. The singular models become more
complicated by using these factors through the artificial neural networks (ANNs) together
with the optimization procedures of the swarming particle swarm optimization (PSO)
paradigms and the local sequential quadratic programming (SQP). The solution of the
singular types of the Lane–Emden models is not easy to present due to the singularity. These
models become complex, stiffer, and more difficult with the pantograph and perturbed
terms. Hence, a numerical stochastic ANNs-PSOSQP procedure is presented to solve such
complicated natured novel linear/nonlinear models. The worthy stochastic measures are
not only familiar to solve the integer order models, but also have been executed for the
fractional kinds of systems. Some prominent recent applications of these solvers are nervous
stomach [40], medical smoking [41], food chain supply [42,43], and thermal explosion
model [44,45]. The novel features of the ANNs-PSOSQP for solving the differential NSPM-
SK are presented as:

• The construction of a mathematical NSPM-SK is presented through the perturbed,
pantograph, and singular terms.

• Soft computing schemes using the ANNs along with the hybridization of PSOSQP
solver have been applied to present the numerical performances of the nonlinear
NSPM-SK.

• The competence of the designed NSPM-SK as well as stochastic computing ANNs
along with the hybridization of PSOSQP solver is perceived by using the comparison
of the obtained and true solutions.

• Three different cases based on small values of the perturbation terms have been
provided to check the capability of the proposed scheme.

• The performances of the scheme to solve the designed NSPM-SK are also observed by
using the absolute error (AE) values, which have been proven in good measures.

• The convergence, stability, and reliability of the ANNs-PSOSQP for solving the differ-
ential NSPM-SK is observed via statistical procedures based semi-interquartile range
(SIR), variance mean square error (MSE), and variance account for (VAF).
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• Beside the precise performances of the designed NSPM-SK, smooth processes, ease
of understanding, comprehensive applicability, and robustness are other esteemed
benefits of the ANNs-PSOSQP solver.

The remaining sections of this paper are presented as follows. Section 2 provides
the mathematical design of the NSPM-SK. Section 3 designates the stochastic procedure.
Section 4 presents the implementations procedures of the scheme for solving the model.
The concluding reports are provided in the final section.

2. Construction of the NSPM-SK

The current section performs the construction of NSPM-SK by using the perturbation
term, delay differential form along with the traditional type of the Lane–Emden. Recently,
some novel singular models that have been designed are pantograph/delay singular
models, functional form of the differential model of the fourth kind, prediction singular
models, fifth and sixth kind of singular models, fractional kind of differential delay, and
pantograph differential singular models [46]. Keeping in view these applications, the
current investigations based on the mathematical form of the NSPM-SK are presented. The
mathematical form of the NSPM-SK is given as:

εm−σ dα

dmα

(
mσ dq

dmq

)
u(φm) + l(u) = z(m), (2)

where σ shows a positive value of a constant. To solve the mathematical form of the
NSPM-SK, α and q are given as:

α = 1, q = 1. (3)

The efficient form of above Equation is given as:

εm−σ d
dm

(
mσ d

dm

)
u(φm) + l(u) = z(m). (4)

The updated values are given as:

d
dm

(
mσ d

dm

)
u(φm) = mσ d2

dm2 u(φm) + σmσ−1 d
dm

u(φm). (5)

The achieved mathematical NSPM-SK form is shown as: εφ d2

dm2 u(φm) + σ
m ε d

dm u(φm) + l(u) = z(m),

u(0) = 1, du(0)
dm = 0.

(6)

The above model represents the NSPM-SK form, φ shows the pantograph, ε is the
perturbed term and m = 0 defines the singularity. In Equation (6), the single singularity
arises, σ is the shape factor, while the pantograph and perturbed terms appear two times.
Figure 1 illustrates the flow-chart descriptions to achieve the mathematical form of the
NSPM-SK.
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Figure 1. Flow-chart descriptions to achieve the mathematical form of the NSPM-SK.

3. ANNs Procedure along with the Optimization of PSOSQP

In this section, the proposed ANNs together with the optimization procedures of the
swarming schemes and SQP for solving the mathematical NSPM-SK. An objective function
is provided using the differential NSPM-SK and then optimized through the hybridization
of the PSOSQP. The proposed ANNs-PSOSQP structure to solve the mathematical NSPM-
SK is provided in Figure 2.
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3.1. ANN Modeling

To present the numerical solutions of the mathematical NSPM-SK, the proposed
solutions are designated as û(m), while d(n)u

dm(n) is the n kind of derivative. The mathematical
details of these outcomes are presented as:

û(m) =
k
∑

v=1
cvQ(wvm + bv),

d(n)u
dm(n) =

k
∑

v=1
cv

d(n)

dm(n) Q(wvm + bv),

(7)

where k represents the neurons, Q is the merit function (em), and [cv, wv, bv] presents the
vth component of [c, w, b]. The EM using the log-sigmoid function Q(m) = (1 + e−m)

−1 is
written as:

û(m) =
k
∑

v=1
cv

(
1 + e−(wvm+bv)

)−1
,

dû
dm =

k
∑

v=1
cvwv

e−(wvm+bv)

(1+e−(wvm+bv))
2 ,

...

d(n) û
dm(n) =

k
∑

v=1
cvwv

(
e−(wvm+bv)

(1+e−(wvm+bv))
n+1 − e−(n+1)(wvm+bv)

(1+e−(wvm+bv))
n · · ·

)
.

(8)
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A merit function (em) is given as:

em = em−1 + em−2. (9)

Here, em−1 and em−2 signifies the em associated to singular perturbed form of the
differential system provided in Equation (6). The performances of the em are written as:

em =
1
N

N

∑
v=1

(
εφ

d2

dm2 u(φmv) +
σ

mv
ε

d
dm

u(φmv) + l(u)− z(φmv)

)2

+
1
2

(
(û0 − 1)2 +

(
dû0

dm

)2
)

, (10)

where Nh = 1, u(φm) = u(φmv) and z(θx) = z(φmv).

3.2. Performance Operators

This section indicates the performance indices of the VAF, MSE, and SIR for the
mathematical NSPM-SK by using the ANNs together with the optimization procedures of
the swarming schemes and SQP. The descriptions of the VAF, SIR, and MSE are provided as:

VAF =

(
1 − var(ui − ûi)

var(ui)

)
× 100, (11)

SIR = 0.5(Quartile3 − Quartile1), (12)

MSE =
k

∑
i=1

(ui − ûi)
2 (13)

where u and û are the true and proposed results.

3.3. Networks Optimization

The parameter optimization scheme for the mathematical NSPM-SK by using the
ANNs structure along with the PSOSQP are presented in this section.

The global search computational optimization algorithm PSO is a Neuro swarming
technique, which is applied to the replacement of genetic algorithm. Kennedy and Eberhart
introduced the PSO scheme in the last century [47]. PSO shows the results of the numerous
complex and complicated systems to regulate the precise population by using the method
of optimal training. The accomplishment of PSO is simple due to the short requirements
of memory [48]. Recently, PSO has been used in numerous applications, e.g., multimodal
multi-objective schemes [49], engineering systems [50], solar energy systems [51], plant
diseases investigations [52], classifying the photovoltaic parameters of the single, double,
and triple diode [53], constructions for image organization [54], green coal manufacture
systems [55], and reduction of particle filter noise using the diagnosis of the mechanical
responsibility [56]. These extraordinary submissions inspired the authors to apply the
swarming schemes to solve the NSPM-SK.

PSO is a sluggish approach and the hybridization process by using the local search is
applied for quick convergence. Therefore, SQP is a local search approach that is applied
to obtain the rapid convergence. The optimal performances of the PSO are used as a
primary input in the SQP process. SQP is an eminent form that is used in the modeling of
the constrained and unconstrained problems. Some significant SQP applications are the
approximation of nonlinear least squares and its submission [57], chilled water plant [58],
engineering system optimization [59], constrained optimization of the nonconvex, non-
smooth models [60], dynamic dispatch of the economic networks [61], optimal organization
of directional relays by incorporating the dispersed generation [62], analysis of stiffened
plates [63], optimal sizing and location the DGs in DC grids [64], and modeling of the hydro
unit commitment [65].
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4. Implementations

In this section, the implementations procedures based on the numerical solutions of
the mathematical NSPM-SK using the proposed ANNs-PSOSQP structure is provided as:

• The ANNs have been applied for the proposed solutions û(m).
• The Log-sigmoid function is used in the hidden layer and the nth order derivatives

have been used provided.
• A merit function is designed based on the differential 2nd order perturbed pantograph

Lane–Emden model and its boundary or initial conditions.
• The optimization of the merit function is performed by using the hybrid computing

procedure based on the global swarming and local sequential quadratic programming
schemes.

• The solutions are performed in terms of unidentified weight vectors.

5. Simulations and Results

The current section of this study provides the numerical representations for the math-
ematical nonlinear form of the NSPM-SK using the ANNs together with the optimization
procedures of the swarming schemes and SQP. Thirty numbers of accomplishments have
been used to validate the consistency of the scheme for the nonlinear mathematical NSPM-
SK. The important graphical and representations to authenticate the convergence of the
stochastic scheme are also provided.

Case 1: Suppose a mathematical nonlinear form of the NSPM-SK is obtained by using the
values of ε = 1

22 , l(u) = u2, σ = 2, and φ = 1
2 in Equation (6) as:

1
8

d2

dm2 u
(

1
2 m
)
+ 1

2m
d

dm u
(

1
2 m
)
+ u2 = z(m),

u(0) = 1, du(0)
dm = 0,

(14)

where z(m) = m8 + 2m4 + 5
8 m2 + 1.

The true result of above Equation is u(m) = 1 + m4. The em becomes:

em =
1
N

k

∑
v=1

(
1
8

d2

dm2 û
(

1
2

mv

)
+

1
2mv

d
dm

û
(

1
2

mv

)
+ (û(mv))

2 − z(mv)

)2

+
1
2

(
(û0 − 1)2 +

(
dû0

du

)2
)

. (15)

Case 2: Suppose a mathematical nonlinear form of the NSPM-SK is obtained by using the
values of ε = 1

25 , l(u) = u2, σ = 2, and φ = 1
2 in Equation (6) as:

1
64

d2

dm2 u
(

1
2 m
)
+ 1

16m
d

dm u
(

1
2 m
)
+ u2 = z(m),

u(0) = 1, du(0)
dm = 0,

(16)

where z(m) = m8 + 2m4 + 5
64 m2 + 1.

The true form of Equation (16) is u(m) = 1 + m4. The em becomes:

em =
1
N

k

∑
v=1

(
1

64
d2

dm2 û
(

1
2

mv

)
+

1
16mv

d
dm

û
(

1
2

mv

)
+ (û(mv))

2 − z(mv)

)2

+
1
2

(
(û0 − 1)2 +

(
dû0

du

)2
)

. (17)
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Case 3: Suppose a mathematical nonlinear form of the NSPM-SK is obtained by using the
values of ε = 1

27 , l(u) = u2, σ = 2, and φ = 1
2 in Equation (6) as:

1
256

d2

dm2 u
(

1
2 m
)
+ 1

64m
d

dm u
(

1
2 m
)
+ u2 = z(m),

u(0) = 1, du(0)
dm = 0,

(18)

where z(m) = m8 + 2m4 + 5
256 m2 + 1

The exact value of Equation (16) is u(m) = 1 + m4. The em function becomes:

em =
1
N

k

∑
v=1

(
1

256
d2

dm2 û
(

1
2

mv

)
+

1
64mv

d
dm

û
(

1
2

mv

)
+ (û(mv))

2 − z(mv)

)2

+
1
2

(
(û0 − 1)2 +

(
dû0

du

)2
)

. (19)

The performances of each case of the mathematical nonlinear form of the NSPM-SK
are accomplished using the stochastic ANNs procedures. Thirty numbers of independent
trials have been achieved to designate the dependability of the ANNs together with the
optimization procedures of the swarming schemes and SQP. The obtained results through
these stochastic solvers based on the mathematical performances to find the unknown
weights are shown as:

ûC−1(m) = −0.2085
1+e−(−1.3303m+0.6722) +

2.6038
1+e−(−3.3893m−3.8344) − 0.5848

1+e−(−1.5504m−1.0043) +
1.2672

1+e−(−2.6691m+1.1213)

− 1.3035
1+e−(−2.1303m−0.9611) − 0.7078

1+e−(−2.9628m−7.8675) +
0.4948

1+e−(−2.6436m+2.7000) +
0.9198

1+e−(−2.0377m−1.3991)

+ 20.000
1+e−(2.9726m−5.3537) − 4.9420

1+e−(−1.1740m−3.9318) ,

(20)

ûC−2(m) = −6.8026
1+e−(−4.2259m+5.8092) +

1.2357
1+e−(0.2005m+0.3412) +

1.2315
1+e−(0.6265m+2.0904) +

2.3439
1+e−(0.0336m+1.2704)

+ 1.4117
1+e−(0.3330m+1.0179) +

1.3500
1+e−(−1.1831m−0.0032) +

0.0171
1+e−(14.9496m+0.9937) − 0.0254

1+e−(10.6652m−4.0745)

+ 2.5184
1+e−(5.0342m+18.5281) − 1.3167

1+e−(−0.2706m−2.4204) ,

(21)

ûC−3(m) = −17.4181
1+e−(13.796m+17.773) +

5.1467
1+e−(−11.220m−14.333) +

8.2974
1+e−(13.774m+12.510) − 6.4076

1+e−(3.1712m−13.653)

+ 3.0212
1+e−(18.096m+15.518) − 2.5636

1+e−(0.9513m+7.2952) − 17.2838
1+e−(2.8153m−0.6681) +

14.6597
1+e−(5.8717m−1.6104)

− 5.4552
1+e−(19.9704m−4.6276) +

13.1256
1+e−(−2.8047m+17.7833) .

(22)

The achieved numerical results using the ANNs together with the optimization pro-
cedures of the swarming schemes and SQP are provided in Equations (20)–(22). Figure 3
presents the graphic illustrations to solve the mathematical nonlinear form of the NSPM-
SK. The mean, worst, and best results are also provided in the 2nd part of Figure 3 for
the NSPM-SK that shows the overlapping of the solutions. These obtained precise per-
formances represent the brilliance of the proposed stochastic procedure for solving the
NSPM-SK. The performances of the AE are illustrated in Figure 3g, which are measured as
10−4–10−6, 10−5–10−6, and 10−5–10−7 for case 1 to 3. The MSE, Fitness, and EVAF operator
measures are given in Figure 3h for solving the NSPM-SK. It is observed that the best form
of the Fitness measures was found as 10−9–10−10 for the 1st and 3rd case, however for the
2nd case these measures lie as 10−8–10−9. The EVAF performances of the operator that
found as 10−8–10−9 for case 1, 2, and 3 for the NSPM-SK. Similarly, the MSE measures lie
as 10−9–10−10 for case 1, 2, and 3 for the NSPM-SK. These best optimal values designate
the correctness and precision of the stochastic approach for the mathematical NSPM-SK.
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The convergence measures are drawn in Figures 4–6, using the Fitness, EVAF, and MSE
with the histograms (HGs) and boxplots (BPs) to solve the nonlinear NSPM-SK. The Fitness
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values have been illustrated in Figure 4, which shows that most of the values are calculated
as 10−6 to 10−9 for case 1, 2, and 3 for the NSPM-SK. Likewise, Figure 5 shows that most of
the EVAF performances lie as 10−6 to 10−10 for case 1, 2, and 3 for the NSPM-SK. Figure 6
indicates that most of the EVAF measures are calculated as 10−5 to 10−9 for each case of the
NSPM-SK. These optimal best achieved values based on these statistical operators validate
the correctness of the ANNs together with the optimization procedures of the swarming
schemes and SQP.
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C-1. (f) BPs of C-2. (g) BPs of C-3.

To observe the precision and accurateness of the proposed ANNs together with the
optimization procedures of the swarming schemes and SQP, the statistical performances
were provided by applying the minimum, SIR, mean, standard deviation (STD), and median
for 30 runs in Tables 1–3. The best performances were provided based on the Minimum
operator, while the mathematical form of the MSE and SIR are shown in the statistical
measures section. One can perform the performance and constancy of the proposed ANNs
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together with the optimization procedures of the swarming schemes and SQP for each case
of the NSPM-SK.

Table 1. Statistical measures for the stochastic operators based on case 1 for the NSPM-SK.

m Minimum Mean Median SIR STD

0 4.3904 × 10−8 3.6265 × 10−4 1.0400 × 10−6 7.6454 × 10−5 1.0311 × 10−3

0.05 1.4554 × 10−6 3.3942 × 10−4 2.3275 × 10−5 4.8341 × 10−5 9.2455 × 10−4

0.1 4.4638 × 10−6 3.4196 × 10−4 4.8003 × 10−5 4.2951 × 10−5 7.8587 × 10−4

0.15 1.7452 × 10−6 3.8503 × 10−4 5.8681 × 10−5 9.4405 × 10−5 7.6120 × 10−4

0.2 4.5143 × 10−6 4.9945 × 10−4 5.1692 × 10−5 1.1602 × 10−4 1.0961 × 10−3

0.25 1.4092 × 10−6 3.8572 × 10−4 4.2895 × 10−5 9.9564 × 10−5 1.1912 × 10−3

0.3 9.7629 × 10−8 8.8601 × 10−4 4.2982 × 10−5 1.0455 × 10−4 2.8706 × 10−3

0.35 1.7482 × 10−7 1.5667 × 10−3 5.1096 × 10−5 1.0517 × 10−4 5.5859 × 10−3

0.4 2.2611 × 10−6 3.9726 × 10−3 4.8634 × 10−5 1.8399 × 10−4 1.1314 × 10−2

0.45 8.7377 × 10−7 1.3675 × 10−2 3.1546 × 10−5 1.5173 × 10−4 5.0061 × 10−2

0.5 4.0094 × 10−6 2.7514 × 10−2 4.8094 × 10−5 1.0866 × 10−4 1.2399 × 10−1

0.55 1.9049 × 10−6 5.1659 × 10−2 7.7571 × 10−5 2.5063 × 10−4 2.3234 × 10−1

0.6 6.8030 × 10−6 8.9202 × 10−2 1.2018 × 10−4 3.4817 × 10−4 3.7337 × 10−1

0.65 2.3541 × 10−7 1.4304 × 10−1 1.5072 × 10−4 8.4833 × 10−4 5.3958 × 10−1

0.7 2.0848 × 10−6 2.0497 × 10−1 1.9105 × 10−4 7.5031 × 10−4 7.2021 × 10−1

0.75 2.9902 × 10−5 2.6991 × 10−1 2.4564 × 10−4 3.9211 × 10−4 9.0182 × 10−1

0.8 6.1993 × 10−5 3.3323 × 10−1 3.3385 × 10−4 8.6441 × 10−4 1.0745 × 10−2

0.85 4.6967 × 10−5 3.9190 × 10−1 4.8744 × 10−4 1.0360 × 10−3 1.2359 × 10−2

0.9 1.1821 × 10−5 4.4771 × 10−1 5.4054 × 10−4 2.3516 × 10−3 1.3890 × 10−2

0.95 2.6420 × 10−5 5.0376 × 10−1 4.4838 × 10−4 1.3523 × 10−3 1.5371 × 10−1

1 7.3636 × 10−6 5.5496 × 10−1 4.5284 × 10−4 2.9659 × 10−3 1.6775 × 10−1

Table 2. Statistical measures for the stochastic operators based on case 2 for the NSPM-SK.

m Minimum Mean Median SIR STD

0 1.1649 × 10−7 1.3470 × 10−4 1.5046 × 10−5 4.0492 × 10−5 3.1253 × 10−4

0.05 1.8137 × 10−6 1.5931 × 10−3 9.5356 × 10−5 2.2596 × 10−4 3.8118 × 10−3

0.1 6.3340 × 10−6 4.2077 × 10−3 2.6698 × 10−4 4.0484 × 10−4 1.1816 × 10−2

0.15 1.7263 × 10−5 6.0877 × 10−3 4.1286 × 10−4 6.7397 × 10−4 1.9796 × 10−2

0.2 1.6436 × 10−5 7.0351 × 10−3 3.9400 × 10−4 8.6018 × 10−4 2.0915 × 10−2

0.25 6.3275 × 10−6 6.5486 × 10−3 3.9677 × 10−4 9.1556 × 10−4 1.4767 × 10−2

0.3 1.2951 × 10−6 1.8621 × 10−2 3.0253 × 10−4 8.2729 × 10−4 3.9081 × 10−2

0.35 2.1205 × 10−6 1.6468 × 10−2 1.7691 × 10−4 6.2989 × 10−4 4.1966 × 10−2

0.4 1.6203 × 10−5 5.1758 × 10−2 1.7282 × 10−4 3.8490 × 10−4 1.2779 × 10−2

0.45 4.4780 × 10−6 1.1006 × 10−1 9.4618 × 10−5 1.8315 × 10−4 2.8844 × 10−1

0.5 2.9411 × 10−6 1.6958 × 10−1 7.0218 × 10−5 1.4970 × 10−4 4.6485 × 10−2

0.55 6.7978 × 10−6 2.3410 × 10−1 8.5929 × 10−5 1.8040 × 10−4 6.4119 × 10−2

0.6 1.0129 × 10−6 3.2900 × 10−1 9.1335 × 10−5 3.4119 × 10−4 8.0229 × 10−2

0.65 2.0124 × 10−5 4.2501 × 10−1 1.4518 × 10−4 3.0738 × 10−4 9.4935 × 10−2

0.7 2.6357 × 10−6 5.0824 × 10−1 2.0109 × 10−4 2.9000 × 10−4 1.0807 × 10−2

0.75 4.9860 × 10−6 5.7696 × 10−1 1.7658 × 10−4 3.8152 × 10−4 1.1950 × 10−2

0.8 3.5806 × 10−6 6.3367 × 10−1 2.4578 × 10−4 3.5953 × 10−4 1.2961 × 10−2

0.85 1.3259 × 10−5 6.8452 × 10−1 2.7244 × 10−4 3.6889 × 10−4 1.3938 × 10−2

0.9 1.3462 × 10−5 7.3631 × 10−1 1.0146 × 10−4 2.7397 × 10−4 1.4984 × 10−2

0.95 1.9113 × 10−6 7.9275 × 10−1 9.2564 × 10−5 3.3846 × 10−4 1.6135 × 10−2

1 3.0452 × 10−6 8.5448 × 10−1 5.9990 × 10−5 1.9548 × 10−4 1.7396 × 10−2
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Table 3. Statistical measures for the stochastic operators based on case 3 for the NSPM-SK.

m Minimum Mean Median SIR STD

0 4.2085 × 10−7 1.3337 × 10−3 4.0009 × 10−5 9.6972 × 10−5 4.5390 × 10−3

0.05 1.3292 × 10−6 9.1821 × 10−3 9.1426 × 10−5 6.9032 × 10−4 2.4882 × 10−2

0.1 1.4735 × 10−5 1.5129 × 10−2 2.5867 × 10−4 1.0013 × 10−3 4.6832 × 10−2

0.15 8.3002 × 10−6 3.8752 × 10−2 5.3338 × 10−4 1.6333 × 10−3 9.8512 × 10−2

0.2 2.5565 × 10−5 1.1682 × 10−1 6.6734 × 10−4 1.9833 × 10−3 3.3632 × 10−2

0.25 2.3961 × 10−7 2.3151 × 10−1 6.8608 × 10−4 2.5227 × 10−3 6.4476 × 10−2

0.3 1.7515 × 10−6 3.4997 × 10−1 5.9622 × 10−4 3.3119 × 10−3 8.2912 × 10−2

0.35 1.4662 × 10−5 4.2640 × 10−1 4.2821 × 10−4 3.8128 × 10−3 9.1164 × 10−2

0.4 2.3280 × 10−6 4.5987 × 10−1 2.2560 × 10−4 7.4007 × 10−4 9.4459 × 10−2

0.45 4.9002 × 10−7 4.6296 × 10−1 8.3639 × 10−5 3.5459 × 10−3 .4478 × 10−2

0.5 2.4213 × 10−6 4.4791 × 10−1 7.6970 × 10−5 2.7230 × 10−3 9.2015 × 10−2

0.55 2.5488 × 10−6 4.2521 × 10−1 1.4429 × 10−4 1.5583 × 10−3 8.8754 × 10−2

0.6 4.8525 × 10−6 4.0542 × 10−1 1.2728 × 10−4 4.2997 × 10−4 8.6936 × 10−2

0.65 6.5669 × 10−6 3.9832 × 10−1 8.4886 × 10−5 8.1396 × 10−4 8.7643 × 10−2

0.7 4.1353 × 10−6 4.0615 × 10−1 6.1679 × 10−5 1.3718 × 10−3 9.0815 × 10−2

0.75 1.7299 × 10−6 4.2934 × 10−1 1.1431 × 10−4 1.1024 × 10−3 9.6206 × 10−2

0.8 3.1040 × 10−6 4.6114 × 10−1 1.1269 × 10−4 4.3519 × 10−4 1.0365 × 10−2

0.85 6.8097 × 10−6 5.0185 × 10−1 1.1281 × 10−4 1.0802 × 10−3 1.1274 × 10−2

0.9 2.1479 × 10−6 5.4856 × 10−1 3.7370 × 10−5 1.1706 × 10−3 1.2369 × 10−2

0.95 1.0856 × 10−6 6.0404 × 10−1 1.0748 × 10−4 4.7294 × 10−4 1.3661 × 10−2

1 1.2122 × 10−6 8.0065 × 10−1 3.6718 × 10−5 3.4077 × 10−4 1.6204 × 10−2

The convergence plots through the ANNs together with the optimization procedures
of the swarming schemes and SQP for each case of the NSPM-SK-based global MSE, Fitness,
and EVAF for 30 implementations are provided in Table 4. For each variation of the NSPM-
SK, the performances of the Minimum operators-based global Fitness, EVAF, and MSE were
calculated as 10−4–10−6, 10−1–10−2, and 10−4–10−5. The SIR measures for these measures
were found as 10−7–10−8, 10−3–10−4, and 10−7–10−8. These global measures through the
optimal performances present the accuracy of the ANNs together with the optimization
procedures of the swarming schemes and SQP for each case of the NSPM-SK.

Table 4. Global performances of the mathematical form of the NSPM-SK.

Index Case
G. Fitness G. EVAF G.MSE

Minimum SIR Minimum SIR Minimum SIR

û(m)
1 6.6653 × 10−6 1.0366 × 10−7 1.4478 × 10−1 1.0854 × 10−3 2.2604 × 10−5 1.4731 × 10−7

2 1.7466 × 10−4 5.2211 × 10−7 2.9367 × 10−2 3.1403 × 10−4 4.0826 × 10−4 4.1898 × 10−8

3 1.8390 × 10−4 9.8167 × 10−8 3.5907 × 10−2 1.5192 × 10−3 3.9693 × 10−5 9.2667 × 10−8

6. Conclusions

The aim of this study is to present the mathematical construction based on the novel
singular perturbed model of the second kind using the standard form of the Lane–Emden.
The singular form of the models has abundant applications in astrophysics. The inclusive
features of this model have been provided using the perturbed, pantograph, and singular
point together with the shape factor based on the NSPM-SK. The singular kinds of the
models become more complicated by using these factors through the artificial neural
networks together with the optimization swarming procedures and the local sequential
quadratic programming. An objective function has been designed using the differential
form of the NSPM-SK and then optimization is performed through the hybridization of the
PSOSQP. The exactness of the model is attained to solve three different variations of the
mathematical NSPM-SK by using the overlapping of the obtained and true results. The
AE is noticed in good measures for solving the perturbed singular model, which are found
as 10−6 to 10−8 for each case. The stability, robustness, and convergence of the designed
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numerical approach are perceived by using the different statistical performances of the
ANNs together with the optimization of the PSOSQP for 30 independent executions. The
statistical measures through the Minimum, Fitness, EVAF, mean, MSE, STD, and SIR are
accomplished through 30 implementations to validate the steadiness and reliability of
the stochastic scheme. Furthermore, it is authenticated that the mathematical NSPM-SK
becomes complicated by using the singular, perturbed, and pantograph factors. Therefore,
these kinds of the system are not easy to solve by using the traditional approaches. Hence,
ANNs together with the optimization procedures based on the swarming schemes and
SQP are a good choice for solving the NSPM-SK.

In upcoming works, the mathematical form of the higher order NSPM can be designed
and provided by using the ANNs together with the optimization procedures of the swarm-
ing schemes and SQP. Moreover, the proposed scheme can be implemented to solve the
various fractional and nonlinear differential systems [66–75].
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